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(54) Title: METHOD, DEVICE, AND SYSTEM FOR PEER-TO-PEER DATA REPLICATION AND METHOD, DEVICE, AND
SYSTEM FOR MASTER NODE SWITCHING

A master node generates a first commit redo record
attached with a commit sequence number (CSN), when a
first write operation happens on a first physical entity in
the master node, where the master node are preset with at

least two physical entities including the first physical
entity and a second physical entity and the master node is
connccled to at least two subscriber nodes including a first /\/ 301
subscriber node and a second subseriber node, where the
CSN attached in the [first commit redo record 1s used for
indicating the sequence of the first write operation within
the master node

A4
The master node pushes the [irst commit redo record
attached with the CSN to a first subscriber node
corresponding Lo the first physical entity based on
mapping relationships between the physical entities and
the subscriber nodes, whercin the lirst commil redo record
is used [or replicating data of the first writc opcration
from the master node to the Mirst subscriber node
corresponding to the first physical cntity, and then to the
sccond subseriber nodes through pushing, by the first
subscriber node, the received [irst commit redo record, Lo

/\/ 302

the second subscriber node

FIG. 3

(57) Abstract: Method, device, and system for peer-to-peer
data replication and method, device, and system for master
node switching are provided. The method for peer-to-peer
data replication includes: generating a first commit redo re-
cord attached with a CSN when a first write operation hap-
pens on a tirst physical entity in a master node, wherein the
master node is preset with the first physical entity and a
second physical entity and is connected to a first subscriber
node and a second subscriber node; pushing, the first commit
redo record to a first subscriber node corresponding to the
first physical entity based on mapping relationships between
the physical entities and the subscriber nodes, wherein the
first commit redo record is used for replicating data of the
first write operation from the master node to the first sub-
scriber node, and then to the second subscriber node through
pushing, by the first subscriber node, the received first com-
mit redo record to the second subscriber node. The method
can mitigate the replication bottleneck from the master node
in a replication cluster.
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METHOD, DEVICE, AND SYSTEM FOR PEER-TO-PEER DATA REPLICATION
AND METHOD, DEVICE, AND SYSTEM FOR MASTER NODE SWITCHING

TECHNICAL FIELD

[0001] The present invention relates to the field of computer technologies and, in
particular, to method, device, and system for peer-to-peer data replication and method, device,

and system for master node switching.

BACKGROUND

[0002] In many telecom and enterprise applications a single-master RDBMS (Relational
Database Management System) replication is the norm. There is one node which acts as a
master, on which writes can be performed. Then these writes are synchronized to one or more
subscribers by replicating either the physical writes or replicating the Structured Query
Language (SQL) statements (i.e., the logical writes).

[0003] FIG 1 is a single master replication topology in the prior art. As shown in FIG 1,
an application is connected to the master database (master node). This application is allowed
to write on the database through SQL statements (Data Manipulation Language (DML) or
Data Definition Language (DDL)). Once the write is successful, the master database
replicates the data to subscriber databases 1 and 2. The replication could be done by physical
replication or logical replication, and could be asynchronous or synchronous. FIG 2 is a
schematic diagram of a standard implementation of a replication according to the single
master replication topology as shown in FIG 1. As shown in FIG 2, the application push
DML/DDL statement to the master database S201, the master database parses the DML/DDL
statement S202, and then executes the DML/DDL statement S203, which results in a physical
write in the database S204. This physical write could be in the memory pages of the master
node or could be a direct input/output (I/O) write into the storage disk of the master database.
Once this write is successful, the master database judges whether need to replicate the data

being written to any subscriber database connected to this master database S205, if no, the
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master database finishes the replication S206; if yes, the master database sends redo entities
to each subscriber database connected to this master database to replicate the data being
written to the subscriber databases S207, where the procedure of replicate the data is as
similar as the above procedure of the write operation, and where the SQL statements are
shipped instead of physical redo.

[0004] The above prior art has a major weakness of a single network bottleneck. The
master node becomes a bottleneck to the whole solution. According to the single master
replication topology shown in FIG 1, the master database has to replicate the same data twice,

hence incurs twice the network load.

SUMMARY

[0005] Embodiments of the present invention provide method, device, and system for
peer-to-peer data replication and method, device, and system for master node switching, so as
to mitigate the replication bottleneck from the master node in a replication cluster by
distributing the replication in a peer-peer mode.

[0006] Embodiments of the present invention adopt the following technical solutions.
[0007] A first aspect of the present invention provides a method for peer-to-peer data
replication, including:

[0008] generating, by a master node, a first commit redo record attached with a commit
sequence number (CSN), when a first write operation happens on a first physical entity in the
master node, where the master node is preset with at least two physical entities including the
first physical entity and a second physical entity and the master node is connected to at least
two subscriber nodes including a first subscriber node and a second subscriber node, where
the CSN attached in the first commit redo record is used for indicating the sequence of the
first write operation within the master node; and

[0009] pushing, by the master node, the first commit redo record attached with the CSN
to a first subscriber node corresponding to the first physical entity based on mapping
relationships between the physical entities and the subscriber nodes, where the first commit

redo record is used for replicating data of the first write operation from the master node to the
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first subscriber node corresponding to the first physical entity, and then to the second
subscriber node through pushing, by the first subscriber node, the received first commit redo
record, to the second subscriber node.

[0010] In a first implementation of the first aspect of the present invention, the physical
entities are table space, device files, pages and/or partitions.

[0011] In a second implementation of the first aspect of the present invention, the
mapping relationships between the physical entities and the subscriber nodes are established
by the master node by mapping different subscriber nodes to different connections between
the master node and the subscriber nodes, and by mapping different connections to different
sets of physical entities in the master node, where each set of physical entities includes one or
multiple physical entities;

[0012] and the pushing, by the master node, the first commit redo record attached with
the CSN to a first subscriber node corresponding to the first physical entity based on mapping
relationships between the physical entities and the subscriber nodes, includes:

[0013] pushing, by the master node, the first commit redo record attached with the CSN
to the first subscriber node corresponding to the first physical entity based on the mapping
relationship between the first physical entity and the first subscriber node through a
connection between the master node and the first subscriber node.

[0014] In a third implementation of the first aspect of the present invention, the mapping
relationships between the physical entities and the subscriber nodes are established by the
master node by mapping different subscriber nodes to different connections between the
master node and the subscriber nodes, and by mapping different connections to different sets
of physical entities in the master node, where each set of physical entities in the master node
includes multiple physical entities, and further by mapping different physical entities in one
set of physical entities in the master node to different physical entities in the subscriber node
corresponding to the set of physical entities;

[0015] and the pushing, by the master node, the first commit redo record attached with
the CSN to the first subscriber node corresponding to the first physical entity based on

mapping relationships between the physical entities and the subscriber nodes, includes:
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[0016] pushing, by the master node, the first commit redo record attached with the CSN
to a third physical entity corresponding to the first physical entity, where the first subscriber
node is preset with at least two physical entities including the third physical entity and a
fourth physical entity, based on the mapping relationship between the set of physical entities
to which the first physical entity belongs and that is of the master node and the first
subscriber node and the mapping relationship between the first physical entity and the third
physical entity, through a connection between the master node and the first subscriber node.
[0017] In a fourth implementation of the first aspect of the present invention, when a new
subscriber node is connected to the master node, further including:

[0018] synchronizing, by the master node, commit redo records to the new subscriber
node after physical entities in the master node and mapping relationships between the
physical entities and the subscriber nodes including the new subscriber node are reconfigured.
[0019] In a fifth implementation of the first aspect of the present invention, the first
commit record is separated from a second commit record, which is generated by the master
node when a second write operation happens on a second physical entity, based on physical
entities on which the related write operation happens.

[0020] In a sixth implementation of the first aspect of the present invention, the first
commit record and the second commit record are pushed, in parallel, by the master node, to
the first subscriber node and the second subscriber node, respectively, so that the first commit
record and the second commit record are replayed, in parallel, by the first subscriber node and
the second subscriber node, respectively; where, the second commit redo record is used for
replicating data of the second write operation from the master node to the second subscriber
node corresponding to the second physical entity, and then to the first subscriber node
through pushing, by the second subscriber node, the received second commit redo record, to
the first subscriber node.

[0021] A second aspect of the present invention provides a method for peer-to-peer data
replication, including:

[0022] receiving, by a subscriber node, a commit redo record attached with a commit
sequence number (CSN) from a master node, where the CSN attached in the commit redo

record is used for indicating the sequence of a write operation within the master node;
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[0023] updating a CSN of the subscriber node to the CSN attached to the commit redo
record, when an absolute value of CSN attached to the commit redo record minus the CSN of
the subscriber node is 1, where the CSN of the subscriber node is set to O during an
initialization;

[0024] replaying, by the subscriber node, the commit redo record to replicate data of a
write operation happened on a master node from the master node to the subscriber node,
where the subscriber node is connected to the master node and other subscriber nodes
connected to the master node; and

[0025] pushing, by the subscriber node, the commit redo record to the other subscriber
nodes, to replicate the data of the write operation happened on the master node to the other
subscribers.

[0026] In a first implementation of the second aspect of the present invention, further
including:

[0027] saving, by the subscriber node, the received commit redo record and waiting for
another commit redo record, when the absolute value of the CSN attached to the received
commit redo record minus the CSN of the subscriber node is not 1; and

[0028] replaying, by the subscriber node, the commit redo record to replicate data of the
write operation happened on the master node from the master node to the subscriber node,
after the CSN of the subscriber node is updated to a value that the absolute value of the CSN
attached to the received commit redo record minus the updated CSN of the subscriber node is
1.

[0029] In a second implementation of the second aspect of the present invention, further
including:

[0030] transmitting, by the subscriber node, a pull request to all other subscriber nodes to
get all data of the write operation happened on the master node, which is obtained by
replaying the commit redo record, in the other subscriber nodes after the master node is down
and the subscriber node is elected to be a new master node; and

[0031] reassigning, by the subscriber node which is acted as the new master node,
mapping relationships between physical entities in the new master node and the other

subscriber nodes other than the subscriber node.
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[0032] In a third implementation of the second aspect of the present invention, further
including:

[0033] transmitting, by the subscriber node, the data of the write operation happened on
the former master node in the subscriber node to a subscriber node which is acted as a new
master node in response to a pull request transmitted by the new master node, after the former
master node is down and another subscriber node is elected to be the new master node.

[0034] A third aspect of the present invention provides a method for master node
switching, including:

[0035] performing, by a subscriber node among at least two subscriber nodes, when a
master node is down, data synchronization among the subscriber node and the other
subscriber nodes until the data synchronization is finished or a pre-configured time period for
the data synchronization is reached, where the subscriber nodes and the master node are in a
same cluster;

[0036] transmitting, by the subscriber node which is acted as a new master node, a pull
request to the remaining subscriber nodes which are not elected to be the new master node,
after the subscriber node is selected from the subscriber nodes to be the new master node
based on a highest commit sequence number (CSN) of the subscriber nodes; and

[0037] receiving, by the subscriber node which is acted as the new master node, data
from the remaining subscriber nodes which are not elected to be the new master node.

[0038] In a first implementation of the third aspect of the present invention, further
including:

[0039] establishing, by the subscriber node which is acted as the new master node,
mapping relationships between physical entities in the new master node and the other
subscriber nodes other than the subscriber node; and

[0040] performing, by the subscriber node which is acted as the new master node,
peer-to-peer data replication between the new master node and the other subscriber nodes
which are not elected to be the new master node according to the mapping relationships,
when a write operation happens on the physical entity in the new master node.

[0041] A fourth aspect of the present invention provides a method for master node

switching, including:
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[0042] performing, by a subscriber node among at least two subscriber nodes, when a
master node is down, data synchronization among the subscriber node and the other
subscriber nodes until the data synchronization is finished or a pre-configured time period for
the data synchronization is reached, where the subscriber nodes and the master node are in a
same cluster;

[0043] electing, by the subscriber node together with the other subscriber nodes, a
subscriber node to be a new master node from the subscriber nodes based on a highest
commit sequence number (CSN) of the subscriber nodes;

[0044] receiving, by the subscriber node which is not elected to be the new master node, a
pull request issued by the new master node; and

[0045] transmitting, by the subscriber node which is not elected to be the new master
node, data in the subscriber node to a new master node in response to the pull request
transmitted by the new master node.

[0046] A fifth aspect of the present invention provides a device for peer-to-peer data
replication, where the device is positioned on a master node, where the device includes:
[0047] a generating unit, configured to generate a first commit redo record attached with
a commit sequence number (CSN), when a first write operation happens on a first physical
entity in the master node, where the master node is preset with at least two physical entities
including the first physical entity and a second physical entity and the master node is
connected to at least two subscriber nodes including a first subscriber node and a second
subscriber node, where the CSN attached in the first commit redo record is used for
indicating the sequence of the first write operation within the master node; and

[0048] a replicating unit, configured to push the first commit redo record attached with
the CSN to a first subscriber node corresponding to the first physical entity based on mapping
relationships between the physical entities and the subscriber nodes, where the first commit
redo record is used for replicating data of the first write operation from the master node to the
first subscriber node corresponding to the first physical entity, and then to the second
subscriber node through pushing, by the first subscriber node, the received first commit redo

record, to the second subscriber node.
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[0049] In a first implementation of the fifth aspect of the present invention, the physical
entities are table space, device files, pages and/or partitions.

[0050] In a second implementation of the fifth aspect of the present invention, further
including:

[0051] a first mapping unit, configured to establish the mapping relationships between the
physical entities and the subscriber nodes by mapping different subscriber nodes to different
connections between the master node and the subscriber nodes, and by mapping different
connections to different sets of physical entities in the master node, where each set of
physical entities includes one or multiple physical entities;

[0052] and the replicating unit is specifically configured to push the first commit redo
record attached with the CSN to the first subscriber node corresponding to the first physical
entity based on the mapping relationship between the first physical entity and the first
subscriber node through a connection between the master node and the first subscriber node,
where the first commit redo record is used for replicating data of the first write operation
from the master node to the first subscriber node corresponding to the first physical entity,
and then to the second subscriber node through pushing, by the first subscriber node, the
received first commit redo record, to the second subscriber node.

[0053] In a third implementation of the fifth aspect of the present invention, further
including:

[0054] a second mapping unit, configured to establish the mapping relationships between
the physical entities and the subscriber nodes by mapping different subscriber nodes to
different connections between the master node and the subscriber nodes, and by mapping
different connections to different sets of physical entities in the master node, where each set
of physical entities in the master node includes multiple physical entities, and further by
mapping different physical entities in one set of physical entities in the master node to
different physical entities in the subscriber node corresponding to the set of physical entities;
[0055] and the replicating unit is specifically configured to push the first commit redo
record attached with the CSN to a third physical entity corresponding to the first physical
entity, where the first subscriber node is preset with at least two physical entities including

the third physical entity and a fourth physical entity, based on the mapping relationship
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between the set of physical entities to which the first physical entity belongs and that is of the
master node and the first subscriber node and the mapping relationship between the first
physical entity and the third physical entity, through a connection between the master node
and the first subscriber node, where the first commit redo record is used for replicating data
of the first write operation from the master node to the first subscriber node corresponding to
the first physical entity, and then to the second subscriber node through pushing, by the first
subscriber node, the received first commit redo record, to the second subscriber node.

[0056] In a fourth implementation of the fifth aspect of the present invention, the
replicating unit is further configured to, when a new subscriber node is connected to the
master node, synchronize commit redo records to the new subscriber node after physical
entities in the master node and mapping relationships between the physical entities and the
subscriber nodes including the new subscriber node are reconfigured.

[0057] In a fifth implementation of the fifth aspect of the present invention, the first
commit record is separated from a second commit record, which is generated by the device
when a second write operation happens on a second physical entity, based on physical entities
on which the related write operation happens.

[0058] In a sixth implementation of the fifth aspect of the present invention, the first
commit record and the second commit record are pushed, in parallel, by the replicating unit,
to the first subscriber node and the second subscriber node, respectively, so that the first
commit record and the second commit record are replayed, in parallel, by the first subscriber
node and the second subscriber node, respectively; where, the second commit redo record is
used for replicating data of the second write operation from the master node to the second
subscriber node corresponding to the second physical entity, and then to the first subscriber
node through pushing, by the second subscriber node, the received second commit redo
record, to the first subscriber node.

[0059] A sixth aspect of the present invention provides a device for peer-to-peer data
replication, where the device is positioned on a subscriber node, where the device includes:
[0060] a receiving unit, configured to receive a commit redo record attached with a
commit sequence number (CSN) from a master node, where the CSN attached in the commit

redo record is used for indicating the sequence of a write operation within the master node;
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[0061] a CSN processing unit, configured to update a CSN of the subscriber node to the
CSN attached to the commit redo record, when an absolute value of the CSN attached to the
commit redo record minus the CSN of the subscriber node is 1, where the CSN of the
subscriber node is set to O during an initialization; and

[0062] a replicating unit, configured to replay the commit redo record to replicate data of
a write operation happened on a master node from the master node to the subscriber node,
where the subscriber node is connected to the master node and other subscriber nodes
connected to the master node; and push the commit redo record to the other subscriber nodes,
to replicate the data of the write operation happened on the master node to the other
subscribers.

[0063] In a first implementation of the sixth aspect of the present invention, the CSN
processing unit is further configured to save the received commit redo record and wait for
another commit redo record, when the absolute value of the CSN attached to the received
commit redo record minus the CSN of the subscriber node is not 1; and

[0064] the replicating unit is further configured to replay the commit redo record to
replicate data of the write operation happened on the master node from the master node to the
subscriber node, after the CSN of the subscriber node is updated to a value that the absolute
value of the CSN attached to the received commit redo record minus the updated CSN of the
subscriber node is 1.

[0065] In a second implementation of the sixth aspect of the present invention, the
replicating unit is further configured to transmit a pull request to all other subscriber nodes to
get all data of the write operation happened on the master node, which is obtained by
replaying the commit redo record, in the other subscriber nodes after the master node is down
and the subscriber node is elected to be a new master node; and

[0066] the device further includes:

[0067] a mapping unit, configured to, when the subscriber node is acted as the new
master node, reassign mapping relationships between physical entities in the new master node
and the other subscriber nodes other than the subscriber node which is act as the new master

node.
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[0068] In a third implementation of the sixth aspect of the present invention, the
replicating unit is further configured to transmit the data of the write operation happened on
the former master node in the subscriber node to a subscriber node which is acted as a new
master node in response to a pull request transmitted by the new master node, after the former
master node is down and another subscriber node is elected to be the new master node.

[0069] A seventh aspect of the present invention provides a device for master node
switching, where the device is positioned on a subscriber node, where the device includes:
[0070] a synchronizing unit, configured to, when a master node is down, perform data
synchronization among the subscriber node and the other subscriber nodes until the data
synchronization is finished or a pre-configured time period for the data synchronization is
reached, where the subscriber nodes and the master node are in a same cluster;

[0071] a transmitting unit, configured to transmit a pull request to the remaining
subscriber nodes which are not elected to be a new master node, after the subscriber node is
selected from the subscriber nodes to be the new master node based on a highest commit
sequence number (CSN) of the subscriber nodes; and

[0072] a receiving unit, configured to receive data from the remaining subscriber nodes
which are not elected to be the new master node.

[0073] In a first implementation of the seventh aspect of the present invention, further
including:

[0074] a mapping unit, configured to, when the subscriber node is acted as the new
master node, establish mapping relationships between physical entities in the new master
node and the other subscriber nodes other than the subscriber node;

[0075] and the synchronizing unit is further configured to perform peer-to-peer data
replication between the new master node and the other subscriber nodes which are not elected
to be the new master node according to the mapping relationships, when a write operation
happens on the physical entity in the new master node.

[0076] An eighth aspect of the present invention provides a device for master node
switching, where the device is positioned on a subscriber node, where the device includes:
[0077] a synchronizing unit, configured to, when a master node is down, perform data

synchronization among the subscriber node and the other subscriber nodes until the data
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synchronization is finished or a pre-configured time period for the data synchronization is
reached, where the subscriber nodes and the master node are in a same cluster;

[0078] an electing unit, configured to, together with the other subscriber node, elect a
subscriber node to be a new master node from the subscriber nodes based on a highest
commit sequence number (CSN) of the subscriber node;

[0079] a receiving unit, configured to, when the subscriber node is not elected to be the
new master node, receive a pull request issued by the new master node; and

[0080] a transmitting unit, configured to, when the subscriber node is not elected to be the
new master node, transmit data in the subscriber node to a new master node in response to the
pull request transmitted by the new master node.

[0081] A ninth aspect of the present invention provides a device for peer-to-peer data
replication, where the device is positioned on a master node, where the device includes:
[0082] a processor and a memory coupled to the processor;

[0083] where the processor is configured to:

[0084] generate a first commit redo record attached with a commit sequence number
(CSN), when a first write operation happens on a first physical entity in the master node,
where the master node is preset with at least two physical entities including the first physical
entity and a second physical entity and the master node is connected to at least two subscriber
nodes including a first subscriber node and a second subscriber node, where the CSN attached
in the first commit redo record is used for indicating the sequence of the first write operation
within the master node; and

[0085] push the first commit redo record attached with the CSN to a first subscriber node
corresponding to the first physical entity based on mapping relationships between the
physical entities and the subscriber nodes, where the first commit redo record is used for
replicating data of the first write operation from the master node to the first subscriber node
corresponding to the first physical entity, and then to the second subscriber node through
pushing, by the first subscriber node, the received first commit redo record, to the second
subscriber node.

[0086] In a first implementation of the ninth aspect of the present invention, the physical

entities are table space, device files, pages and/or partitions.
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[0087] In a second implementation of the ninth aspect of the present invention, the
processor is further configured to:

[0088] establish the mapping relationships between the physical entities and the
subscriber nodes by mapping different subscriber nodes to different connections between the
master node and the subscriber nodes, and by mapping different connections to different sets
of physical entities in the master node, where each set of physical entities includes one or
multiple physical entities; and

[0089] push the first commit redo record attached with the CSN to the first subscriber
node corresponding to the first physical entity based on the mapping relationship between the
first physical entity and the first subscriber node through the connection between the master
node and the first subscriber node.

[0090] In a third implementation of the ninth aspect of the present invention, the
processor is further configured to:

[0091] establish the mapping relationships between the physical entities and the
subscriber nodes by mapping different subscriber nodes to different connections between the
master node and the subscriber nodes, and by mapping different connections to different sets
of physical entities in the master node, where each set of physical entities in the master node
includes multiple physical entities, and further by mapping different physical entities in one
set of physical entities in the master node to different physical entities in the subscriber node
corresponding to the set of physical entities; and

[0092] push the first commit redo record attached with the CSN to a third physical entity
corresponding to the first physical entity, where the first subscriber node is preset with at least
two physical entities including the third physical entity and a fourth physical entity, based on
the mapping relationship between the set of physical entities to which the first physical entity
belongs and that is of the master node and the first subscriber node and the mapping
relationship between the first physical entity and the third physical entity, through the
connection between the master node and the first subscriber node.

[0093] In a fourth implementation of the ninth aspect of the present invention, the

processor is further configured to:
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[0094] when a new subscriber node is connected to the master node, synchronize commit
redo records to the new subscriber node after physical entities in the master node and
mapping relationships between the physical entities and the subscriber nodes including the
new subscriber node are reconfigured.

[0095] In a fifth implementation of the ninth aspect of the present invention, the first
commit record is separated from a second commit record, which is generated by the device
when a second write operation happens on a second physical entity, based on physical entities
on which the related write operation happens.

[0096] In a sixth implementation of the ninth aspect of the present invention, the first
commit record and the second commit record are pushed, in parallel, by the processor, to the
first subscriber node and the second subscriber node, respectively, so that the first commit
record and the second commit record are replayed, in parallel, by the first subscriber node and
the second subscriber node, respectively; where, the second commit redo record is used for
replicating data of the second write operation from the master node to the second subscriber
node corresponding to the second physical entity, and then to the first subscriber node
through pushing, by the second subscriber node, the received second commit redo record, to
the first subscriber node.

[0097] A tenth aspect of the present invention provides a device for peer-to-peer data
replication, where the device is positioned on a subscriber node, where the device includes:
[0098] a processor and a memory coupled to the processor;

[0099] where the processor is configured to:

[0100] receive a commit redo record attached with a commit sequence number (CSN) from
a master node, where the CSN attached in the commit redo record is used for indicating the
sequence of a write operation within the master node;

[0101] update a CSN of the subscriber node to the CSN attached to the commit redo record,
when an absolute value of the CSN attached to the commit redo record minus the CSN of the
subscriber node is 1, where the CSN of the subscriber node is set to O during an initialization;
[0102] replay the commit redo record to replicate data of a write operation happened on a
master node from the master node to the subscriber node, where the subscriber node is

connected to the master node and other subscriber nodes connected to the master node; and

14



WO 2015/169067 PCT/CN2014/089757

[0103] push the commit redo record to the other subscriber nodes, to replicate the data of
the write operation happened on the master node to the other subscribers.

[0104] In a first implementation of the tenth aspect of the present invention, the processor is
further configured to:

[0105] save the received commit redo record and wait for another commit redo record,
when the absolute value of the CSN attached to the received commit redo record minus the
CSN of the subscriber node is not 1; and

[0106] replay the commit redo record to replicate data of the write operation happened on
the master node from the master node to the subscriber node, after the CSN of the subscriber
node is updated to a value that the absolute value of the CSN attached to the received commit
redo record minus the updated CSN of the subscriber node is 1.

[0107] In a second implementation of the tenth aspect of the present invention, the
processor is further configured to:

[0108] transmit a pull request to all other subscriber nodes to get all data of the write
operation happened on the master node, which is obtained by replaying the commit redo
record, in the other subscriber nodes after the master node is down and the subscriber node is
elected to be a new master node; and

[0109] a mapping unit, configured to, when the subscriber node is acted as the new master
node, reassign mapping relationships between physical entities in the new master node and
the other subscriber nodes other than the subscriber node which is act as the new master node.
[0110] In a third implementation of the tenth aspect of the present invention, the processor
is further configured to:

[0111] transmit the data of the write operation happened on the former master node in the
subscriber node to a subscriber node which is acted as a new master node in response to a
pull request transmitted by the new master node, after the former master node is down and
another subscriber node is elected to be the new master node.

[0112] An eleventh aspect of the present invention provides a device for master node
switching, where the device is positioned on a subscriber node, where the device includes:
[0113] a processor and a memory coupled to the processor;

[0114] where the processor is configured to:
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[0115] when a master node is down, perform data synchronization among the subscriber
node and the other subscriber nodes until the data synchronization is finished or a
pre-configured time period for the data synchronization is reached, where the subscriber
nodes and the master node are in a same cluster;

[0116] transmit a pull request to the remaining subscriber nodes which are not elected to be
a new master node, after the subscriber node is selected from the subscriber nodes to be the
new master node based on a highest commit sequence number (CSN) of the subscriber nodes;
and

[0117] receive data from the remaining subscriber nodes which are not elected to be the
new master node.

[0118] In a first implementation of the eleventh aspect of the present invention, the
processor is further configured to:

[0119] when the subscriber node is acted as the new master node, establish mapping
relationships between physical entities in the new master node and the other subscriber nodes
other than the subscriber node; and

[0120] when a write operation happens on the physical entity in the new master node,
perform peer-to-peer data replication between the new master node and the other subscriber
nodes which are not elected to be the new master node according to the mapping
relationships.

[0121] A twelfth aspect of the present invention provides a device for master node
switching, where the device is positioned on a subscriber node, where the device includes:
[0122] a processor and a memory coupled to the processor;

[0123] where the processor is configured to:

[0124] when a master node is down, perform data synchronization among the subscriber
node and the other subscriber nodes until the data synchronization is finished or a
pre-configured time period for the data synchronization is reached, where the subscriber
nodes and the master node are in a same cluster;

[0125] together with the other subscriber node, elect a subscriber node to be a new master
node from the subscriber nodes based on a highest commit sequence number (CSN) of the

subscriber node;
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[0126] when the subscriber node is not elected to be the new master node, receive a pull
request issued by the new master node; and

[0127] when the subscriber node is not elected to be the new master node, transmit data in
the subscriber node to a new master node in response to the pull request transmitted by the
new master node.

[0128] A thirteenth aspect of the present invention provides a single master cluster system,
including a master node and at least two subscriber nodes including a first subscriber node
and a second subscriber node, where:

[0129] on the master node, a device for peer-to-peer data replication according to any one of
the fifth aspect, the ninth aspect and implementations thereof is positioned; and

[0130] on each of the subscriber node, a device for peer-to-peer data replication according
to any one of the sixth aspect, the tenth aspect and implementations thereof is positioned.
[0131] A fourteenth aspect of the present invention provides a single master cluster system,
including a master node and at least two subscriber nodes, where:

[0132] on each of the subscriber nodes, both a device for master node switching according
to any one of the seventh aspect, the eleventh aspect and implementations thereof and a
device for master node switching according to the eighth aspect, the twelfth aspect and
implementations thereof are positioned.

[0133] According to the method, device and system for peer-to-peer data replication
provided by embodiments of the present invention, the master node separates the commit
redo records generated when write operations happens on the master node into multiple
commit redo records, and pushes the multiple commit redo records different subscribers,
where each of the multiple commit redo records is pushed by the master node to only one
subscriber, and then to other subscriber nodes through pushing by the only one subscriber
receiving the commit redo record, thereby reducing the transmission between the master node
and the subscriber nodes and, thus, mitigating the replication bottleneck from the master node
in a replication cluster.

[0134] According to the method, device, and system for master node switching provided by

embodiments of the present invention, when the master node is down, the subscriber nodes
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have ability to make a cluster including the subscriber nodes recover and return to work

quickly.

BRIEF DESCRIPTION OF THE DRAWINGS

[0135] In order to illustrate the technical solutions in embodiments of the present invention
or the prior art more clearly, accompanying drawings needed in the embodiments or the prior
art are illustrated briefly in the following. It is evident that the accompanying drawings are
only some embodiments of the present invention, and persons skilled in the art may obtain
other drawings according to the accompanying drawings without creative efforts.

[0136] FIG 1 is a single master replication topology in the prior art;

[0137] FIG 2 is a schematic diagram of a conventional implementation of a replication
according to the single master replication topology as shown in FIG. 1;

[0138] FIG 3 is a flowchart of a method for peer-to-peer data replication according to an
embodiment of the present invention;

[0139] FIG 4ais an example of a single master replication topology used for implementing
a method for peer-to-peer data replication according to an embodiment of the present
invention;

[0140] FIG 4b is another example of a single master replication topology used for
implementing a method for peer-to-peer data replication according to an embodiment of the
present invention;

[0141] FIG 4c is another example of a single master replication topology used for
implementing a method for peer-to-peer data replication according to an embodiment of the
present invention;

[0142] FIG 5 shows a schematic flow of configuring the single master replication topology
as shown in FIG 4c;

[0143] FIG 6 is another example of a single master replication topology used for
implementing a method for peer-to-peer data replication according to an embodiment of the

present invention
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[0144] FIG 7 is a schematic flow of an example of a master node’s synchronizing operation
according to an embodiment of the present invention;

[0145] FIG 8 is a schematic flow of an example of a subscribe node’s operation according
to an embodiment of the present invention;

[0146] FIG 9 is a schematic flow of another example of a subscribe node’s operation
according to an embodiment of the present invention;

[0147] FIG 10 shows a simple scenario of a P2P network;

[0148] FIG 11 is a schematic diagram of an example of a data availability issue according
to the prior art;

[0149] FIG 12 is a schematic flow of a method for peer-to-peer replication when a master
node is down according to an embodiment of the present invention;

[0150] FIG 13 is a schematic structural diagram of an example of a scenario to which a
method for peer-to-peer data replication according to an embodiment of the present invention
is applicable;

[0151] FIG 14 is a schematic flow of a method for master node switching according to an
embodiment of the present invention;

[0152] FIG 15 is a schematic flow of another method for master node switching according
to an embodiment of the present invention;

[0153] FIG 16 is a schematic structure diagram of a device for peer-to-peer data replication
according to an embodiment of the present invention;

[0154] FIG 17 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention;

[0155] FIG 18 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention;

[0156] FIG 19 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention;

[0157] FIG 20 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention;

[0158] FIG 21 is a schematic structure diagram of a device for peer-to-peer data replication

according to another embodiment of the present invention;
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[0159] FIG 22 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention;

[0160] FIG 23 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention;

[0161] FIG 24 is a schematic structure diagram of a device for master node switching
according to another embodiment of the present invention;

[0162] FIG 25 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention;

[0163] FIG 26 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention;

[0164] FIG 27 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention;

[0165] FIG 28 is a schematic structure diagram of a single master cluster system according
to an embodiment of the present invention;

[0166] FIG 29 is a schematic structure diagram of a single master cluster system according

to another embodiment of the present invention.

DETAILED DESCRIPTION OF THE EMBODIMENTS

[0167] The technical solutions in the embodiments of the present invention are clearly and
fully described in the following with reference to the accompanying drawings in the
embodiments of the present invention. Obviously, the embodiments to be described are only
a part rather than all of the embodiments of the present invention. Based on the embodiments
of the present invention, all other embodiments obtained by persons skilled in the art without
creative efforts shall fall within the protection scope of the present invention.

[0168] Embodiments of the present invention provide a method for peer-to-peer data
replication. FIG 3 is a flowchart of a method for peer-to-peer data replication according to an
embodiment of the present invention. As shown in FIG 3, the method includes the following

steps.
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[0169] 301. A master node generates a first commit redo record attached with a commit
sequence number (CSN), when a first write operation happens on a first physical entity in the
master node, where the master node is preset with at least two physical entities including the
first physical entity and a second physical entity and the master node is connected to at least
two subscriber nodes including a first subscriber node and a second subscriber node, where
the CSN attached in the first commit redo record is used for indicating the sequence of the
first write operation within the master node.

[0170] 302. The master node pushes the first commit redo record attached with the CSN to a
first subscriber node corresponding to the first physical entity based on mapping relationships
between the physical entities and the subscriber nodes, where the first commit redo record is
used for replicating data of the first write operation from the master node to the first
subscriber node corresponding to the first physical entity, and then to the second subscriber
nodes through pushing, by the first subscriber node, the received first commit redo record, to
the second subscriber node.

[0171] Herein, the master node is a node including a master database, and the subscriber
node is a node including a subscriber database, and the physical entities may be table space,
device file, pages and/or partitions. In order to facilitate the following description,
embodiments of the present invention are described by taking the table space as an example
of the physical entity.

[0172] FIG 4ais an example of a single master replication topology used for implementing
a method for peer-to-peer data replication according to an embodiment of the present
invention. As shown in FIG 4a, in the single master replication topology, a master node is
connected to subscriber node 1 and subscriber node 2, and subscriber node 1 is connected to
subscriber node 2, where the master node includes a master database, and the subscriber node
1 includes a subscriber database, and, the subscriber node 2 includes a subscriber database.
Besides, the master node is configured to map the two subscriber nodes to two connections.
Specifically, the master node maps subscriber node 1 to connection 1, and maps subscriber
node 2 to connection 2. Then the master node maps the two connections to two table spaces
in the master node. Specifically, the master node maps connection 1 to table space 1, and

maps connection 2 to table space 2.
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[0173] FIG 4b is another example of a single master replication topology used for
implementing a method for peer-to-peer data replication according to an embodiment of the
present invention. As shown in FIG 4b, in the single master replication topology, a master
node is connected to subscriber node 1 and subscriber node 2, and subscriber node 1 is
connected to subscriber node 2, where the master node includes a master database, and the
subscriber node 1 includes a subscriber database, and, the subscriber node 2 includes a
subscriber database. Besides, the master node is configured to map the two subscriber nodes
to two connections, such as connection 1 and connection 2, then the master node maps the
two connections to two set of table spaces, in other words, one connection is mapped to one
set of table spaces in the master node, the other one connection is mapped to the other one set
of table spaces in the master node, where each set of table spaces includes multiple table
spaces, such as table space 1, table space 2 and table space 3. In further, the master node may
also map the table spaces in each of two sets of table spaces in the master node to any
physical entity such as table space, pages, device files, partitions and segments in the related
subscriber node. For example, the master node maps subscriber node 1 to the connection 1
between the master node and subscriber node 1, maps the connection 1 between the master
node and subscriber node 1 to a first set of table spaces including table space 1, table space 2
and table space 3 in the master node, then maps table space 1 in the master node to table
space 1’ in subscriber node 1, maps table space 2 in the master node to table space 2’ in
subscriber node 1, and maps table space 3 in the master node to table space 3’ in subscriber
node 1.

[0174] FIG 4c is another example of a single master replication topology used for
implementing a method for peer-to-peer data replication according to an embodiment of the
present invention. As shown in FIG 4c, in the single master replication topology, a master
node is connected to subscriber node 1 and subscriber node 2, and subscriber node 1 is
connected to subscriber node 2, where the master node includes a master database, and the
subscriber node 1 includes a subscriber database, and, the subscriber node 2 includes a
subscriber database. Besides, the master node is configured to map the two subscriber nodes
to two connections, such as connection 1 and connection 2, then the master node maps the

two connections to two sets of table spaces in the master node, specifically, the master node

22



WO 2015/169067 PCT/CN2014/089757

maps a first set of table spaces including table space 1 and table space 2 to connection 1
between the master node and subscriber node 1, and maps a second set of table spaces include
Table space 3 to connection 2 between the master node and subscriber node 2. In further, in
order to realizing data replication between subscriber node 1 and subscriber node 2, the
connections 3 and 4 between subscriber node 1 and subscriber node 2 are also needs to be
established respectively, where connection 3 is used for replicating data from subscriber node
2 to subscriber node 1, i.e., connection 3 is also mapped to table space 3’ in the subscriber
node 2, specifically, subscriber node 2 is configured to map subscriber node 1 to connection 3
between the subscriber node 2 and the subscriber node 1, then subscriber node 2 maps the
connection 3 to one set of table spaces in the subscriber node 2, specifically, the subscriber
node 2 maps table space 3’ to connection 3 between the subscriber node 2 and the subscriber
node 1, and is specifically used for replicating data from table space 3’ (data in which is the
same as that in table space 3) to table space 6; connection 4 is used for replicating data from
subscriber node 1 to subscriber node 2, i.e., connection 4 is also mapped to table space 1’ and
table space 2’ in the subscriber node 1, specifically, subscriber node 1 is configured to map
subscriber node 2 to connection 4 between the subscriber node 1 and the subscriber node 2,
then subscriber node 1 maps the connection 4 to one set of table spaces including table space
1’ and table space 2’ in the subscriber node 1, further the table space 1’ in the subscriber
node 1 is mapped to table space 4 in the subscriber node 2, and the table space 2’ in the
subscriber node 1 is mapped to table space 5 in the subscriber node 2, and is specifically used
for replicating data from table spaces 1’ and 2’(data in which is the same as that in table
spaces 1 and 2) to table spaces 4 and 5 respectively.

[0175] FIG 5 shows a schematic flow of configuring the single master replication topology
as shown in FIG 4c. As shown in FIG 5, the flow of configuring the single master replication
topology may include:

[0176] 501. Configuring master node and create a database;

[0177] 502. Creating different table spaces in the master node, for example, three table
spaces are created;

[0178] 503. Configuring subscriber node 1;

23



WO 2015/169067 PCT/CN2014/089757

[0179] 504. Creating a connection between the master node and subscriber node 1, which is
referred to as Connl in the following; thus, connection 1 is created as shown in FIG 4c;
[0180] 505. Configuring a relation in the master node, that is, Connl::Table Space 1, Table
Space 2; thus, connection 1 is mapped to table space 1 and table space 2 as shown in FIG. 4c;
[0181] 506. Configuring subscriber node 2;

[0182] 507. Creating a connection between the master node and subscriber node 2, which is
referred to as Conn2 in the following; thus, connection 2 is created as shown in FIG 4c;
[0183] 508. Configuring a relation in the master node, that is, Conn2::Table Space 3; thus,
connection 2 is mapped to table space 3 as shown in FIG. 4c;

[0184] 509. Creating two connections between the subscriber node 1 and the subscriber
node 2, which are referred to as Conn3 and Conn4, respectively, in the following; thus,
connection 3 and connection 4 are created as shown in FIG. 4c;

[0185] 510. Configuring a relation in each of the two subscriber nodes, that is,
Conn3::Table Space 3, Conn4::Table Space 1, Table Space 2. Thus, connection 3 is mapped
to table space 3, and connection 4 is mapped to table space 1 and table space 2, as shown in
FIG 4c. Therefore, subscriber node 2 can replicate data obtained from table space 3 to
subscriber node 1 through connection 3, and subscriber node 1 can replicate data obtained
from table space 1 and table space 2 to subscriber node 2 through connection 4.

[0186] It should be noted that, there is no specific execution order between steps 503-505
and steps 506-508, for example, steps 506-508 may be performed before steps 503-505, or
vise visa.

[0187] According to the above procedure, the topology as shown in FIG 4 is obtained. The
following describes the method for peer-to-peer replication provided by embodiments of the
present invention by taking the topology as shown in FIG 4 as an example.

[0188] In database parlance a transaction is generally work done between two commits.
That is to say, a transaction ends when the DB executes a commit. So, the sequence of a
transaction can be maintained by tracking their commits. In the method for peer-to-peer
replication provided by embodiments of the present invention, an increasing unique
time-based identifier is attached to the commit and is called as commit sequence number

(CSN). For example, the CSNs = 1, 2, 3, e+ ,N, where N is the sequence of the write
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operation within the master node, that is, when the master node performs the write operation
at the first time, the CSN attached to the generated commit redo record is 1, and when the
master node performs the write operation at the Nth time, the CSN attached to the generated
commit redo record is N. Herein, the write operation may be a data modification operation
such as UPDATE, INSERT, and DELETE.

[0189] A transaction can generate multiple redo records. Redo records are of multiple types
based on the operations, that is, redo records may be “Insert Redo” or “Update Redo” or
“Commit Redo”. When the transaction is committed, a redo record of type commit will be
generated for that transaction. Even though the transactions can be performed on multiple
different table spaces, the commit operations are ordered at node level. The Redo record
corresponding to the commit operation is called commit redo record and it contains the CSN
generated for this commit operation, where the CSN indicates the sequence of the commit
operation within this node. Specifically, the CSN, which is global and in the scope of the
node, is generated sequentially and is assigned to a commit operation irrespective of the table
space on which the transaction is performed. Therefore, by examining the CSN in the commit
redo record, the order of the transaction commits will be known. To maintain the data
integrity, all the commit redo records are replayed in the same order as their CSN in a node.
[0190] FIG 6 is another example of a single master replication topology used for
implementing a method for peer-to-peer data replication according to an embodiment of the
present invention. As shown in FIG 6, a master node connects to subscriber node 1,
subscriber node 2, subscriber node 3 and subscriber node 4. In the single master replication
topology shown in FIG 6, the master node partitions the commit redo records of the master
node into four parts including, for example, part-1 commit redo records, part-2 commit redo
records, part-3 commit redo records and part-4 commit redo records, and the master node
synchronizes each part of commit redo records with one subscriber node, who in-turn
synchronizes with other subscriber nodes. For example, as shown in FIG 6, the master node
synchronizes the part-1 commit redo records with subscriber node 1, synchronizes the part-2
commit redo records with subscriber node 2, synchronizes the part-3 commit redo records
with subscriber node 3 and synchronizes the part-4 commit redo records with subscriber node

4, each part of the commit redo records is replayed on different subscriber nodes in parallel,
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and all of the part-1 commit redo records obtained by subscriber node 1, part-2 commit redo
records obtained by subscriber node 2, part-3 commit redo records obtained by subscriber
node 3, and part-4 commit redo records obtained by subscriber node 4 are synchronized
among the four subscriber nodes. Herein, the partition performed by the master node may be
based on the logic of the physical storage of a record, i.e., based on physical entities such as
table space, device files, pages and partitions.

[0191] FIG 7 is a schematic flow of an example of a master node’s synchronizing operation
according to an embodiment of the present invention. As shown in FIG 7, the master node’s
synchronizing operation includes:

[0192] 701. An operation happens on the master node;

[0193] 702. The master node generates redo record for the operation;

[0194] 703. The master node judges whether the redo record is a commit redo record, if yes,
the procedure goes to step 704, and if no, the procedure goes to step 705,

[0195] 704. The master node generates a CSN for the commit redo record, and then the
procedure goes to step 705;

[0196] 705. The master node pushes the generated redo records to the relevant subscriber
node, where the relevant subscriber node is determined by the master node based on the
configured mapping relationship.

[0197] Taking the mapping relationship created according to FIG 5 as an example, if a write
operation happened on Table Space 1 or Table Space 2, the master node pushes the commit
redo record onto Connl, that is, pushes the commit redo record to subscriber node 1; and if a
write operation happened on Table Space 3, the master node pushes the commit redo record
onto Conn2, that is, pushes the commit redo record to subscriber node 2.

[0198] After the master node pushes the commit redo record onto the corresponding
connections, the subscriber nodes receives the commit redo record and obtains the CSN
attached to the commit redo record from the received commit redo record. FIG 8 is a
schematic flow of an example of a subscribe node’s operation according to an embodiment of
the present invention. As shown in FIG 8, the subscriber node’s synchronizing operation
includes:

[0199] 801. The subscriber node receives a redo record from the master node;
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[0200] 802. The subscriber node judges whether the received redo record is a commit redo
record, if yes, the procedure goes to step 803, and if no, the procedure goes to step 706;
[0201] 803. When the redo record is a commit redo record, the subscriber node checks if a
CSN of the subscriber node itself is equal to “CSN obtained from the commit redo record —
17, if yes, the procedure goes to step 804, and if no, the procedure goes to step 805;

[0202] 804. The subscriber node increases the CSN of the subscriber node itself by 1, that is,
the updated CSN is the same as the CSN obtained from the commit redo record, and
generates a CSN change event; and then the procedure goes to step 806;

[0203] 805. The subscriber node waits for other commit redo records, and waits for CSN
change events;

[0204] Specifically, when the difference between the CSN of the subscriber node itself and
the CSN obtained from the commit redo record is not 1, the subscriber node will not replay
the commit redo record and will be waiting for the CSN of the subscriber node itself to
become one less than the CSN obtained from the commit redo record. More specifically, the
subscriber node waits until it receives all the required commits, where the subscriber node
determines the required commits is a very simple way. It is assumed that the subscriber node
has received a commit redo record with a CSN 100, and replays this commit redo record and
updates the CSN of the subscriber node itself to 100. Now, if the subscriber node receives
another commit redo record with a CSN 105, the subscriber node performs the following
check to determine if it can replay this commit redo record: “CSN obtained from the commit
redo record” — “CSN of the subscriber node” = 1. In this example, “CSN obtained from the
commit redo record” — “CSN of the subscriber node” =105-100=5, so, the subscriber node
can not replay this commit redo record, and needs to wait for commit redo records with CSN
101, 102, 103 and 104 before it can replay the commit redo record with CSN 105. Here, the
commit redo records with CSN 101, 102, 103 and 104 are called as the “required commit
redo records”. The details about replaying a commit redo record after receiving all required
commit redo records are illustrated in FIG 8, which will be described in the following.

[0205] 806. The subscriber node executes the redo record, that is, the subscriber node
replays the redo record; and then the procedure goes to step 807,

[0206] 807. The subscriber pushes the redo record to other subscribers.
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[0207] Taking the mapping relationship created according to FIG 5 as an example, if a write
operation happened on Table Space 1 or Table Space 2, the master node pushes the commit
redo record onto Connl, and subscriber node 1 replays the commit redo record, and then
pushes the commit redo record to subscriber node 2; and if a write operation happened on
Table Space 3, the master node pushes the commit redo record onto Conn2, and subscriber
node 2 replays the commit redo record, and then pushes the commit redo record to subscriber
node 1.

[0208] FIG 9 is a schematic flow of another example of a subscriber node’s operation
according to an embodiment of the present invention. As shown in FIG 9, the subscriber
node’s synchronizing operation includes:

[0209] 901. The subscriber node receives a CSN change event;

[0210] 902. The subscriber node read stored commit redo record,

[0211] 903. The subscriber node checks if a CSN of the subscriber node itself is equal to
“CSN obtained from the commit redo record — 17, if yes, the procedure goes to step 904, and
if no, the procedure goes to step 905;

[0212] 904. The subscriber node increases the CSN of the subscriber node itself by 1, that is,
the updated CSN is the same as the CSN obtained from the commit redo record, and
generates a CSN change event; and then the procedure goes to step 906;

[0213] 905. The subscriber node waits for other commit redo records, and waits for CSN
change events;

[0214] 906. The subscriber node executes the redo record, that is, the subscriber node
replays the redo record; and then the procedure goes to step 907,

[0215] 907. The subscriber pushes the redo record to other subscribers.

[0216] Taking the mapping relationship created according to FIG 5 as an example, if a write
operation happened on Table Space 1 or Table Space 2, the master node pushes the commit
redo record onto Connl, and subscriber node 1 replays the commit redo record, and then
pushes the commit redo record to subscriber node 2; and if a write operation happened on
Table Space 3, the master node pushes the commit redo record onto Conn2, and subscriber
node 2 replays the commit redo record, and then pushes the commit redo record to subscriber

node 1.
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[0217] According to the method for peer-to-peer data replication provided by embodiments
of the present invention, the master node separates the commit redo records generated when
write operations happens on the master node into multiple commit redo records, and pushes
the multiple commit redo records different subscribers, where each of the multiple commit
redo records is pushed by the master node to only one subscriber, and then to other subscriber
nodes through pushing by the only one subscriber receiving the commit redo record, thereby
reducing the transmission between the master node and the subscriber nodes and, thus,
mitigating the replication bottleneck from the master node in a replication cluster.

[0218] Besides, compared with the prior arts as shown in FIG 1 and FIG 2, the following
beneficial effects and advantages a), b), ¢), d) and e) can also be achieved by the method for
peer-to-peer data replication provided by embodiments of the present invention.

[0219] a) On multi-subscriber single master replication, the master’s performance improves
dramatically. For example, for 2 subscriber cluster, master performance improves by about
50%.

[0220] b) In many cases, multi-master solutions can be converted to a deterministic and
high performance single master solution. For example, consider a case where a cluster has
20% write-load and 80% read-load. The ideal topology would be 1 write node and 4 read
nodes. But practically, because of the overhead of distributing data to 4 subscribers, the
master (single write-node) under-utilized almost 50%. This leads to a scenario where we are
forced to use multi-master solutions (2 masters and 4 subscribers). But using P2P solution
this overhead can be reduced and the solution can remain single-master.

[0221] c¢) Latency on the network reduces, in a simple scenario described in FIG 10, the
latency will be reduced by 50%; specifically, as shown in FIG 10, the transmission rate
between the router at the master node side and the router at the subscriber node side is
100Mbps, and the transmission rate between two subscriber nodes is 1Gbps, therefore,
compared with the latency caused by the replication between the master node and the
subscriber node, the latency caused by the replication between two subscriber nodes can be
omitted. According to the method for peer-to-peer data replication provided by embodiments
of the present invention, the data of the master should be transmitted to subscriber nodes only

once (a part of the data is transmitted to one subscriber node and the remaining part of data is
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transmitted to the other subscriber node), while the data of the master should be transmitted
to subscriber nodes twice according to the method for peer-to-peer data replication in the
prior art, thus the latency will be reduced by 50%.

[0222] d) The availability of the data increases in a cluster including a master node and
multiple subscriber nodes. It is always greater or equal to a single-master serial replication.
Also for some critical data multi-level prioritization could be done.

[0223] In order to illustrate this beneficial effect more clearly, a specific example is taken as
follows. FIG 11 is a schematic diagram of an example of a data availability issue according
to the prior art. In the scenario as shown in FIG 11, the master node is replicating "4 units of
data" to the subscriber node 1 and subscriber node 2. Subscriber node 1 has consumed 3 units
of data including Unit-1, Unit-2 and Unit-3, and subscriber node 2 has consumed 2 units of
data including Unit-1 and Unit-2. When consider the existence of one copy of data in one
node as 100% availability, and if a copy exists in two nodes has 200% so on and so forth, the
availabilities for different units of data are: Unit-1’s availability=300%, Unit-2’s
availability=300%, Unit-3’s availability=200%, Unit-4’s availability=100%. Therefore, if the
master node goes down at this point, "Unit-4" is lost. It can be seen that, the prior art suffers
from the issue of "data availability". At any given point of time, if the subscriber nodes are
lagging with the master node, the lag is always on similar data. Hence in this case the data
availability in a cluster including a master node and multiple subscriber nodes is less than
200%.

[0224] However, the higher availability of the data in the network can be ensured according
to the method for peer-to-peer data replication provided by embodiments of the present
invention.

[0225] e) The peer-to-peer cluster solution offers ACID properties without the usage of
costly Two-Phase commit.

[0226] Further, in the method for peer-to-peer data replication according to embodiments of
the present invention, when a new subscriber node is added to the cluster, the new subscriber
node, the master node and all other relevant subscriber nodes are reconfigured to reflect the
situation. After this reconfiguration, the master node starts syncing the transaction logs after

the last commit redo result is flushed to the related subscriber nodes.
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[0227] Further, in the method for peer-to-peer data replication according to embodiments of
the present invention, when the master crashes or taken out of network there is a period of
time during which the cluster is allowed to resynchronize. As the cluster as a whole contains
more data than any individual node, this step is necessary. In order to avoid waiting for ever
to complete this synchronization, the time period for the data synchronization amongst peer
nodes is pre-configured in the system. The peer node data synchronization during this time
period is termed phase-1 of the synchronization. Either after the peer node data is
synchronized or after the pre-configured time period for the data synchronization amongst
peer nodes is out, the phase-I of the synchronization is completed.

[0228] Then, elect a subscriber node having the highest CSN to be the master node. Details
of electing the master node in different cluster management topologies may be different. For
example, there may be two kinds of cluster management topologies. In one kind of topology
(which may be termed topology-1), there is a centralized cluster manager node. This
centralized cluster manager node has network connections to all other nodes in the cluster.
Through these network connections, the cluster manager obtains the CSN of each node, then
makes the node with the highest CSN as the master node. In another kind of topology (which
may be termed topology-2) there is no centralized cluster manager node, but each data node
has information about all other nodes. Hence in this topology all nodes know which node has
the highest CSN.

[0229] Then the new master node issues a pull request to all the subscriber nodes to enable
the subscriber nodes to pushing data to the new master node, thus all data in the cluster can be
obtained by the new master node. This time period is termed phase-II of the synchronization.
During this period all the subscriber nodes attempt to push their data to the new master node.
At the end of phase-II of the synchronization, the new master node and all subscriber nodes
which have the same CSN as the master node are operational. Master then reassigns the
connection mappings as per configuration and the cluster is operational.

[0230] Specifically, FIG 12 is a schematic flow of a method for peer-to-peer replication
when a master node is down according to an embodiment of the present invention. As shown

in FIG 12, when the master node is down, the following steps are performed:
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[0231] 1201. all subscriber nodes detect that the master node is down; specifically, the
subscriber nodes may detect that the master node is down through many different methods,
for example, the subscriber node may detect that the master node is down upon receiving a
notification indicating that the master node is down, where the notification may be
transmitted by the master node, and may also be transmitted by a device used for monitoring
the state of the master node; for another example, the subscriber node may detect that the
master node is down when no response message such as a heartbeat response message is
received after the subscriber transmits a message such as a heartbeat message;

[0232] 1202. all subscriber nodes perform data synchronization amongst themselves and
wait for the timeout of the pre-configured time period for phase-I of the synchronization;
[0233] 1203. after the phase-I of the synchronization is completed, the subscriber nodes
elect a new master node based on the highest CSN of the subscriber nodes;

[0234] 1204. the new master node issues a pull request to all subscriber nodes;

[0235] 1205. the subscriber nodes only transmit data to the new master node and not
synchronize amongst themselves (phase-II of the synchronization);

[0236] 1206. when a pre-configured time period for phase-II of the synchronization is out or
all subscriber nodes have finished the phase-II sync, the master node and all subscriber nodes
having the same CSN as the master node are operational, the master reassigns the connection
mappings.

[0237] During all the steps 1201-1206, the cluster including the master node and the
subscriber nodes is down, no node can service any client. After step 1206, the cluster
including the new master node and all subscriber nodes having the same CSN as the master
node recovers and returns to work.

[0238] According to the method for peer-to-peer data replication provided by embodiments
of the present invention, when the master node is down, the subscriber nodes have ability to
create a sync window, thereby making a cluster including the subscriber nodes recover and
return to work quickly.

[0239] Further, in the method for peer-to-peer data replication according to another

embodiment of the present invention, the master node and the subscriber node need not be

32



WO 2015/169067 PCT/CN2014/089757

configured. The master node and the subscriber node can be intelligent to determine the
distribution of synchronization amongst themselves.

[0240] In the basic implementation, whenever a node (a master node or a subscriber node)
is added to the cluster including the master node and multiple subscriber nodes, the master
node and the subscriber nodes have to be configured by the user to tell which table space
belongs to which node. Similarly, when a table space is added, the user should configure the
master node and the subscriber nodes to which node the table space belongs.

[0241] In the current embodiment, the master node can be made intelligent to automatically
assign a node to table space when a new table space is created. This could be done by any of
the strategies, for which a few examples are given here.

[0242] 1. In around robin manner. The master node keeps a count of the number of table
spaces attached to each subscriber node, then assigns the new table space based on this count.

[0243] 2. 1In aload balanced manner. The master node keeps track of the redo traftfic flowing
to each subscriber node. Based on this, the master node chooses the least loaded subscriber
node and assigns the table space to this subscriber node.

[0244] Similarly, when a new subscriber node is added to the cluster, the master node can
automatically move the ownership of a few table spaces to this new subscriber node. The
master node can use any policy, for which a few examples are given here.

[0245] 1. Move an equal number table spaces from each existing subscriber node, so that
after the table space assignment, each subscriber node roughly has the same amount of table
space ownership.

[0246] 2. Move table space ownership from replication subscriber nodes which are closest
to the new subscriber node, where the subscriber nodes which are closest to the new
subscriber node can be determined easily by using network data packet hop statistics based
on trace route.

[0247] According to the method for peer-to-peer data replication provided by embodiments
of the present invention, on addition of a new node, the master node has the elasticity to
assign a physical entity and start replicating to this physical entity.

[0248] The method for peer-to-peer data replication according to embodiments of the

present invention is applicable to any scenario including one or more master node and
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subscriber nodes. FIG 13 is a schematic structural diagram of an example of a scenario to
which a method for peer-to-peer data replication according to an embodiment of the present
invention is applicable. As shown in FIG 13, in this scenario for a call-center solution, an
automatic call distribution (ACD) system distributes the calls to various call agents.
Generally, call agents refer to a subscriber database to engage their calls. For the best
performance, it is required that a call-agent be associated with one copy of the subscriber
database. Sometimes the call agents need to write into the subscriber database also, and this
write operation needs to be replicated to all subscriber databases. As shown in FIG 13, a
single-master cluster may be used in this scenario, that is, when the call agent needs to write
into the subscriber database, the call agent write in to the master node connecting with all
subscriber nodes, and then the write operation happened on the master node can be replicated
to the subscriber nodes according to the method for peer-to-peer data replication provided by
embodiments of the present invention. Therefore, compared with the prior art, if a
multi-master cluster was used, the performance of the whole cluster is decreased, if a
single-master cluster is used, the single-master will be overloaded and the latency of the
cluster increases because of multiple times of data replication for different subscriber nodes.
However, the method for peer-to-peer data replication according to embodiments of the
present invention fits well into this scenario.

[0249] In further, embodiments of the present invention provide a method for master node
switching. FIG 14 is a schematic flow of a method for master node switching according to an
embodiment of the present invention. As shown in FIG 14, the method includes the following
steps.

[0250] 1401. A subscriber node among at least two subscriber nodes performs, when a
master node is down, data synchronization among the subscriber node and the other
subscriber nodes until the data synchronization is finished or a pre-configured time period for
the data synchronization is out, where the subscriber nodes and the master node are in a same
cluster;

[0251] 1402. The subscriber nodes which is acted as a new master node transmits a pull

request to the remaining subscriber nodes which are not elected to be the new master node,
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after the subscriber node is selected from the subscriber nodes to be the new master node
based on a highest commit sequence number (CSN) of the subscriber nodes;

[0252] 1403. The subscriber nodes which is acted as a new master node receives data from
the remaining subscriber nodes which are not elected to be the new master node.

[0253] Details of the above method for master node switching please refer to the method for
peer-to-peer replication when a master node is down as shown in FIG 12, which will not be
repeated herein.

[0254] Further, the above method for master node switching also including: establishing, by
the subscriber node which is acted as the new master node, mapping relationships between
physical entities in the new master node and the other subscriber nodes other than the
subscriber node; and

[0255] performing, by the subscriber node which is acted as the new master node,
peer-to-peer data replication between the new master node and the other subscriber nodes
which are not elected to be the new master node according to the mapping relationships,
when a write operation happens on the physical entity in the new master node.

[0256] Herein, the new master mode may perform the peer-to-peer data replication
according to the method for peer-to-peer data replication provided by embodiments of the
present invention.

[0257] According to the above method for master node switching provided by embodiments
of the present invention, when the master node is down, the subscriber nodes have ability to
create a sync window, thereby making a cluster including the subscriber nodes recover and
return to work quickly.

[0258] FIG 15 is a schematic flow of a method for master node switching according to
another embodiment of the present invention. As shown in FIG 15, the method includes the
following steps.

[0259] 1501. A subscriber node among at least two subscriber nodes performs, when a
master node is down, data synchronization among the subscriber node and the other
subscriber nodes until the data synchronization is finished or a pre-configured time period for
the data synchronization is reached, where the subscriber nodes and the master node are in a

same cluster;
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[0260] 1502. The subscriber node together with the other subscriber nodes elect, a
subscriber node to be a new master node from the subscriber nodes based on a highest CSN
of the subscriber nodes;

[0261] 1503. The subscriber node which is not elected to be the new master node receives a
pull request issued by the new master node;

[0262] 1504. The subscriber node which is not elected to be the new master node transmits
data in the subscriber node to a new master node in response to the pull request transmitted
by the new master node.

[0263] According to the above method for master node switching provided by embodiments
of the present invention, when the master node is down, the subscriber nodes have ability to
create a sync window, thereby making a cluster including the subscriber nodes recover and
return to work quickly.

[0264] By the embodiments described above, persons skilled in the art may clearly
understand that the present invention may be implemented by software with necessary
common hardware. Specifically, the present invention may also be implemented by only
hardware. However, the former is the preferred implementation mode. Based on such
understanding, the essence of the technical solution of the present invention or the part of that
makes a contribution to the prior art may be implemented in the form of software product.
The computer software product is stored in a readable storage medium such as a computer
floppy disk, a hard disk, or an optical disk, and includes multiple instructions to enable
computer equipment (which may be a personal computer, a server, or network equipment) to
execute the method described in embodiments of the present invention.

[0265] FIG 16 is a schematic structure diagram of a device for peer-to-peer data
replication according to an embodiment of the present invention. The device for peer-to-peer
data replication shown in FIG 16 may be positioned on a master node. As shown in FIG 16,
device for peer-to-peer data replication includes:

[0266] a generating unit 161, configured to generate a first commit redo record attached
with a commit sequence number (CSN), when a first write operation happens on a first
physical entity in the master node, where the master node is preset with at least two physical

entities including the first physical entity and a second physical entity and the master node is
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connected to at least two subscriber nodes including a first subscriber node and a second
subscriber node, where the CSN attached in the first commit redo record is used for
indicating the sequence of the first write operation within the master node; and

[0267] a replicating unit 162, configured to push the first commit redo record attached
with the CSN to a first subscriber node corresponding to the first physical entity based on
mapping relationships between the physical entities and the subscriber nodes, where the first
commit redo record is used for replicating data of the first write operation from the master
node to the first subscriber node corresponding to the first physical entity, and then to the
second subscriber node through pushing, by the first subscriber node, the received first
commit redo record, to the second subscriber node.

[0268] The details of performing peer-to-peer data replication by the device for peer-to-peer
data replication according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0269] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the master node separates the commit redo records generated when
write operations happens on the master node into multiple commit redo records, and pushes
the multiple commit redo records different subscribers, where each of the multiple commit
redo records is pushed by the master node to only one subscriber, and then to other subscriber
nodes through pushing by the only one subscriber receiving the commit redo record, thereby
reducing the transmission between the master node and the subscriber nodes and, thus,
mitigating the replication bottleneck from the master node in a replication cluster.

[0270] FIG 17 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention. As shown in FIG 17, the device
for peer-to-peer data replication may further includes:

[0271] a first mapping unit 173, configured to establish the mapping relationships between
the physical entities and the subscriber nodes by mapping different subscriber nodes to
different connections between the master node and the subscriber nodes, and by mapping
different connections to different sets of physical entities, where each set of physical entities

includes one or multiple physical entities.
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[0272] Correspondingly, the replicating unit 162 is specifically configured to push the first
commit redo record attached with the CSN to the first subscriber node corresponding to the
first physical entity based on the mapping relationship between the first physical entity and
the first subscriber node through the connection between the master node and the first
subscriber node.

[0273] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the mapping relationships between the physical entities and the
subscriber nodes can be established conveniently, and thus the performance of the master
node can be improved in further.

[0274] FIG 18 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention. As shown in FIG 18, the device
for peer-to-peer data replication may further includes:

[0275] a second mapping unit 183, configured to establish the mapping relationships
between the physical entities and the subscriber nodes by mapping different subscriber nodes
to different connections between the master node and the subscriber nodes, and by mapping
different connections to different sets of physical entities in the master node, where each set
of physical entities in the master node includes multiple physical entities, and further by
mapping different physical entities in one set of physical entities in the master node to
different physical entities in the subscriber node corresponding to the set of physical entities.
[0276] Correspondingly, the replicating unit 162 is specifically configured to push the first
commit redo record attached with the CSN to a third physical entity corresponding to the first
physical entity, where the first subscriber node is preset with at least two physical entities
including the third physical entity and a fourth physical entity, based on the mapping
relationship between the set of physical entities to which the first physical entity belongs and
that is of the master node and the first subscriber node and the mapping relationship between
the first physical entity and the third physical entity, through the connection between the
master node and the first subscriber node.

[0277] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, not only the mapping relationships between the physical entities in

the master node and the subscriber nodes can be established, but also the mapping
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relationships between the physical entities in the master node and the physical entities in the
subscriber nodes can be established, therefore, the master node can know the data distribution
among different physical entities in the subscriber node, thereby realizing the load balance
among physical entities within each subscriber node.

[0278] In further, in the device for peer-to-peer data replication provided by embodiments
of the present invention, the replicating unit is further configured to, when a new subscriber
node is connected to the master node, synchronize commit redo records to the new subscriber
node after physical entities in the master node and mapping relationships between the
physical entities and the subscriber nodes including the new subscriber node are reconfigured.
[0279] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the single master replication topology can be extended conveniently.
[0280] In further, in the device for peer-to-peer data replication provided by embodiments
of the present invention, the first commit record is separated from a second commit record,
which is generated by the device when a second write operation happens on a second physical
entity, based on physical entities on which the related write operation happens. Herein, the
physical entities may be table space, device files, pages and/or partitions.

[0281] The first commit record and the second commit record are pushed, in parallel, by the
replicating unit, to the first subscriber node and the second subscriber node, respectively, so
that the first commit record and the second commit record are replayed, in parallel, by the
first subscriber node and the second subscriber node, respectively; where, the second commit
redo record is used for replicating data of the second write operation from the master node to
the second subscriber node corresponding to the second physical entity, and then to the first
subscriber node through pushing, by the second subscriber node, the received second commit
redo record, to the first subscriber node.

[0282] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the data of the master node can be separated and transmitted to
different subscriber nodes easily and conveniently, thus the performance of the master node
can be improved in further.

[0283] FIG 19 is a schematic structure diagram of a device for peer-to-peer data replication

according to another embodiment of the present invention. The device for peer-to-peer data
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replication shown in FIG 19 may be positioned on a subscriber node. As shown in FIG 19,
device for peer-to-peer data replication includes:

[0284] a receiving unit 191, configured to receive a commit redo record attached with a
CSN from a master node, where the CSN attached in the commit redo record is used for
indicating the sequence of a write operation within the master node;

[0285] a CSN processing unit 192, configured to update a CSN of the subscriber node to the
CSN attached to the commit redo record, when an absolute value of the CSN attached to the
commit redo record minus the CSN of the subscriber node is 1, where the CSN of the
subscriber node is set to O during an initialization; and

[0286] a replicating unit 193, configured to replay the commit redo record to replicate data
of a write operation happened on a master node from the master node to the subscriber node,
where the subscriber node is connected to the master node and other subscriber nodes
connected to the master node; and push the commit redo record to the other subscriber nodes,
to replicate the data of the write operation happened on the master node to the other
subscribers.

[0287] The details of performing peer-to-peer data replication by the device for peer-to-peer
data replication according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0288] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the transmission between the master node and the subscriber nodes
is reduced and, thus, the replication bottleneck from the master node in a replication cluster is
mitigated.

[0289] Further, in the device for peer-to-peer data replication provided by embodiments of
the present invention, the CSN processing unit is further configured to save the received
commit redo record and wait for another commit redo record, when the absolute value of the
CSN attached to the received commit redo record minus the CSN of the subscriber node is
not 1; and

[0290] the replicating unit is further configured to replay the commit redo record to
replicate data of the write operation happened on the master node from the master node to the

subscriber node, after the CSN of the subscriber node is updated to a value that the absolute
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value of the CSN attached to the received commit redo record minus the updated CSN of the
subscriber node is 1.

[0291] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, even the commit redo records received by the subscriber node are
out of order, the correct replication can be guaranteed.

[0292] Further, FIG 20 is a schematic structure diagram of a device for peer-to-peer data
replication according to another embodiment of the present invention. In the device for
peer-to-peer data replication shown in FIG 20, the replicating unit 193 is further configured
to transmit a pull request to all other subscriber nodes to get all data of the write operation
happened on the master node, which is obtained by replaying the commit redo record, in the
other subscriber nodes after the master node is down and the subscriber node is elected to be
a new master node; and

[0293] the device further includes a mapping unit 204, configured to, when the subscriber
node is acted as the new master node, reassign mapping relationships between physical
entities in the new master node and the other subscriber nodes other than the subscriber node
which is act as the new master node.

[0294] Optionally, the replicating unit 193 is further configured to transmit the data of the
write operation happened on the former master node in the subscriber node to a subscriber
node which is acted as a new master node in response to a pull request transmitted by the new
master node, after the former master node is down and another subscriber node is elected to
be the new master node.

[0295] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, when the master node is down, the subscriber nodes have ability to
make a cluster including the subscriber nodes recover and return to work quickly.

[0296] FIG 21 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention. The device for peer-to-peer data
replication shown in FIG 21 may be positioned on a master node. As shown in FIG 21,
device for peer-to-peer data replication includes a processor 211 and a memory 212 coupled

to the processor 211.
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[0297] The memory 211 is configured to store program. Specifically, the program may
include program code, and the program code may include computer operating instruction.
[0298] The processor 211 is configured to: generate a first commit redo record attached
with a commit sequence number (CSN), when a first write operation happens on a first
physical entity in the master node, where the master node is preset with at least two physical
entities including the first physical entity and a second physical entity and the master node is
connected to at least two subscriber nodes including a first subscriber node and a second
subscriber node, where the CSN attached in the first commit redo record is used for
indicating the sequence of the first write operation within the master node; and push the first
commit redo record attached with the CSN to a first subscriber node corresponding to the first
physical entity based on mapping relationships between the physical entities and the
subscriber nodes, where the first commit redo record is used for replicating data of the first
write operation from the master node to the first subscriber node corresponding to the first
physical entity, and then to the second subscriber node through pushing, by the first
subscriber node, the received first commit redo record, to the second subscriber node.

[0299] The memory 212 may include a high speed RAM and a non-volatile memory.

[0300] The processor 211 may be a Central Processing Unit (CPU), or can be Application
Specific Integrated Circuit (ASIC), or can be configured to one or more ASIC.

[0301] The details of performing peer-to-peer data replication by the device for peer-to-peer
data replication according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0302] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the master node separates the commit redo records generated when
write operations happens on the master node into multiple commit redo records, and pushes
the multiple commit redo records different subscribers, where each of the multiple commit
redo records is pushed by the master node to only one subscriber, and then to other subscriber
nodes through pushing by the only one subscriber receiving the commit redo record, thereby
reducing the transmission between the master node and the subscriber nodes and, thus,

mitigating the replication bottleneck from the master node in a replication cluster.
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[0303] Specifically, in the above device for peer-to-peer data replication, the physical
entities are table space, device files, pages and/or partitions.

[0304] In further, the processor is further configured to: establish the mapping relationships
between the physical entities and the subscriber nodes by mapping different subscriber nodes
to different connections between the master node and the subscriber nodes, and by mapping
different connections to different sets of physical entities, where each set of physical entities
includes one or multiple physical entities; and push the first commit redo record attached with
the CSN to the first subscriber node corresponding to the first physical entity based on the
mapping relationship between the first physical entity and the first subscriber node through
the connection between the master node and the first subscriber node.

[0305] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the mapping relationships between the physical entities and the
subscriber nodes can be established conveniently, and thus the performance of the master
node can be improved in further.

[0306] In further, the processor is further configured to: establish the mapping relationships
between the physical entities and the subscriber nodes by mapping different subscriber nodes
to different connections between the master node and the subscriber nodes, and by mapping
different connections to different sets of physical entities in the master node, where each set
of physical entities in the master node includes multiple physical entities, and further by
mapping different physical entities in one set of physical entities in the master node to
different physical entities in the subscriber node corresponding to the set of physical entities;
and push the first commit redo record attached with the CSN to a third physical entity
corresponding to the first physical entity, where the first subscriber node is preset with at least
two physical entities including the third physical entity and a fourth physical entity, based on
the mapping relationship between the set of physical entities to which the first physical entity
belongs and that is of the master node and the first subscriber node and the mapping
relationship between the first physical entity and the third physical entity, through the
connection between the master node and the first subscriber node.

[0307] According to the device for peer-to-peer data replication provided by embodiments

of the present invention, not only the mapping relationships between the physical entities in
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the master node and the subscriber nodes can be established, but also the mapping
relationships between the physical entities in the master node and the physical entities in the
subscriber nodes can be established, therefore, the master node can know the data distribution
among different physical entities in the subscriber node, thereby realizing the load balance
among physical entities within each subscriber node.

[0308] In further, in the device for peer-to-peer data replication provided by embodiments
of the present invention, the processor is further configured to: when a new subscriber node is
connected to the master node, synchronize commit redo records to the new subscriber node
after physical entities in the master node and mapping relationships between the physical
entities and the subscriber nodes including the new subscriber node are reconfigured.

[0309] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the single master replication topology can be extended conveniently.
[0310] In further, in the device for peer-to-peer data replication provided by embodiments
of the present invention, the first commit record is separated from a second commit record,
which is generated by the device when a second write operation happens on a second physical
entity, based on physical entities on which the related write operation happens.

[0311] The first commit record and the second commit record are pushed, in parallel, by the
processor, to the first subscriber node and the second subscriber node, respectively, so that the
first commit record and the second commit record are replayed, in parallel, by the first
subscriber node and the second subscriber node, respectively; where, the second commit redo
record is used for replicating data of the second write operation from the master node to the
second subscriber node corresponding to the second physical entity, and then to the first
subscriber node through pushing, by the second subscriber node, the received second commit
redo record, to the first subscriber node.

[0312] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the data of the master node can be separated and transmitted to
different subscriber nodes easily and conveniently, thus the performance of the master node
can be improved in further.

[0313] Further, as shown in FIG 21, the device for peer-to-peer data replication may also

include a communication interface 213, configured to complete the communication between
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the device for peer-to-peer data replication and other devices such as the master node and the
subscriber nodes.

[0314] As shown in FIG 21, the device for peer-to-peer data replication may also include a
disk 214, configured to store related information during data replication. It should be
understood by persons skilled in the art, the device for peer-to-peer data replication may be
the master node while the disk 214 is acted as the physical entities of the master node.

[0315] Alternatively, in specific implementation, if the memory 212, the processor 211, the
communication interface 213 and the disk 214 can be implemented individually, then the
memory 212, the processor 211, the communication interface 213 and the disk 214 can be in
communication connection via BUS. The BUS can be Industry Standard Architecture (ISA)
BUS, Peripheral Component (PCI) BUS or Extended Industry Standard Architecture (EISA)
BUS etc. The BUS can be divided into address BUS, data BUS and control BUS etc. For
convenient representation, the BUS is only represented by a single thick line, but does not
mean there is only one BUS or one kind of BUS.

[0316] Alternatively, in specific implementation, if the memory 212, the processor 211, the
communication interface 213 and the disk 214 can be integrated in a single chip, then the
memory 212, the processor 211 the communication interface 213 and the disk 214 can be in
communication connection via internal interface.

[0317] FIG 22 is a schematic structure diagram of a device for peer-to-peer data replication
according to another embodiment of the present invention. The device for peer-to-peer data
replication shown in FIG 22 may be positioned on a subscriber node. As shown in FIG 22,
device for peer-to-peer data replication includes a processor 221 and a memory 222 coupled
to the processor 221.

[0318] The memory 221, configured to store program. Specifically, the program may
include program code, and the program code may include computer operating instruction.
[0319] The processor 221 is configured to: receive a commit redo record attached with a
CSN from a master node, where the CSN attached in the commit redo record is used for
indicating the sequence of a write operation within the master node; update a CSN of the
subscriber node to the CSN attached to the commit redo record, when an absolute value of the

CSN attached to the commit redo record minus the CSN of the subscriber node is 1, where
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the CSN of the subscriber node is set to O during an initialization; and replay the commit redo
record to replicate data of a write operation happened on a master node from the master node
to the subscriber node, where the subscriber node is connected to the master node and other
subscriber nodes connected to the master node; and push the commit redo record to the other
subscriber nodes, to replicate the data of the write operation happened on the master node to
the other subscribers.

[0320] The memory 222 may include a high speed RAM and a non-volatile memory.

[0321] The processor 221 may be a Central Processing Unit (CPU), or can be Application
Specific Integrated Circuit (ASIC), or can be configured to one or more ASIC.

[0322] The details of performing peer-to-peer data replication by the device for peer-to-peer
data replication according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0323] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, the transmission between the master node and the subscriber nodes
can be reduced and, thus, the replication bottleneck from the master node in a replication
cluster can be mitigated.

[0324] Further, in the device for peer-to-peer data replication provided by embodiments of
the present invention, the processor is further configured to: save the received commit redo
record and wait for another commit redo record, when the absolute value of the CSN attached
to the received commit redo record minus the CSN of the subscriber node is not 1; and replay
the commit redo record to replicate data of the write operation happened on the master node
from the master node to the subscriber node, after the CSN of the subscriber node is updated
to a value that the absolute value of the CSN attached to the received commit redo record
minus the updated CSN of the subscriber node is 1.

[0325] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, even the commit redo records received by the subscriber node are
out of order, the correct replication can be guaranteed.

[0326] Further, in the device for peer-to-peer data replication provided by embodiments of
the present invention, the processor is further configured to: transmit a pull request to all

other subscriber nodes to get all data of the write operation happened on the master node,
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which is obtained by replaying the commit redo record, in the other subscriber nodes after the
master node is down and the subscriber node is elected to be a new master node; and when
the subscriber node is acted as the new master node, reassign mapping relationships between
physical entities in the new master node and the other subscriber nodes other than the
subscriber node which is act as the new master node.

[0327] Optionally, the processor is further configured to transmit the data of the write
operation happened on the former master node in the subscriber node to a subscriber node
which is acted as a new master node in response to a pull request transmitted by the new
master node, after the former master node is down and another subscriber node is elected to
be the new master node.

[0328] According to the device for peer-to-peer data replication provided by embodiments
of the present invention, when the master node is down, the subscriber nodes have ability to
make a cluster including the subscriber nodes recover and return to work quickly.

[0329] As shown in FIG 22, the device for peer-to-peer data replication may also include a
disk 224, configured to store related information during data replication. It should be
understood by persons skilled in the art, the device for peer-to-peer data replication may be
the subscriber node while the disk 224 is acted as the physical entities of the subscriber node.
[0330] Alternatively, in specific implementation, if the memory 222, the processor 221, the
communication interface 223 and the disk 224 can be implemented individually, then the
memory 222, the processor 221, the communication interface 223 and the disk 224 can be in
communication connection via BUS. The BUS can be Industry Standard Architecture (ISA)
BUS, Peripheral Component (PCI) BUS or Extended Industry Standard Architecture (EISA)
BUS etc. The BUS can be divided into address BUS, data BUS and control BUS etc. For
convenient representation, the BUS is only represented by a single thick line, but does not
mean there is only one BUS or one kind of BUS.

[0331] Alternatively, in specific implementation, if the memory 222, the processor 221, the
communication interface 223 and the disk 224 can be integrated in a single chip, then the
memory 222, the processor 221 the communication interface 223 and the disk 224 can be in

communication connection via internal interface.
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[0332] FIG 23 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention. The device for master node switching
shown in FIG 23 may be positioned on a subscriber node. As shown in FIG 23, the device
includes:

[0333] a synchronizing unit 231, configured to, when a master node is down, perform data
synchronization among the subscriber node and the other subscriber nodes until the data
synchronization is finished or a pre-configured time period for the data synchronization is
reached, where the subscriber nodes and the master node are in a same cluster;

[0334] a transmitting unit 232, configured to transmit a pull request to the remaining
subscriber nodes which are not elected to be a new master node, after the subscriber node is
selected from the subscriber nodes to be the new master node based on a highest commit
sequence number (CSN) of the subscriber nodes; and

[0335] a receiving unit 233, configured to receive data from the remaining subscriber nodes
which are not elected to be the new master node.

[0336] The details of performing master node switching by the device for master node
switching according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0337] According to the device for master node switching provided by embodiments of the
present invention, when the master node is down, the subscriber nodes have ability to make a
cluster including the subscriber nodes recover and return to work quickly.

[0338] In further, FIG 24 is a schematic structure diagram of a device for master node
switching according to another embodiment of the present invention. As shown in FIG 24,
the device for master node switching provided by embodiments of the present invention may
also include a mapping unit 244, configured to, when the subscriber node is acted as the new
master node, establish mapping relationships between physical entities in the new master
node and the other subscriber nodes other than the subscriber node;

[0339] and the synchronizing unit is further configured to perform peer-to-peer data
replication between the new master node and the other subscriber nodes which are not elected
to be the new master node according to the mapping relationships, when a write operation

happens on the physical entity in the new master node.
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[0340] According to the device for master node switching provided by embodiments of the
present invention, when the master node is down, the cluster including the subscriber nodes
recover can recover and return to perform the method for peer-to-peer data replication
provided by embodiments of the present invention.

[0341] FIG 25 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention. The device for master node switching
shown in FIG 25 may be positioned on a subscriber node. As shown in FIG 25, the device
includes:

[0342] a synchronizing unit 251, configured to, when a master node is down, perform data
synchronization among the subscriber node and the other subscriber nodes until the data
synchronization is finished or a pre-configured time period for the data synchronization is
reached, where the subscriber nodes and the master node are in a same cluster;

[0343] an electing unit 252, configured to, together with the other subscriber node, elect a
subscriber node to be a new master node from the subscriber nodes based on a highest
commit sequence number (CSN) of the subscriber node;

[0344] a receiving unit 253, configured to, when the subscriber node is not elected to be the
new master node, receive a pull request issued by the new master node; and

[0345] a transmitting unit 254, configured to, when the subscriber node is not elected to be
the new master node, transmit data in the subscriber node to a new master node in response to
the pull request transmitted by the new master node.

[0346] The details of performing master node switching by the device for master node
switching according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0347] According to the device for master node switching provided by embodiments of the
present invention, when the master node is down, the subscriber nodes have ability to make a
cluster including the subscriber nodes recover and return to work quickly.

[0348] FIG 26 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention. The device for master node switching
shown in FIG 26 may be positioned on a subscriber node. As shown in FIG 26, the device

includes a processor 261 and a memory 262 coupled to the processor 261.
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[0349] The memory 261 is configured to store program. Specifically, the program may
include program code, and the program code may include computer operating instruction.
[0350] The processor 261 is configured to: when a master node is down, perform data
synchronization among the subscriber node and the other subscriber nodes until the data
synchronization is finished or a pre-configured time period for the data synchronization is
reached, where the subscriber nodes and the master node are in a same cluster; transmit a pull
request to the remaining subscriber nodes which are not elected to be a new master node,
after the subscriber node is selected from the subscriber nodes to be the new master node
based on a highest commit sequence number (CSN) of the subscriber nodes; and receive data
from the remaining subscriber nodes which are not elected to be the new master node.

[0351] The details of performing master node switching by the device for master node
switching according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0352] According to the device for master node switching provided by embodiments of the
present invention, when the master node is down, the subscriber nodes have ability to make a
cluster including the subscriber nodes recover and return to work quickly.

[0353] In further, the processor is further configured to, when the subscriber node is acted
as the new master node, establish mapping relationships between physical entities in the new
master node and the other subscriber nodes other than the subscriber node; and, when a write
operation happens on the physical entity in the new master node, perform peer-to-peer data
replication between the new master node and the other subscriber nodes which are not elected
to be the new master node according to the mapping relationships.

[0354] According to the device for master node switching provided by embodiments of the
present invention, when the master node is down, the cluster including the subscriber nodes
recover can recover and return to perform the method for peer-to-peer data replication
provided by embodiments of the present invention.

[0355] Further, as shown in FIG. 26, the device for master node switching may also include
a communication interface 263, configured to complete the communication between the
device for peer-to-peer data replication and other devices such as the master node and other

subscriber nodes.
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[0356] As shown in FIG 26, the device for master node switching may also include a disk
264, configured to store related information during data replication. It should be understood
by persons skilled in the art, the device for master node switching may be the subscriber node
while the disk 264 is acted as the physical entities of the subscriber node.

[0357] Alternatively, in specific implementation, if the memory 262, the processor 261, the
communication interface 263 and the disk 264 can be implemented individually, then the
memory 262, the processor 261, the communication interface 263 and the disk 264 can be in
communication connection via BUS. The BUS can be Industry Standard Architecture (ISA)
BUS, Peripheral Component (PCI) BUS or Extended Industry Standard Architecture (EISA)
BUS etc. The BUS can be divided into address BUS, data BUS and control BUS etc. For
convenient representation, the BUS is only represented by a single thick line, but does not
mean there is only one BUS or one kind of BUS.

[0358] Alternatively, in specific implementation, if the memory 262, the processor 261, the
communication interface 263 and the disk 264 can be integrated in a single chip, then the
memory 262, the processor 261 the communication interface 263 and the disk 264 can be in
communication connection via internal interface.

[0359] FIG 27 is a schematic structure diagram of a device for master node switching
according to an embodiment of the present invention. The device for master node switching
shown in FIG 27 may be positioned on a subscriber node. As shown in FIG 27, the device
includes a processor 271 and a memory 272 coupled to the processor 271.

[0360] The memory 271 is configured to store program. Specifically, the program may
include program code, and the program code may include computer operating instruction.
[0361] The processor 271 is configured to: when a master node is down, perform data
synchronization among the subscriber node and the other subscriber nodes until the data
synchronization is finished or a pre-configured time period for the data synchronization is
reached, where the subscriber nodes and the master node are in a same cluster; together with
the other subscriber node, elect a subscriber node to be a new master node from the
subscriber nodes based on a highest commit sequence number (CSN) of the subscriber node;
when the subscriber node is not elected to be the new master node, receive a pull request

issued by the new master node; and when the subscriber node is not elected to be the new
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master node, transmit data in the subscriber node to a new master node in response to the pull
request transmitted by the new master node.

[0362] The details of performing master node switching by the device for master node
switching according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0363] According to the device for master node switching provided by embodiments of the
present invention, when the master node is down, the subscriber nodes have ability to make a
cluster including the subscriber nodes recover and return to work quickly.

[0364] Further, as shown in FIG 27, the device for master node switching may also include
a communication interface 273, configured to complete the communication between the
device for peer-to-peer data replication and other devices such as the master node and other
subscriber nodes.

[0365] As shown in FIG 27, the device for master node switching may also include a disk
274, configured to store related information during data replication. It should be understood
by persons skilled in the art, the device for master node switching may be the subscriber node
while the disk 274 is acted as the physical entities of the subscriber node.

[0366] Alternatively, in specific implementation, if the memory 272, the processor 271, the
communication interface 273 and the disk 274 can be implemented individually, then the
memory 272, the processor 271, the communication interface 273 and the disk 274 can be in
communication connection via BUS. The BUS can be Industry Standard Architecture (ISA)
BUS, Peripheral Component (PCI) BUS or Extended Industry Standard Architecture (EISA)
BUS etc. The BUS can be divided into address BUS, data BUS and control BUS etc. For
convenient representation, the BUS is only represented by a single thick line, but does not
mean there is only one BUS or one kind of BUS.

[0367] Alternatively, in specific implementation, if the memory 272, the processor 271, the
communication interface 273 and the disk 274 can be integrated in a single chip, then the
memory 272, the processor 271 the communication interface 273 and the disk 274 can be in
communication connection via internal interface.

[0368] FIG 28 is a schematic structure diagram of a single master cluster system according

to an embodiment of the present invention. As shown in FIG 28, the system includes a master
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node 281 and at least two subscriber nodes including a first subscriber node 282 and a second
subscriber node 283, where: on the master node 281, a device for peer-to-peer data
replication as shown in any one of FIGs. 16-18 and 21 (which is marked as device 284 in FIG
28); and on each of the subscriber node, a device for peer-to-peer data replication as shown in
any one of FIGs. 19, 20 and 22 (which is marked as device 285 in FIG 28).

[0369] The details of performing peer-to-peer data replication by the device for peer-to-peer
data replication according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0370] According to the single master cluster system provided by embodiments of the
present invention, the load on the master node can be reduced.

[0371] FIG 29 is a schematic structure diagram of a single master cluster system according
to another embodiment of the present invention. As shown in FIG 29, the system includes a
master node 291 and at least two subscriber nodes 292, where: on each of the subscriber
nodes 292, both a device for master node switching as shown in any one of FIGs 23, 24
(which is marked as device 293 in FIG 29) and 26, and a device for master node switching as
shown in FIGs 25 or 27 (which is marked as device 294 in FIG 29).

[0372] The details of performing peer-to-peer data replication by the device for peer-to-peer
data replication according to embodiments of the present invention please refer to the above
method embodiments, which will not be repeated here.

[0373] According to the single master cluster system provided by embodiments of the
present invention, when the master node is down, the subscriber nodes have ability to make a
cluster including the subscriber nodes recover and return to work quickly.

[0374] The above are only specific embodiments of the present invention. The protection
scope of the present invention, however, is not limited thereto. Any alteration or substitution
that is within the technical scope disclosed by the present invention and can easily occur to
persons skilled in the art should be covered in the protection scope of the present invention.
Hence the protection scope of the present invention should be determined by the statements

in Claims.
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CLAIMS

1. A method for peer-to-peer data replication, comprising:

generating, by a master node, a first commit redo record attached with a commit
sequence number (CSN), when a first write operation happens on a first physical entity in the
master node, wherein the master node is preset with at least two physical entities including
the first physical entity and a second physical entity and the master node is connected to at
least two subscriber nodes including a first subscriber node and a second subscriber node,
wherein the CSN attached in the first commit redo record is used for indicating the sequence
of the first write operation within the master node; and

pushing, by the master node, the first commit redo record attached with the CSN to a
first subscriber node corresponding to the first physical entity based on mapping relationships
between the physical entities and the subscriber nodes, wherein the first commit redo record
is used for replicating data of the first write operation from the master node to the first
subscriber node corresponding to the first physical entity, and then to the second subscriber
node through pushing, by the first subscriber node, the received first commit redo record, to
the second subscriber node.

2. The method according to claim 1, wherein, the physical entities are table space,
device files, pages and/or partitions.

3. The method according to claim 1 or claim 2, wherein,

the mapping relationships between the physical entities and the subscriber nodes are
established by the master node by mapping different subscriber nodes to different connections
between the master node and the subscriber nodes, and by mapping different connections to
different sets of physical entities in the master node, wherein each set of physical entities
comprises one or multiple physical entities;

and the pushing, by the master node, the first commit redo record attached with the CSN
to a first subscriber node corresponding to the first physical entity based on mapping

relationships between the physical entities and the subscriber nodes, comprises:
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pushing, by the master node, the first commit redo record attached with the CSN to the
first subscriber node corresponding to the first physical entity based on the mapping
relationship between the first physical entity and the first subscriber node through a
connection between the master node and the first subscriber node.

4. The method according to claim 1 or claim 2, wherein, the mapping relationships
between the physical entities and the subscriber nodes are established by the master node by
mapping different subscriber nodes to different connections between the master node and the
subscriber nodes, and by mapping different connections to different sets of physical entities in
the master node, wherein each set of physical entities in the master node comprises multiple
physical entities, and further by mapping different physical entities in one set of physical
entities in the master node to different physical entities in the subscriber node corresponding
to the set of physical entities;

and the pushing, by the master node, the first commit redo record attached with the CSN
to the first subscriber node corresponding to the first physical entity based on mapping
relationships between the physical entities and the subscriber nodes, comprises:

pushing, by the master node, the first commit redo record attached with the CSN to a
third physical entity corresponding to the first physical entity, wherein the first subscriber
node is preset with at least two physical entities including the third physical entity and a
fourth physical entity, based on the mapping relationship between the set of physical entities
to which the first physical entity belongs and that is of the master node, and the first
subscriber node and the mapping relationship between the first physical entity and the third
physical entity, through a connection between the master node and the first subscriber node.

5. The method according to claim 1 or claim 2, wherein, when a new subscriber node is
connected to the master node, further comprising:

synchronizing, by the master node, commit redo records to the new subscriber node after
physical entities in the master node and mapping relationships between the physical entities
and the subscriber nodes including the new subscriber node are reconfigured.

6. The method according to claim 1 or 2, wherein the first commit record is separated

from a second commit record, which is generated by the master node when a second write
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operation happens on a second physical entity, based on physical entities on which the related
write operation happens.

7. The method according to claim 6, wherein the first commit record and the second
commit record are pushed, in parallel, by the master node, to the first subscriber node and the
second subscriber node, respectively, so that the first commit record and the second commit
record are replayed, in parallel, by the first subscriber node and the second subscriber node,
respectively, wherein, the second commit redo record is used for replicating data of the
second write operation from the master node to the second subscriber node corresponding to
the second physical entity, and then to the first subscriber node through pushing, by the
second subscriber node, the received second commit redo record, to the first subscriber node.

8. A method for peer-to-peer data replication, comprising:

receiving, by a subscriber node, a commit redo record attached with a commit sequence
number (CSN) from a master node, wherein the CSN attached in the commit redo record is
used for indicating the sequence of a write operation within the master node;

updating a CSN of the subscriber node to the CSN attached to the commit redo record,
when an absolute value of the CSN attached to the commit redo record minus the CSN of the
subscriber node is 1, wherein the CSN of the subscriber node is set to O during an
initialization;

replaying, by the subscriber node, the commit redo record to replicate data of a write
operation happened on a master node from the master node to the subscriber node, wherein
the subscriber node is connected to the master node and other subscriber nodes connected to
the master node; and

pushing, by the subscriber node, the commit redo record to the other subscriber nodes, to
replicate the data of the write operation happened on the master node to the other subscribers.

9. The method according to claim 8, wherein, further comprising:

saving, by the subscriber node, the received commit redo record and waiting for another
commit redo record, when the absolute value of the CSN attached to the received commit
redo record minus the CSN of the subscriber node is not 1; and

replaying, by the subscriber node, the commit redo record to replicate data of the write

operation happened on the master node from the master node to the subscriber node, after the
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CSN of the subscriber node is updated to a value that the absolute value of the CSN attached
to the received commit redo record minus the updated CSN of the subscriber node is 1.

10. The method according to claim 8, wherein, further comprising:

transmitting, by the subscriber node, a pull request to all other subscriber nodes to get all
data of the write operation happened on the master node, which is obtained by replaying the
commit redo record, in the other subscriber nodes after the master node is down and the
subscriber node is elected to be a new master node; and

reassigning, by the subscriber node which is acted as the new master node, mapping
relationships between physical entities in the new master node and the other subscriber nodes
other than the subscriber node.

11. The method according to claim 8, wherein, further comprising:

transmitting, by the subscriber node, the data of the write operation happened on the
former master node in the subscriber node to a subscriber node which is acted as a new
master node in response to a pull request transmitted by the new master node, after the former
master node is down and another subscriber node is elected to be the new master node.

12. A method for master node switching, comprising:

performing, by a subscriber node among at least two subscriber nodes, when a master
node is down, data synchronization among the subscriber node and the other subscriber nodes
until the data synchronization is finished or a pre-configured time period for the data
synchronization is reached, wherein the subscriber nodes and the master node are in a same
cluster;

transmitting, by the subscriber node which is acted as a new master node, a pull request
to the remaining subscriber nodes which are not elected to be the new master node, after the
subscriber node is selected from the subscriber nodes to be the new master node based on a
highest commit sequence number (CSN) of the subscriber nodes; and

receiving, by the subscriber node which is acted as the new master node, data from the
remaining subscriber nodes which are not elected to be the new master node.

13. The method according to claim 12, wherein, further comprising:
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establishing, by the subscriber node which is acted as the new master node, mapping
relationships between physical entities in the new master node and the other subscriber nodes
other than the subscriber node; and

performing, by the subscriber node which is acted as the new master node,
peer-to-peer data replication between the new master node and the other subscriber nodes
which are not elected to be the new master node according to the mapping relationships,
when a write operation happens on the physical entity in the new master node.

14. A method for master node switching, comprising:

performing, by a subscriber node among at least two subscriber nodes, when a master
node is down, data synchronization among the subscriber node and the other subscriber nodes
until the data synchronization is finished or a pre-configured time period for the data
synchronization is reached, wherein the subscriber nodes and the master node are in a same
cluster;

electing, by the subscriber node together with the other subscriber nodes, a subscriber
node to be a new master node from the subscriber nodes based on a highest commit sequence
number (CSN) of the subscriber nodes;

receiving, by the subscriber node which is not elected to be the new master node, a pull
request issued by the new master node; and

transmitting, by the subscriber node which is not elected to be the new master node, data
in the subscriber node to a new master node in response to the pull request transmitted by the
new master node.

15. A device for peer-to-peer data replication, wherein the device is positioned on a
master node, wherein the device comprises:

a generating unit, configured to generate a first commit redo record attached with a
commit sequence number (CSN), when a first write operation happens on a first physical
entity in the master node, wherein the master node is preset with at least two physical entities
including the first physical entity and a second physical entity and the master node is
connected to at least two subscriber nodes including a first subscriber node and a second
subscriber node, wherein the CSN attached in the first commit redo record is used for

indicating the sequence of the first write operation within the master node; and
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a replicating unit, configured to push the first commit redo record attached with the CSN
to a first subscriber node corresponding to the first physical entity based on mapping
relationships between the physical entities and the subscriber nodes, wherein the first commit
redo record is used for replicating data of the first write operation from the master node to the
first subscriber node corresponding to the first physical entity, and then to the second
subscriber node through pushing, by the first subscriber node, the received first commit redo
record, to the second subscriber node.

16. The device for peer-to-peer data replication according to claim 15, wherein, the
physical entities are table space, device files, pages and/or partitions.

17. The device for peer-to-peer data replication according to claim 15 or claim 16,
further comprising:

a first mapping unit, configured to establish the mapping relationships between the
physical entities and the subscriber nodes by mapping different subscriber nodes to different
connections between the master node and the subscriber nodes, and by mapping different
connections to different sets of physical entities in the master node, wherein each set of
physical entities comprises one or multiple physical entities;

and the replicating unit is specifically configured to push the first commit redo record
attached with the CSN to the first subscriber node corresponding to the first physical entity
based on the mapping relationship between the first physical entity and the first subscriber
node through a connection between the master node and the first subscriber node, wherein the
first commit redo record is used for replicating data of the first write operation from the
master node to the first subscriber node corresponding to the first physical entity, and then to
the second subscriber node through pushing, by the first subscriber node, the received first
commit redo record, to the second subscriber node.

18. The device for peer-to-peer data replication according to claim 15 or claim 16,
further comprising:

a second mapping unit, configured to establish the mapping relationships between the
physical entities and the subscriber nodes by mapping different subscriber nodes to different
connections between the master node and the subscriber nodes, and by mapping different

connections to different sets of physical entities in the master node, wherein each set of
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physical entities in the master node comprises multiple physical entities, and further by
mapping different physical entities in one set of physical entities in the master node to
different physical entities in the subscriber node corresponding to the set of physical entities;
and the replicating unit is specifically configured to push the first commit redo record
attached with the CSN to a third physical entity corresponding to the first physical entity,
wherein the first subscriber node is preset with at least two physical entities including the
third physical entity and a fourth physical entity, based on the mapping relationship between
the set of physical entities to which the first physical entity belongs and that is of the master
node and the first subscriber node and the mapping relationship between the first physical
entity and the third physical entity, through a connection between the master node and the
first subscriber node, wherein the first commit redo record is used for replicating data of the
first write operation from the master node to the first subscriber node corresponding to the
first physical entity, and then to the second subscriber node through pushing, by the first
subscriber node, the received first commit redo record, to the second subscriber node.

19. The device for peer-to-peer data replication according to claim 15 or claim 16,
wherein, the replicating unit is further configured to, when a new subscriber node is
connected to the master node, synchronize commit redo records to the new subscriber node
after physical entities in the master node and mapping relationships between the physical
entities and the subscriber nodes including the new subscriber node are reconfigured.

20. The device for peer-to-peer data replication according to claim 15 or claim 16,
wherein, the first commit record is separated from a second commit record, which is
generated by the device when a second write operation happens on a second physical entity,
based on physical entities on which the related write operation happens.

21. The device for peer-to-peer data replication according to claim 20, wherein, the first
commit record and the second commit record are pushed, in parallel, by the replicating unit,
to the first subscriber node and the second subscriber node, respectively, so that the first
commit record and the second commit record are replayed, in parallel, by the first subscriber
node and the second subscriber node, respectively; wherein, the second commit redo record is
used for replicating data of the second write operation from the master node to the second

subscriber node corresponding to the second physical entity, and then to the first subscriber
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node through pushing, by the second subscriber node, the received second commit redo
record, to the first subscriber node.

22. A device for peer-to-peer data replication, wherein the device is positioned on a
subscriber node, wherein the device comprises:

a receiving unit, configured to receive a commit redo record attached with a commit
sequence number (CSN) from a master node, wherein the CSN attached in the commit redo
record is used for indicating the sequence of a write operation within the master node;

a CSN processing unit, configured to update a CSN of the subscriber node to the CSN
attached to the commit redo record, when an absolute value of the CSN attached to the
commit redo record minus the CSN of the subscriber node is 1, wherein the CSN of the
subscriber node is set to O during an initialization; and

a replicating unit, configured to replay the commit redo record to replicate data of a
write operation happened on a master node from the master node to the subscriber node,
wherein the subscriber node is connected to the master node and other subscriber nodes
connected to the master node; and push the commit redo record to the other subscriber nodes,
to replicate the data of the write operation happened on the master node to the other
subscribers.

23. The device for peer-to-peer data replication according to claim 22, wherein, the CSN
processing unit is further configured to save the received commit redo record and wait for
another commit redo record, when the absolute value of the CSN attached to the received
commit redo record minus the CSN of the subscriber node is not 1; and

the replicating unit is further configured to replay the commit redo record to replicate
data of the write operation happened on the master node from the master node to the
subscriber node, after the CSN of the subscriber node is updated to a value that the absolute
value of the CSN attached to the received commit redo record minus the updated CSN of the
subscriber node is 1.

24. The device for peer-to-peer data replication according to claim 22, wherein, the
replicating unit is further configured to transmit a pull request to all other subscriber nodes to

get all data of the write operation happened on the master node, which is obtained by
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replaying the commit redo record, in the other subscriber nodes after the master node is down
and the subscriber node is elected to be a new master node; and

the device further comprises:

a mapping unit, configured to, when the subscriber node is acted as the new master node,
reassign mapping relationships between physical entities in the new master node and the
other subscriber nodes other than the subscriber node which is act as the new master node.

25. The device for peer-to-peer data replication according to claim 22, wherein, the
replicating unit is further configured to transmit the data of the write operation happened on
the former master node in the subscriber node to a subscriber node which is acted as a new
master node in response to a pull request transmitted by the new master node, after the former
master node is down and another subscriber node is elected to be the new master node.

26. A device for master node switching, wherein the device is positioned on a subscriber
node, wherein the device comprises:

a synchronizing unit, configured to, when a master node is down, perform data
synchronization among the subscriber node and the other subscriber nodes until the data
synchronization is finished or a pre-configured time period for the data synchronization is
reached, wherein the subscriber nodes and the master node are in a same cluster;

a transmitting unit, configured to transmit a pull request to the remaining subscriber
nodes which are not elected to be a new master node, after the subscriber node is selected
from the subscriber nodes to be the new master node based on a highest commit sequence
number (CSN) of the subscriber nodes; and

a receiving unit, configured to receive data from the remaining subscriber nodes which
are not elected to be the new master node.

27. The device for master node switching according to claim 26, further comprising:

a mapping unit, configured to, when the subscriber node is acted as the new master node,
establish mapping relationships between physical entities in the new master node and the
other subscriber nodes other than the subscriber node;

and the synchronizing unit is further configured to perform peer-to-peer data replication

between the new master node and the other subscriber nodes which are not elected to be the
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new master node according to the mapping relationships, when a write operation happens on
the physical entity in the new master node.

28. A device for master node switching, wherein the device is positioned on a subscriber
node, wherein the device comprises:

a synchronizing unit, configured to, when a master node is down, perform data
synchronization among the subscriber node and the other subscriber nodes until the data
synchronization is finished or a pre-configured time period for the data synchronization is
reached, wherein the subscriber nodes and the master node are in a same cluster;

an electing unit, configured to, together with the other subscriber node, elect a subscriber
node to be a new master node from the subscriber nodes based on a highest commit sequence
number (CSN) of the subscriber node;

a receiving unit, configured to, when the subscriber node is not elected to be the new
master node, receive a pull request issued by the new master node; and

a transmitting unit, configured to, when the subscriber node is not elected to be the new
master node, transmit data in the subscriber node to a new master node in response to the pull
request transmitted by the new master node.

29. A device for peer-to-peer data replication, wherein the device is positioned on a
master node, wherein the device comprises:

a processor and a memory coupled to the processor;

wherein the processor is configured to:

generate a first commit redo record attached with a commit sequence number (CSN),
when a first write operation happens on a first physical entity in the master node, wherein the
master node is preset with at least two physical entities including the first physical entity and
a second physical entity and the master node is connected to at least two subscriber nodes
including a first subscriber node and a second subscriber node, wherein the CSN attached in
the first commit redo record is used for indicating the sequence of the first write operation
within the master node; and

push the first commit redo record attached with the CSN to a first subscriber node
corresponding to the first physical entity based on mapping relationships between the

physical entities and the subscriber nodes, wherein the first commit redo record is used for
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replicating data of the first write operation from the master node to the first subscriber node
corresponding to the first physical entity, and then to the second subscriber node through
pushing, by the first subscriber node, the received first commit redo record, to the second
subscriber node.

30. The device for peer-to-peer data replication according to claim 29, wherein, the
physical entities are table space, device files, pages and/or partitions.

31. The device for peer-to-peer data replication according to claim 29 or claim 30,
wherein the processor is further configured to:

establish the mapping relationships between the physical entities and the subscriber
nodes by mapping different subscriber nodes to different connections between the master
node and the subscriber nodes, and by mapping different connections to different sets of
physical entities in the master node, wherein each set of physical entities comprises one or
multiple physical entities; and

push the first commit redo record attached with the CSN to the first subscriber node
corresponding to the first physical entity based on the mapping relationship between the first
physical entity and the first subscriber node through a connection between the master node
and the first subscriber node.

32. The device for peer-to-peer data replication according to claim 29 or claim 30,
wherein the processor is further configured to:

establish the mapping relationships between the physical entities and the subscriber
nodes by mapping different subscriber nodes to different connections between the master
node and the subscriber nodes, and by mapping different connections to different sets of
physical entities in the master node, wherein each set of physical entities in the master node
comprises multiple physical entities, and further by mapping different physical entities in one
set of physical entities in the master node to different physical entities in the subscriber node
corresponding to the set of physical entities; and

push the first commit redo record attached with the CSN to a third physical entity
corresponding to the first physical entity, wherein the first subscriber node is preset with at
least two physical entities including the third physical entity and a fourth physical entity,

based on the mapping relationship between the set of physical entities to which the first
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physical entity belongs and that is of the master node and the first subscriber node and the
mapping relationship between the first physical entity and the third physical entity, through a
connection between the master node and the first subscriber node.

33. The device for peer-to-peer data replication according to claim 29 or claim 30,
wherein the processor is further configured to:

when a new subscriber node is connected to the master node, synchronize commit redo
records to the new subscriber node after physical entities in the master node and mapping
relationships between the physical entities and the subscriber nodes including the new
subscriber node are reconfigured.

34. The device for peer-to-peer data replication according to claim 29 or claim 30,
wherein, the first commit record is separated from a second commit record, which is
generated by the device when a second write operation happens on a second physical entity,
based on physical entities on which the related write operation happens.

35. The device for peer-to-peer data replication according to claim 34, wherein, the first
commit record and the second commit record are pushed, in parallel, by the processor, to the
first subscriber node and the second subscriber node, respectively, so that the first commit
record and the second commit record are replayed, in parallel, by the first subscriber node and
the second subscriber node, respectively; wherein, the second commit redo record is used for
replicating data of the second write operation from the master node to the second subscriber
node corresponding to the second physical entity, and then to the first subscriber node
through pushing, by the second subscriber node, the received second commit redo record, to
the first subscriber node.

36. A device for peer-to-peer data replication, wherein the device is positioned on a
subscriber node, wherein the device comprises:

a processor and a memory coupled to the processor;

wherein the processor is configured to:

receive a commit redo record attached with a commit sequence number (CSN) from a
master node, wherein the CSN attached in the commit redo record is used for indicating the

sequence of a write operation within the master node;
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update a CSN of the subscriber node to the CSN attached to the commit redo record,
when an absolute value of the CSN attached to the commit redo record minus the CSN of the
subscriber node is 1, wherein the CSN of the subscriber node is set to O during an
initialization;

replay the commit redo record to replicate data of a write operation happened on a
master node from the master node to the subscriber node, wherein the subscriber node is
connected to the master node and other subscriber nodes connected to the master node; and

push the commit redo record to the other subscriber nodes, to replicate the data of the
write operation happened on the master node to the other subscribers.

37. The device for peer-to-peer data replication according to claim 36, wherein, the
processor is further configured to:

save the received commit redo record and wait for another commit redo record, when the
absolute value of the CSN attached to the received commit redo record minus the CSN of the
subscriber node is not 1; and

replay the commit redo record to replicate data of the write operation happened on the
master node from the master node to the subscriber node, after the CSN of the subscriber
node is updated to a value that the absolute value of the CSN attached to the received commit
redo record minus the updated CSN of the subscriber node is 1.

38. The device for peer-to-peer data replication according to claim 36, wherein, the
processor is further configured to:

transmit a pull request to all other subscriber nodes to get all data of the write operation
happened on the master node, which is obtained by replaying the commit redo record, in the
other subscriber nodes after the master node is down and the subscriber node is elected to be
a new master node; and

a mapping unit, configured to, when the subscriber node is acted as the new master node,
reassign mapping relationships between physical entities in the new master node and the
other subscriber nodes other than the subscriber node which is act as the new master node.

39. The device for peer-to-peer data replication according to claim 36, wherein, the

processor is further configured to:
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transmit the data of the write operation happened on the former master node in the
subscriber node to a subscriber node which is acted as a new master node in response to a
pull request transmitted by the new master node, after the former master node is down and
another subscriber node is elected to be the new master node.

40. A device for master node switching, wherein the device is positioned on a subscriber
node, wherein the device comprises:

a processor and a memory coupled to the processor;

wherein the processor is configured to:

when a master node is down, perform data synchronization among the subscriber node
and the other subscriber nodes until the data synchronization is finished or a pre-configured
time period for the data synchronization is reached, wherein the subscriber nodes and the
master node are in a same cluster;

transmit a pull request to the remaining subscriber nodes which are not elected to be a
new master node, after the subscriber node is selected from the subscriber nodes to be the
new master node based on a highest commit sequence number (CSN) of the subscriber nodes;
and

receive data from the remaining subscriber nodes which are not elected to be the new
master node.

41. The device for master node switching according to claim 40, wherein, the processor
is further configured to:

when the subscriber node is acted as the new master node, establish mapping
relationships between physical entities in the new master node and the other subscriber nodes
other than the subscriber node; and

when a write operation happens on the physical entity in the new master node, perform
peer-to-peer data replication between the new master node and the other subscriber nodes
which are not elected to be the new master node according to the mapping relationships.

42. A device for master node switching, wherein the device is positioned on a subscriber
node, wherein the device comprises:

a processor and a memory coupled to the processor;

wherein the processor is configured to:
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when a master node is down, perform data synchronization among the subscriber node
and the other subscriber nodes until the data synchronization is finished or a pre-configured
time period for the data synchronization is reached, wherein the subscriber nodes and the
master node are in a same cluster;

together with the other subscriber node, elect a subscriber node to be a new master node
from the subscriber nodes based on a highest commit sequence number (CSN) of the
subscriber node;

when the subscriber node is not elected to be the new master node, receive a pull request
issued by the new master node; and

when the subscriber node is not elected to be the new master node, transmit data in the
subscriber node to a new master node in response to the pull request transmitted by the new
master node.

43. A single master cluster system, comprising a master node and at least two subscriber
nodes including a first subscriber node and a second subscriber node, wherein:

on the master node, a device for peer-to-peer data replication according to any one of
claims 15-21 and 29-35 is positioned; and

on each of the subscriber node, a device for peer-to-peer data replication according to
any one of claims 22-25 and 36-39 is positioned.

44. A single master cluster system, comprising a master node and at least two subscriber
nodes, wherein:

on each of the subscriber nodes, both a device for master node switching according to
any one of claims 26-27 and 40-41 and a device for master node switching according to claim

28 or claim 42 are positioned.
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