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CELL TRANSFER RATE REGULATION USING FEEDBACK IN
NOMINAIL BIT RATE (NBR) SYSTEM

FIELD OF THE INVENTION

The present invention relates generally to
communications systems, and more particularly, to a
system and method for optimizing information transfers
over a network through the utilization of network load
feedback.

BACKGROUND OF THE INVENTION

The state of communications technology,
particularly that which affects the Internet, is
currently in flux and subject to rapid and often
uncoordinated growth. The ubiquity and variety of
personal computers and set-top boxes has placed
significant pressure on the providers of communications
system infrastructure to accommodate the alarming
increase in the number of new users that demand
immediate access to Internet and other network
resources. The rapid development of new and
sophisticated software made available to users of such
services places additional demands on system
infrastructure.

Conducting commerce over the Internet and
other networks is a practice that is gaining acceptance
and popularity. By way of example, traditional on-line

services, such as those offered by Internet providers,
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typical charge customers a monthly fee for access to
basic services and resources, such as proprietary and
public databases of information. Such traditional
service providers also advertise any number of products
or services which are purchasable on-line by the user.

Other forms of Internet commercialization
currently being considered or implemented include
offering of video and audio conferencing services, and a
variety of other real-time and non-real-time services.
The providers of these services, as well as the
providers of communications system infrastructure, are
currently facing a number of complex issues, including
management of network capacity, load, and traffic to
support real-time, non-real-time, and high-bandwidth
services, and implementing a viable billing scheme that
accounts for the use of such services.

The communications industry is expending
considerable attention and investment on one particular
technology, referred to as asynchronous transfer mode
(ATM), as a possible solution to current and anticipated
infrastructure limitations. Those skilled in the art
understand ATM to constitute a communications networking
concept that, in theory, addresses many of the
aforementioned concerns, such as by providing a
capability to manage increases in network load,
supporting both real-time and non-real-time
applications, and offering, in certain circumstances, a
guaranteed level of service gquality.

A conventional ATM service architecture
typically provides a number of predefined quality of
service classes, often referred to as service
categories. Each of the service categories includes a
number of gquality of service (QoS) parameters which
define the nature of the respective service category.

In other words, a specified service category provides

PCT/F199/00234
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performance to an ATM virtual connection (VCC or VPC) in
a manner specified by a subset of the ATM performance
parameters. The service categories defined in the ATM
Forum specification referenced hereinbelow include, for
example, a constant bit rate (CBR) category, a real-time
variable bit rate (rt-VBR) category, a non-real-time
variable bit rate (nrt-VBR) category, an unspecified bit
rate (UBR) category, and an available bit rate (ABR)
category.

The constant bit rate service class is
intended to support real-time applications that require
a fixed quantity of bandwidth during the existence of
the connection. A particular quality of service is
negotiated to provide the CBR service, where the QoS
parameters include characterization of the peak cell
rate (PCR), the cell loss rate (CLR), the cell transfer
delay (CTD), and the cell delay variation (CDV).
Conventional ATM traffic management schemes guarantee
that the user-contracted QoS is maintained in order to
support, for example, real-time applications, such as
circuit emulation and voice/video applications, which
require tightly constrained delay variations.

The non-real-time VBR service class is
intended to support non-real-time applications, where
the resulting network traffic can be characterized as
having frequent data bursts. Similarly, the real-time
variable bit rate service category may be used to
support “bursty” network traffic conditions. The rt-VBR
service category differs from the nrt-VBR service
category in that the former is intended to support real-
time applications, such as voice and video applications.
Both the real-time and non-real-time VBR service
categories are characterized in terms of a peak cell
rate (PCR), a sustainable cell rate (SCR), and a maximum

burst size (MRBS).
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The unspecified bit rate (UBR) service
category is often regarded as a “best effort service,”
in that it does not specify traffic-related service
guarantees. As such, the UBR service category is
intended to support non-real-time applications,
including traditional computer communications
applications such as file transfers and e-mail.

The available bit rate (ABR) service category
provides for the allocation of available bandwidth to
users by controlling the rate of traffic through use of
a feedback mechanism. The feedback mechanism permits
cell transmission rates to be varied in an effort to
control or avoid traffic congestion, and to more
effectively utilize available bandwidth. A resource
management (RM) cell precedes the transmission of data
cells, which is transmitted from source to destination
and back to the source, in order to provide traffic
information to the source.

Although the current ATM service architecture
described above would appear to provide, at least at a
conceptual level, viable solutions to the many problems
facing the communications industry, ATM, as currently
defined, requires implementation of a complex traffic
management scheme in order meet the objectives
articulated in the various ATM specifications and
recommendations currently being considered. In order to
effectively manage traffic flow in a network,
conventional ATM traffic management schemes must assess
a prodigious number of traffic condition indicators,
including service class parameters, traffic parameters,
quality of service parameters and the like. A non-
exhaustive listing of such parameters and other ATM
traffic management considerations is provided in ITU-T
Recommendation I.371, entitled Traffic Control and

Congestion Control in B-ISDN, and in Traffic Management



10

15

20

25

30

35

WO 00/57670

5

Specification, version 4.0 (af-tm-0056.000, April 1996),
published by the Technical Committee of the ATM Forum.

One significant network traffic consideration
is the amount of currently available bandwidth on a
particular virtual connection. Except for the ABR
service category, the existing ATM service classes do
not suggest utilizing this network load information.
The ABR service category provides for dynamic allocation
of available bandwidth in response to network load
information returned to the user.

However, the ABR service class provides a
complex arrangement of feedback information, including a
current cell rate, explicit rate, minimum cell rate,
direction indication, congestion indication, as well as
others. This complex arrangement increases the
complexity of the service class architecture. Also, the
feedback mechanism defined for the ABR service class
provides for allocation of bandwidth bounded between a
defined minimum cell rate and a peak cell rate.
Therefore, cell rate guarantees continue to exist which
increases the complexity of the traffic management
scheme. Furthermore, the conventional ATM service
classes, including the ABR service class, do not provide
solutions for determining network load conditions, and
effectively managing cell transfer rates at the source
unit in accordance with those network load conditions.

Accordingly, there is a need in the
communications industry for a network arrangement and
method that is not conceptually complicated to
implement, and that provides network capacity division
during bandwidth overload situations, while providing
network load information to the user with minimal
complexity and negligible delays. A further need exists
for a system and method for efficiently regulating the

cell transfer rate at the network source unit in

PCT/F199/00234
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response to the network load information. The present
invention fulfills these and other needs, and offers
other advantages over the prior art traffic management

approaches.

SUMMARY OF THE INVENTION

The present invention is directed to a system
and method for regulating the cell transfer rate over a
network in response to priority level feedback. Network
load information is provided to a network information
source having a quality of service based on a nominal
bit rate (NBR) service category. A nominal bit rate
represents an expected, but not guaranteed, bit rate
associated with a particular user or connection.
Information elements transmitted from the sourcing unit
to a network node are each assigned one of several
priority levels. The priority feedback information in
the NBR system is provided to the cell source to allow
regulation of the priority levels. The present
invention provides for regulation of the cell transfer
rate of cells output from the cell source in response to
the priority feedback information.

In accordance with one embodiment of the
invention, the feedback feature provides network
connection availability information corresponding to a
level of bandwidth available on the network connection
to the cell source. The connection availability
information is converted into a buffer occupancy level
accessible at the cell source. The cell transfer rate
is regulated at the network source unit in accordance
with the buffer occupancy level. 1In one embodiment, the
cell transfer rate is decreased when the buffer
occupancy level rises above a high occupancy threshold

of the buffer, and the cell transfer rate is
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alternatively increased when the buffer occupancy level
drops below a low occupancy threshold of the buffer.

In accordance with another embodiment of the
invention, a status cell is sent through the network
connection to the destination, and returned to the cell
source with the network connection availability
information. An acceptable priority field in the status
cell is updated to reflect the minimum of the requisite
cell priorities of the nodes as the nodes are reached by
the status cell. When the status cell reaches the
destination, the value of the acceptable priority field
is stored in the status cell to be returned to the cell
source. The cell source analyzes the acceptable
priority in the status cell, and adjusts the priority
level of subsequently output cells in response thereto.

The above summary of the present invention is
not intended to describe each illustrated embodiment or
implementation of the present invention. This is the
purpose of the figures and the associated discussion

which follows.

BRIEF DESCRIPTION OF THE DRAWINGS

Other aspects and advantages of the present
invention will become apparent upon reading the
following detailed description and upon reference to the
drawings in which:

Fig. 1 is a flow diagram illustrating a
general procedure for communicating cells of information
between a user/network interface and a network using a
nominal bit rate service in accordance with an
embodiment of the present invention;:

Fig. 2 illustrates in greater detail a
procedure for transmitting cells of information between

a user/network interface and a network using a nominal

PCT/FI199/00234
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bit rate service in accordance with another embodiment
of the present invention;

Fig. 3 illustrates in flow diagram form a
general procedure for filtering cells at a network node
in accordance with an embodiment of a nominal bit rate
service;

Fig. 4 is a block diagram of an embodiment of
a system for filtering cells at a network node in
accordance a nominal bit rate service;

Fig. 5 is a block diagram of an alternative
embodiment of a system for filtering cells at a network
node in accordance with a nominal bit rate service;

Fig. 6 is a block diagram illustrating one
embodiment of an ATM network implementing the NBR
methodology;

Fig. 7 illustrates one embodiment of a network
load status cell in accordance with the NBR service of
the present invention;

Fig. 8 is a block diagram of a representative
ATM node within an ATM network configured to implement
the NBR methodology;

Fig. 9 illustrates in flow diagram form a
general methodology by which NBR status cells can be
used to provide feedback to a source end-station to
optimize cell transfer rates in accordance with the
present invention;

Fig. 10 is a block diagram of a cell transfer
circuit in accordance with one embodiment of the present
invention;

Fig. 11 illustrates in flow diagram form a
general procedure for varying the cell transfer rate of
the source end-system in accordance with an embodiment

of the present invention;

PCT/F199/00234
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Fig. 12 illustrates in flow diagram form a
general methodology for modifying the rate at which
virtual cells are output from a buffer;

Fig. 13 is a waveform diagram illustrating one
embodiment of various output enable signals generated at
the cell output enable circuit;

Fig. 14 illustrates an embodiment of a cell
output enable circuit used to control the rate at which
virtual cells are output from the buffer;

Figs. 15-16 are graphical depictions of the
relationship of average cell loss ratio, Pioss, as a
function of priority level for four specific load
levels;

Fig. 17 is a graphical illustration of the
results of a simulation which compares the constant bit
rate connections to those using feedback sources; and

Fig. 18 is a graphical illustration of the
throughput/capacity from each of the feedback sources as

a function of time.

DETAILED DESCRIPTION OF THE ILLUSTRATED EMBODIMENTS

In the following description of the various
embodiments, reference is made to the accompanying
drawings which form a part hereof, and in which is shown
by way of illustration various embodiments in which the
invention may be practiced. It is to be understood that
other embodiments may be utilized, and structural and
functional modifications may be made without departing
from the scope of the present invention.

The service concept described herein may be
viewed as a Simple Integrated Media Access (SIMA)
service model. The SIMA service model incorporates the
basic properties of ATM with the addition of eight

priority levels as defined within the context of a new

PCT/F199/00234
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service concept termed a nominal bit rate (NBR) service.
In general, the NBR service provides for the simple and
efficient division of network capacity amongst different
connections and the charging of user fees for the use of
such connections. A network that embraces a basic
version of the SIMA service model does not need to
perform many of the traditional and burdensome traffic
management functions involving traffic descriptors,
quality of service parameters, service classes,
connection admission control (CAC), or usage parameter
control (UPC).

All of these functions are effectively
replaced by functions performed by two autonomous units:
a measuring unit, provided at a user/network interface,
and a cell scheduling and buffering unit, provided at a
network node. The SIMA service concept, from a user’'s
perspective, is simple and understandable, because there
are no pre-defined traffic or quality parameters
assoclated with each connection, and charging for
connection usage is based solely on the value of NBR and
the duration of the connection.

A typical implementation of a SIMA service
utilizes two primary components: access nodes and core
network nodes, which have fundamentally different
functional responsibilities. For example, access nodes,
which may be a user/network interface, perform the task
of measuring traffic for every connection, whereas at
the core network nodes, the traffic control functions do
not need to know anything about the properties of
individual connections.

The elegant simplicity of the SIMA service
model offers obvious advantages to the manufacturers of
infrastructure hardware and software. For example, ATM
switches or crossconnects can be built using individual

cell scheduling and buffering units, switching fabrics,



10

15

20

25

30

35

WO 00/57670 PCT/F199/00234

11

and routing functions. By using ATM virtual paths or IP
switching technology, the routing tasks may be reduced
in complexity. 1In addition, packet discarding and
priority feedback features may be included in the cell
scheduling and buffering units without negatively
impacting their automaticity. Also, simple
implementation of network nodes may result in the
availability of a relatively inexpensive, high capacity
network infrastructure.

The more complex unit of the SIMA service
infrastructure concerns the access nodes. Such access
nodes will typically include a measuring unit to measure
the traffic stream of every connection in real-time, and
a computation unit for determining a priority to be
assigned to every cell. These additional features
should be implementable at a level of difficulty no
greater than that for effecting UPC in conventional ATM
networks.

The present invention provides for regulation
of the cell transfer rate from a cell-sourcing unit in
an NBR system as disclosed herein. Regulation of the
cell transfer rate allows for the realization of
acceptable cell loss probabilities. Information
regarding the connection threshold level is periodically
updated and fed back to the cell-sourcing unit. Each
ATM node calculates a typical allowable priority level
that can be inserted into special status cells used by
the source to probe the connection. The typical
allowable priority level of the nodes is then used to
optimize the cell transfer rate according to the
connection availability.

In one embodiment of the invention, the
feedback feature is used to optimize the cell transfer
rate by maintaining the highest priority possible

without exceeding the worst-case allowable priority
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accepted at the nodes of the virtual connection. The
invention, therefore, provides priority level feedback
(PLfp) which informs the cell source of a typical
priority level that is still accepted by the nodes of a
connection.

The cell source is directed to increase or
decrease the cell transfer rate in accordance with a
measurement device at the UNI. 1In one embodiment, this
measurement device is a buffer which is filled with
“virtual cells” as cells are output from the cell
source. The buffer is emptied by removing the virtual
cells from the buffer at a rate corresponding to the
availability of the connection. As the cell transfer
rate increases, the buffer becomes more filled. The
buffer discharges virtual cells at an increasing rate as
the status cells return priority level feedback
information indicative of greater network availability.
When the buffer occupancy level falls below a predefined
threshold value, a signal is sent to the cell output
source to increase its output cell rate. Conversely,
when the buffer occupancy level rises above a predefined
threshold value, a signal is sent to the cell output
source to decrease its. output cell rate.

Referring now to Fig. 1, there is shown a
general methodology for transmitting information between
a user/network interface and a network over an NBR
service connection. Initially, a user negotiates or
selects 40 a nominal bit rate with the network operator,
which may be performed prior to, or at the time of,
establishing the connection. In one embodiment, the
user informs the network operator that a desired NBR is
required, and the requested connection bandwidth is
allocated to the user. The network operator, in
accordance with this embodiment, need not perform the

task of analyzing current network load conditions
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existing at the core network nodes prior to establishing
or releasing an NBR connection. In an alternative
embodiment, the network operator performs the task of
determining network load status prior to establishing or
releasing an NBR connection, although this task may not
be necessary in a properly dimensioned network
supporting an NBR service.

Depending on a particular application, the
user selects 42 a real-time or a non-real-time network
connection. The process of determining the priority
level (PL) of each cell, which indicates the importance
or criticality of the cell relative to other cells,
involves measuring 44 the actual or measured bit rate
(MBR) of the selected real-time or non-real-time
connection at the UNI. The priority level of each cell
is determined 46 at the UNI using a ratio of the MBR and
the NBR.

After computing the priority level of each
cell at the UNI, the cells are transmitted 48 to the
network, such as to a node of the network. A network
node, upon arrival of a cell transmitted from the UNT,
performs a cell filtering process by which the node
determines whether to accept or discard a particular
cell. The cell filtering process involves determining
50 the state of one or more buffers or memories of the
network node to determine a buffer or memory occupancy
level. The node accepts or discards 52 a cell based on
the priority level of the cell and the state of the node
buffer. Cells that meet the filtering criteria
determined at the node are accepted, buffered, and
eventually transmitted 54 to another node in the network
or another network in a manner consistent with the
expected quality of service for the connection.

Figures 2-4 illustrate a procedure for

scheduling and buffering cells in accordance with one

PCT/F199/00234
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embodiment of an NBR service methodology. Referring now
to Fig. 2, a user establishes 60 an NBR with a network
operator. It may be desirable, although not regquired,
to initially set the service class 62 to a non-real-time
(nrt) service class as a default setting. Depending on
a particular application, the user may require a real-
time (rt) service class 64, which may be set by the user
directly or, typically, by the user’s application or
communications software. If the user requires a real-
time connection, each cell transmitted from the user’s
UNI will have the service class bit in the cell header
set to indicate that the payload of the cell contains
real-time information 70. It is noted that within the
context of a network implemented in accordance with the
NBR concept of the present invention, real-time service
class connections are expected to support virtually any
real-time application without the need to specify
particular cell transfer delay (CTD) and cell delay
variation (CDV) parameters. As such, the conventional
procedure of setting CTD and CDV bits of the cell header
to appropriate values to accommodate the real-time
service requirements of the connection is altogether
obviated.

If the user does not regquire a real-time
service connection, the default non-real-time service
class condition remains operative. As such, the rt/nrt
service class bit of each cell header is set to indicate
that the payload of the cell includes non-real-time
information 66. It is noted that the NBR service
disclosed herein does not utilize the cell loss priority
(CLP) scheme used by conventional ATM traffic management
approaches. As such, the CLP bit in the cell header may
instead be used to discern between real-time and non-

real-time payloads.
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In the above described embodiment, each cell
transmitted over a connection is designated as either a
real-time cell or a non-real-time cell, such as by
appropriately setting the rt/nrt service class bit of
the cell header. In an alternative embodiment,
depending on a user’s reqguirements, a connection may be
designated as being either a real-time or non-real-time
connection, and the cells communicated over such a
connection need not be individually assigned a real-time
or non-real-time status. Each node for a given
connection, for example, may perform a table look up
procedure upon arrival of a cell at the node to
determine whether the cell is associated with a real-
time or a non-real-time connection. Thus, in accordance
with this embodiment, a cell header bit need not be
reserved for distinguishing between real-time and non-
real-time cells.

After the rt/nrt service class header bit has
been set in the above-described manner, the actual bit
rate of a particular cell to be transmitted between the
UNI and the network is measured 74. Since, in practice,
the actual bit rate may be subject to significant
variability over time, a measuring unit of the UNI
employs an averaging measuring principle to determine
the actual or instantaneous bit rate, MBR;.

In general, the UNI measures 74 the actual bit
rate of a cell, such as cell;, by approximating the
actual or instantaneous bit rate of the connection
within a measuring period having a duration that is
appropriate for the particular connection (e.g., a real-
time or non-real-time connection). The instantaneous
bit rate, MBR;, may be determined using a known
technique.

Having determined 74 the measured bit rate,

MBR;, of the i:th cell, the priority level of the i:th
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cell is computed using the measured bit rate, MBR;, and
the nominal bit rate, NBR. In accordance with one
embodiment, it is assumed that a cell may be
distinguished from other cells using a cell
prioritization scheme that employs eight priority
levels. 1In order to indicate which of the eight
priority levels is attributed to a particular cell, each
cell allocates three bits for this purpose.

In accordance with current ATM specificationsg,
an ATM cell is specified as a unit of transmission
having a fixed-size frame consisting of a 5-octet header
and a 48-octet payload. It is appreciated that the
necessity to allocate three bits in the cell header for
the purpose of designating cell priority level may
require utilization of currently defined ATM header
bits. By way of example, it may be possible to utilize
the current Generic Flow Control (GFC) field which
constitutes a total of four bits. In this case, three
bits may be allocated for designating cell priority
level and one bit may be designated as the rt/nrt
service class bit. It may be possible, in accordance
with another embodiment, to allocate other header bits
for the purpose of indicating one of eight priority
levels and rt/nrt service class by deviating from the
five-octet header ATM specification.

As such, other header bits may be redefined to
represent cell priority level and service class
designations. Alternatively, one or more bits required
to specify cell priority level and/or service class may
be situated outside of the currently defined ATM cell
header. The need to make a minor modification to the
existing ATM cell header definition is significantly
offset by the substantial advantages offered by

employing the NBR service scheme of the present

PCT/F199/00234
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invention, such as a significant reduction in network
and traffic management overhead and complexity.

It is understood that the number of priority
levels may be less than eight or greater than eight. By
way of example, if it is assumed that four cell header
bits are allocated for purposes of indicating a cell'’'s
priority level, as many as 2% (i.e., 2%Pi%) 5r 16
priocrity levels may be defined. Increasing the number
of priority levels within the context of an NBR service
permits the network operator to make finer adjustments
to the bandwidth of a particular connection when
managing network traffic. The price for this finer
level of traffic control is the additional cell header
bit or bits needed to resolve a greater number of
priority levels.

A priority level computing unit determines 76
the priority level of each cell, such as cell;, using the
computed value of MBR; and the value of NBR. In
accordance with one embodiment of the present invention,
and assuming that the measured bit rate is MBR; when the
i:th cell is transmitted to the network, the priority
level (PL;) of cell; may be calculated using the

following equation:

In( MBR; /| NBR)

x=45+
In(2)
7 ifx217
PL, = |__xJ if0<x<7, [1]
0 ifx<0

where, ij represents the integer part of x. As will be

discussed hereinbelow in accordance with an embodiment
in which both NBR and traditional ATM service

connections are accommodated, the zero priority level,
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PL = 0, 1s reserved for those connections that use an
ordinary ATM service with guaranteed bandwidth and
quality of service. Accordingly, Equation [1] above may

be modified so as to produce cell priority levels
ranging between PL = 1 and PL = 7, such that |x]

represents the integer part of x, i1f 1 < x < 7.

It can be seen by application of Equation [1]
above that if a connection is exploiting network
capacity in excess to the connection’s negotiated NBR
value, the priority level of cell; is at least 4. It can
further be seen that if the momentary bit rate at the
UNI is less than the negotiated value of NBR, PL is at
most 4. The priority level scheme in accordance with
this embodiment of the present invention thus permits
adjustment of the relative capacity used by a connection
in steps of 2. From Equation [1l] above, it can be seen
that for an NBR of 100 kbit/s, an MBR higher than 566
kbit/sec results in a PL of 7, and an MBR lower than 8.8
kbit/s results in a PL of 0.

The three priority level bits allocated in the
cell header are set 78 for each ATM cell transferred
from the UNI. The ATM cells are then transmitted 80 to
targeted network nodes; identified by node addressing
information provided in the cell header.

It is noted that if a user is not satisfied
with the quality of service of the connection, the user
may elect between at least three alternatives. First,
the user may elect to keep the average bit rate
unchanging, but reduce the variation of traffic process.
Second, the user may elect to decrease the average bit
rate, or to increase the nominal bit rate. Increasing
the NBR will, however, generally result in a concomitant
increase in cost for a higher speed connection.

Finally, the user may change the network operator.
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In Fig. 3, there is illustrated in flow
diagram form a general methodology by which a network
node processes cells containing priority level
information received from a UNI in accordance with one
embodiment of the present invention. Figure 4
illustrates an embodiment of various components of a
network node employed to effectuate the methodology
illustrated in Fig. 3. It is assumed that a cell, such
as cell;, has been processed at a UNI and includes
priority level information derived in a manner described
hereinabove.

Cell; is transmitted from the UNI to a network
node and is received at a filter 88 of the node. A
memory manager 89 checks the status 81 of the memory 90
in order to determine the occupancy in the memory 90.
The memory manager 89 determines 82 the allowable
priority level (PL,) based on the occupancy state of the
memory 90. In general, the memory manager 89
establishes a high allowable priority which translates
to a low allowable priority “level,” for example PL, = 0
or 2, when the occupancy level of the memory 90 is high
(i.e., few available memory locations). When the memory
manager 89 determines that the memory 90 has ample
capacity for receiving new cells, the memory manager 89
establishes a low allowable priority which translates to
a high allowable priority “level,” for example PL, = 6 or
7. As will be appreciated by those skilled in the art,
the calculation of PL, could alternatively be based on
unoccupied buffer capacity rather than on buffer