METHOD FOR PROVIDING ENHANCED OPTIONS FOR VIEWING INFORMATION OR MANIPULATING DATA

Abstract: Techniques for enhancing a users viewing experience include providing new opportunities for viewing information or manipulating data during the viewing experience. The user may take an action that has an intended purpose of changing a mode of play of content displayed at the client device. An event prompted by the user action, such as a pause or rewind of the displayed content, may be an event that triggers at least one extended option associated with the displayed content.
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METHOD FOR PROVIDING ENHANCED OPTIONS FOR VIEWING INFORMATION OR MANIPULATING DATA

CROSS-REFERENCE
[0001] The present application claims priority from U.S. Provisional Application No. 61/786,764, filed March 15, 2013, and from U.S. Utility Application No. 13/949,890, filed July 24, 2013, the entire disclosure of which is incorporated herein by reference.

BACKGROUND
[0002] It is desirable to improve the viewing experience of a user.

BRIEF DESCRIPTION OF THE DRAWINGS
[0003] For the purpose of illustrating embodiments described below, there are shown in the drawings example constructions of the embodiments; however, the embodiments are not limited to the specific methods and instrumentalities disclosed. In the drawings:
[0004] Figure 1 depicts an example flow diagram for providing an extended option to a user for enhancing a user's viewing experience.
[0005] It is noted that while the accompanying Figures serve to illustrate embodiments of concepts that include the claimed invention, and explain various principles and advantages of those embodiments, the concepts displayed are not necessary to understand the embodiments of the present invention, as the details depicted in the Figures would be readily apparent to those of ordinary skill in the art having the benefit of the description herein.
DETAILED DESCRIPTION

[0006] Disclosed herein are techniques for enhancing a user's viewing experience by providing new opportunities for viewing information or manipulating data during the viewing experience. In embodiments, a triggering event may provide the user with enhanced options for viewing information or manipulating data.

[0007] Figure 1 depicts an example flow diagram for providing an extended option to a user for enhancing a user's viewing experience. At 102, a user may take an action. In embodiments, the intended purpose of the user action is to change a mode of play of content displayed at the client device. For example, the user may wish to pause or rewind the displayed content. The user action may include pressing a button (e.g., a pause or rewind button) on a device that can send a command to change the mode of play of the displayed content accordingly. An event prompted by the user action, such as a pause or rewind of the displayed content, may be an event that triggers at least one extended option associated with the displayed content to also be provided, thus referred to herein as a triggering event. At 104, the triggering event may be detected such that the execution of the intended purpose of the triggering event, at 106, triggers the extended option associated with the displayed content to also be provided, at 108.

[0008] In embodiments, the intended purpose of the event that triggers the extended option is a change in the mode of play of content. For example, the triggering event may include pausing a displayed content, fast-forwarding the content, putting the content in a slow-motion mode, rewinding the content, initiating live play, initiating playback of recorded content, resuming paused content, or the like.
The execution of the intended purpose of the triggering event at 106 (e.g., pausing the displayed content) may cause at least one extended option associated with the displayed content may be provided at 108. Thus, the extended option for viewing information associated with the displayed content is made available upon detection of the triggering event without requiring additional user input. The user action primarily designed to change the mode of display may therefore provide an extended option. Examples of an extended option include the display of a text box, a visual indication of selectable or tagged items in the displayed content,

In embodiments, changing a mode of play, such as entering in to a pause mode, may trigger the availability of a variety of options to a user at 108, e.g., media identification, social media coordination, a text search, as described in more detail below. In embodiments, the trigger event detected at 104 may be a user selection of an item from a displayed content, where the user is provided with new opportunities for viewing information or manipulating data based on content selected. The triggering event may occur during content playback or live video and may occur during any viewing mode (e.g., live, rewind, fast-forward, pause). In embodiments, the techniques described are available to the user from a client device, such as a set-top box connected to a display device, a tablet, a personal computer, a mobile device, or the like.

Some users, referred to commonly as lean-back viewers, prefer a laid-back viewing experience that does not require significant interaction on the part of the user to perform desired tasks. It may be desirable in the context of the disclosed techniques to minimize user interaction required to initiate the options available for enhanced viewing. In embodiments, the enhanced options provided at 108 may be made available as an
extended result to the result intended by the triggering event. For example, the triggering event may be a change in play mode, where the intended result is a change in mode, e.g., from live play to pause mode, or from live play to fast-forward mode. While the triggering event in this example is a change in mode, having an intended result of modifying the mode of play, the extended result may be to make the enhanced options available to the user. In this manner, the enhanced options may be made available to the user without requiring additional user input.

[0012] As a result of a triggering event, the extended options available to a user may be an identity of tagged items in the displayed content. For example, a user may cause a display of content to enter a pause mode, such as by pressing a pause button on a control device or performing a pause gesture on a touch screen device. Recognizing the triggering event, items in the paused scene that are tagged may automatically be identified to the user as an extended result of the entry into pause mode.

[0013] Tagged items may include people or objects in the content that are selectable or have metadata available. There are various entities/sources responsible for tagging items in content, such as a content provider, an advertiser, the client device, a user, or the like. Tagging can be performed by an application hosted on a processor in the client device, such as a set-top box, digital video recorder (DVR) tablet, personal computer (PC), or by an application hosted in the network, such as in a processor at the headend, a cloud, a content provider, or any on-demand service. Both people and objects can be tagged, to the level of the application's ability.

[0014] In embodiments, an indicator that an item is tagged may be a selectable icon or text balloon that is displayed next to each of the items in the displayed content.
The icon or balloon may include information about the item, provide an option to select the icon/balloon for additional information, or provide an option to perform additional tasks associated with the selected item. Items may be selected in any manner suitable to the client device, such as by touching the icon/balloon portion of the screen, hovering a cursor over the icon/balloon, clicking on the icon/balloon with a mouse, or the like. In embodiments, a user selects the item using a computer-aided control device, e.g., a mouse or keyboard. The user may configure the manner in which the client device displays the information, such as next to the object, on another screen, on another device, or the like.

Tags and information associated with each of the tagged items may be stored for use during a subsequent playback of the content.

[0015] The tagging feature disclosed may combine the benefits of improving facial and object recognition techniques with live play or content playback technology (such as DVR, nDVR, VOD, or the like). In embodiments, a tagging feature combines facial and object recognition techniques with content display technology to identify selected content and provide additional information about the selected content. The extent of the tagging may depend on the sophistication of the hosted application. For example, object and facial recognition software is improving and becoming more reliable. The abilities to identify persons via facial recognition software in a displayed content may depend on the abilities for facial recognition in the hosted application.

[0016] The metadata for an item selected may provide additional options to access information. For example, the metadata may include a source of the item or a link to a website for purchasing the product. Thus, the user can access external sources of information related to a displayed item. For example, if a user selects a person on the
screen, metadata may be displayed that relates to the image, such as the type of clothing the person is wearing. The metadata may include a brand of the clothing or a link to a store that sells the clothing).

[0017] The user can select an item and/or use the available metadata to manipulate the content displayed/played for the user. For example, the user can select any of the tagged items and jump forward or backwards to a different scene in which the tagged item appears. An application could use facial recognition software to find the next occurrence of the tagged item or (if the tagged item is named). Options on the remote control that are common for controlling content, e.g. the play or rewind buttons, may be selectable to cause a jump to a different scene having the selected tagged object. Remote controls used for DVD playback, for example, commonly have chapter search buttons which are normally used for DVD playback. The chapter buttons in the context of the disclosed enhanced options could be used to cause a jump to a different scene having the selected tagged object. When scene jumping, the client device may restart the playback of the content a period before the item appears, e.g., a few seconds before the item appears, to provide context for the new scene.

[0018] There are options available for a person tagged in displayed content as well. For example, a user may select an actor displayed on screen and have options to select a different scene or different content with the selected actor. Consider a viewer that really likes the actor Harrison Ford. The user pauses the video, i.e., triggering event, and all the actors on the screen are tagged. The user selects Harrison Ford. Note that the application tagging might not know the actor is Harrison Ford and is just tagging all people in the picture. The viewer then presses the "next chapter" button and the video
resumes three seconds before the next scene where an on-screen face which matches Harrison Ford appears. In embodiments, a list of other movies the selected actor has made may be displayed in a list on the display. Databases may augment the described tagging and searching.

[0019] In another example, a Formula 1 fan records the F1 race from Italy. Their favorite driver is Michael Schumacher, who drives for Mercedes. The user pauses the video when Michael's car is on screen and his car, the number 7 Mercedes, along with the other cars are tagged. The viewer selects the number 7 Mercedes and then every "chapter search" jumps him to the next video that contains Michael's car.

[0020] It should be noted that there are many options for tagging items or including tagged items in content for display. Items may be tagged prior to distribution to the client device or prior to playback of recorded content. For example, an advertiser may identify a product to be tagged in content to be delivered to a client device. The advertiser can designate the metadata available, such as the product source or where to buy the product, if the item is selected. In another example, a content provider may use facial/object recognition software to tag items prior to delivery of the content to the client device. The more items tagged, the more options the user may have to access information associated with the tagged items.

[0021] Items may be selectable in real-time for tagging, such as by a user or by the client device at the time of viewing the content. For example, a user may select and tag items as the content is displayed, or the client device may use facial/object recognition software to identify items as the content is displayed. The user may tag an item with a user-defined tag or select a tag from a library of options. The client device
may provide a tag as a result of facial/object recognition. The item selected may be tagged and the tag may be stored for future use when the item or a similar item is selected.

[0022] Embodiments are disclosed that require minimal viewer involvement to select content, view the information as a result of the selected content, and/or manipulate data based on the selections. For example, in the example of entering a pause mode, items in the paused display may be automatically selected upon entering the pause mode such that no additional interaction is necessary to select the items. Thus, entering the pause mode, e.g., by selecting a pause button a control device or issuing a verbal command, may not only serve to pause the content play, it may identify tagged items in the paused content.

[0023] Enhanced options made available to a user upon a triggering event may include aspects of the content other than a display of tagged items. A music identifier option may be available to identify the music playing at the time of the triggering event. For example, if the content displayed is paused, the music playing at the time of the pause may be identified. The identity of the music may be displayed immediately on screen, added to a database of user-selected favorites, or viewable by selecting an icon on the screen.

[0024] In embodiments, the enhanced option made available to the user includes accessing external sources for information about the paused video. In the music identifier option, for example, the music may be identified by matching the media to a local library of music. However, in embodiments, the music may be identified by providing a media file, or a clip of the media file, to an external source for music recognition. Similarly, an
image clip could be provided to an external source (e.g., Google Images) for matching to and identifying a person or object.

[0025] An enhanced option made available to a user upon a triggering event may include access to a text search in text associated with the content. For example, while in pause mode, a text search option may be made available to search for key words in descriptive video and/or closed captioning text. Descriptive video includes text descriptions of the content. Closed captioning represents a text version of the dialogue and sounds that occur in the content. Thus, while the user is in a pause mode, the user may perform a text search in various kinds of text associated with the content. Additional options may be made available to the user based on the results of the text search. For example, the user may select to pause displayed content and, in a text box caused to be displayed upon the triggering event, search the descriptive video for an actor by name, e.g., "Harrison Ford." As a result of the text search, scenes in the content that are tagged with this description may be identified to the user for further action, such as selecting a different scene having an item that matches the searched text.

[0026] In embodiments, an enhanced option initiated by the triggering event may be the display of a case list. In another example, a location at the time of the triggering event may be displayed. In another example, background music titles may be displayed. Targeted advertising when the content is paused is also contemplated by the disclosed techniques.

[0027] Text associated with the content or associated with specific items in the content is configurable by the user. For example, in embodiments described above, the
user may select an item in a scene and provide a user-defined tag that is associated from
that point with the item.

[0028] In embodiments, the user may insert a marker into the displayed content. The
marker may be inserted as a result of a triggering event initiated by the user, where
the marker may be inserted into the content at the time of, or during, the triggering event.
For example, when a user pauses a playback session, the content device may insert
markers that can be used for subsequent trickplays. A tag configurable by the user may
be associated with that marker. For example, when a user could select to pause the
content, causing the scene displayed during the pause mode to be marked, and associate a
tag (e.g., text that reads "cool car" or "big explosion"). The markers include an indicator
of where the content was paused, tags automatically generated at the pause point, and any
user-defined tags added at the pause point. Thus, the user may subsequently jump to the
marked pause point simply by selecting the marker or selecting the user-defined tag
associated with the marker. The user can then jump to the marker easily during a
subsequent playback of the content.

[0029] A plurality of available enhanced options (e.g., identity of tagged items,
media identification, text search, etc) may be compiled into a scrollable list or the like
from which the user can select a desired task. For example, if the user causes content to
enter in to a pause mode, the various options for additional information or manipulation
of data associated with the content or client device may be made available to the user in a
list. The display of the list may be initiated by the triggering event. The user can select
from the list of enhanced options that is displayed as a result of, or during, the triggering
event.
The various options for how and when to view additional information available via the disclosed enhanced viewing options is configurable. The user can configure settings to limit the result of a triggering event to a specific enhanced option. For example, if the user prefers that a pause mode is only used to identify music and only if a user selects an icon for media identification, the user can configure the enhanced options in this manner. In another example, if the user prefers that music identified by a pause is maintained in a database of music associated with the selected icons, the user can define the desired configurations.

Embodiments for enhancing options as a result of a triggering event include combining tagging and social media connections, thereby combining a social medial world with a video play/playback world.

As described above, Figure 1 depicts an example flow diagram for providing an extended option to a user for enhancing a user's viewing experience. At 102, the user action may take an action. In embodiments, the intended purpose of the user action is to change content displayed at a first client device. For example, a user may submit a revised social media status update at the first client device for the intended purpose of modifying the displayed content.

An event prompted by the user action, such as the update to the social media status update which modifies the content displayed at the first client device, may be an event that triggers, at 110, at least one extended action of changing a mode of play. In embodiments, upon execution of the triggering event at 106, the system will display social media updates at 112. For example, when a user pauses a playback, the system will automatically display Facebook / Google+ status changes that have occurred in the
recent past (possibly limited to what occurred since the last pause or program start). In another embodiment, a user selects a pause button at 102, and only a last status update is posted at 112. The settings to configure which social media statuses are of interest are configurable and can be stored for a specific user or device.

[0034] From another perspective, the system can be configured by a second user to automatically pause the content during playback at 106 when a social media status of interest changes by a first user at 102. For example, if a designated social media contact, the first user, updates a social media status at 102, the status update executed at 106 by the friend at the first user’s client device may trigger a pause of content displayed at the second user's client device at 110. At 112, structured information feeds may be displayed on the second client device.

[0035] In another example, the use of key words used in a circle of social media contacts in a status update, executed at 106, can trigger a pause of content displayed at the user's client device at 110. A time frame may be defined to limit the number of status updates displayed (e.g., configured to only show status updates from the last 30 minutes). In another example, the user's own status update can cause content to be paused. The user can define statuses of interest.

[0036] It is noted that many examples in this disclosure are described in the context of a pause mode. It is common for users to enter a pause mode, often by selecting a pause button on a control device, e.g., remote control. Other manners of issuing commands are possible, such as voice input commands, gestures, touch-screen inputs, and the like. Both recorded and live content can be paused and there are multiple reasons to pause. Disclosed are options for presenting useful information at the time the
video is paused, including providing valuable options that allow the viewer to do more than just resume playback of the content. For example, in embodiments, the user may select content during a paused view, where opportunities for additional information may be made available to a user during the paused view. Thus, the disclosed techniques provide for a maximum value pause where, instead of just providing an option to resume content play, the techniques capitalize on the options available using the still image, enabling selections for enhanced viewing options.

[0037] However, it is noted that in addition to a pause mode, the concepts disclosed may extend to other modes, such as a fast-forward mode or slow-motion mode. Further, the concepts can apply to live or real-time play as well as playback of recorded content. Thus, while it may be possible via the disclosed techniques to maximize options available for viewing content during a pause mode, it is also possible to maximize the value possible when selecting content during live play or playback without requiring the content to be paused. For example, during live play, a user may use a control device to point at the display and select an object that is displayed in a single frame of video or displayed throughout the duration of several frames.
We Claim:

1. A method for providing an extended option to a user, the method comprising:
   - detecting a triggering event prompted by user action, wherein an intended purpose of the triggering event is to change a mode of play of content displayed at a client device;
   - causing, upon execution of the intended purpose of the triggering event, at least one extended option associated with the displayed content to also be provided,
   - wherein the at least one extended option is actionable by the user to view information associated with the displayed content or modify the content displayed based on an item selected from the displayed content.

2. The method of claim 1, wherein the triggering event is at least one of a pause, fast-forward, slow-motion, rewind, initiation of live play, initiation of playback of recorded content, or resume paused content.

3. The method of claim 1, wherein the extended option is at least one of a text box or a visual indication of selectable or tagged items in the displayed content.

4. The method of claim 3, wherein, upon a selection of an item from the selectable or tagged items, the item is identified via recognition techniques or metadata associated with the tagged item.

5. The method of claim 3, wherein upon a selection of an item from the selectable or tagged items, at least one other location in the content, if the item appears elsewhere in the content, is identified.
6. The method of claim 5, wherein the content displayed at the client device is moved forward or backward to a different scene in which the item appears.

7. The method of claim 3, wherein a tagging feature combines facial recognition or object recognition techniques with content display technology to identify items in the content and store information about items in the content.

8. The method of claim 3, wherein one of the tagged items in the content displayed is based on a user-defined tag previously tagged by the user for access during subsequent playback of the content.

9. The method of claim 3, wherein additional information is added and stored associated with an item in the tagged items for access during subsequent playback of the content.

10. The method of claim 1, wherein the extended option for viewing information associated with the displayed content is made available upon detection of the triggering event without requiring additional user input.

11. The method of claim 1, wherein the user action is an action of a first user, and the user provided the extended option is a second user.

12. The method of claim 1, wherein the client device upon which the intended purpose of the triggering event is executed is a first client device, and the change to the mode of play displayed is executed at the first client device, and the at least one extended option actionable by the user is provided at a second client device.
13. A method for extending a result of a triggering event to automatically deliver information to a display, the method comprising:

- detecting a triggering event prompted by user action, wherein an intended purpose of the triggering event is to change content displayed at a first client device;

- causing simultaneously, upon execution of the intended purpose of the triggering event, an extended action of changing a mode of play on a second client device and delivering structured information feeds to a display on the second client device.

14. The method of claim 13, wherein the structured information feeds are at least one of frequently updated content feeds, social media posts, or news items.

15. The method of claim 13, wherein the frequency of the updated content feeds is configurable by the user.

16. The method of claim 13, wherein the user action that prompts the triggering event is a user's update to the structured information feed.

17. The method of claim 16, wherein a user that performs the user action is user different from the user viewing content at the client device.
102  User action

104  Detect a triggering event

106  Execute an intended purpose of the triggering event

108  Upon execution, provide an extended option associated with a displayed content

110  Upon execution, causing a change of mode of play on a client device

112  Deliver structured information feeds to the client device
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