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FILE SYSTEM LOCATION VERIFICATION USING A SENTINEL

Technical Field of the Invention

The invention relates to a method, a system, and a computer program product for verification

of a file system location using a sentinel.

Background of the Invention

In UNIX* file system hierarchies a tree structure may exist, wherein the tree structure
comprises of directories and files. A directory may include other directories and files,
wherein the other directories that are included in a directory may be referred to as
subdirectories. The top level directory of the UNIX file system may be referred to as the root

or the root directory.

Additionally, in UNIX file systems, the capability exists to mount other file systems into the
root of the UNIX file system hierarchy at a “mount point” or at “mount points” within
previously mounted file systems. The “mount point” is a specific directory location within
the overall UNIX file system hierarchy. This mechanism allows an administrator to construct
a flexible and expandable UNIX file system hierarchy which includes a number of mounted
file systems that can be local or remote, wherein the remote files systems may include
Network File System (NFS) mounted file systems. End users at a command prompt and
application programs may see one complete UNIX file system hierarchy and may be

unaware as to which specific directories are within which mounted file systems.

Summary of the Invention

Provided are a method, a system, and an computer program product in which a new file
system is mounted to a mount point of an existing file system implemented in a
computational system. A sentinel indicator is stored in the mount point. Prior to initiating an
input/output (I/0) operation by a program, a determination is made by the program as to

whether the sentinel indicator exists. In response to determining by the program that the
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sentinel indicator exists, the I/O operation is performed by the program. In certain alternative
embodiments, in response to determining by the program that the sentinel indicator exists,

the 1/0 operation is not performed by the program.

In certain additional embodiments, the new file system is unmounted. Prior to initiating
another 1/O operation by the program, the program determines whether the sentinel indicator
exists. In response to determining that the sentinel indicator does not exist, an error is

returned.

In certain embodiments, the sentinel indicator is a file or a directory.

In further embodiments, the existing file system is a hierarchical file system with a root
directory that is a top level file system. The mount point is a directory or a subdirectory of
the root directory. Furthermore, in response to the new file system being mounted to the
mount point, one or more previously existing files of the existing file system are no longer

visible to the program.

Certain embodiments provide a method, comprising: mounting a new file system to a mount
point of an existing file system implemented in a computational system; storing a sentinel
indicator in the mount point; prior to initiating an input/output (I/O) operation by a program,
determining by the program whether the sentinel indicator exists; and in response to
determining by the program that the sentinel indicator exists, not performing the I/O

operation.

Brief Description of the Drawings

Embodiments of the invention will now be described, by way of example only, with

reference to the accompanying drawings in which:

FIG. 1 illustrates a block diagram of an exemplary computational device, in accordance with

certain embodiments;
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FIG. 2 illustrates a block diagram that shows a root directory with a mount subdirectory, in

accordance with certain embodiments;

FIG. 3 illustrates a block diagram that shows a root directory with a mount subdirectory

which is a mount point for a new file system, in accordance with certain embodiments;

FIG. 4 illustrates a flowchart that shows first operations implemented in the computational
device of FIG. 1, wherein no sentinel indicator is used, in accordance with certain

embodiments;

FIG. 5 illustrates a block diagram that shows a root directory with a mount subdirectory that
has a sentinel file included in the mount subdirectory, in accordance with certain

embodiments;

FIG. 6 illustrates a flowchart that shows second operations implemented in the
computational device of FIG. 1 in which a sentinel file is used, in accordance with certain

embodiments;

FIG. 7 illustrates a flowchart that shows third operations implemented in the computational

device of FIG. 1 in which a sentinel file is used, in accordance with certain embodiments;

FIG. 8 illustrates a flowchart that shows fourth operations implemented in the computational
device of FIG. 1 in which a sentinel file is used, in accordance with certain embodiments;

and

FIG. 9 illustrates a block diagram of a computational system that shows certain elements that
may be included in the computational device of FIG. 1, in accordance with certain

embodiments.
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Detailed Description

Given the possibility that any directory within a UNIX file system hierarchy may be a
“mount point” or not be a “mount point”, it is possible that any given specific directory
location in the overall UNIX file system hierarchy may either be within a selected mounted
file system or not within the selected mounted file system. A “mount point” may be in one
of two possible states. In a first state, a file system is not mounted at the “mount point”. In a
second state, a file system is mounted at the “mount point”. Mounting a file system at a
“mount point” has the effect of hiding or obscuring the existing contents (i.e., files and/or
subdirectories) that exist at the “mount point”, and mounting the file system at the “mount
point” makes only the mounted file system visible. When the file system is unmounted the
previous contents may be visible once again. Furthermore, any file system may potentially

be mounted at a given “mount point”.

Wherever there is a possibility of mounting or unmounting of file systems, the potential
exists that at any given point in time the overall UNIX file system hierarchy is not in the
state that the UNIX file system was intended to be in by the UNIX file system administrator.
Procedures for mounting the file systems may be manual rather than automated (for
example, during the boot of the operating system). Anytime, a manual mount is required,
the potential for neglecting to perform the corresponding unmount may exist. In addition,
file systems may be unmounted for a number of reasons, such as to perform maintenance
(i.e. a backup). In certain situations, the wrong file system may be mistakenly mounted at a

given “mount point”.

All of these possibilities can create difficulties for end users and applications that attempt to
access files and directories in the UNIX file system hierarchy. The files or directories that
are to be accessed may or may not be present in the properly mounted file systems as
anticipated. However, in some cases end users and applications may be operating on known
specific directory locations and may not be able to determine whether the intended file
system has been mounted or not, and such situations may lead to erroneous and unexpected

results. These include the following possibilities:
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(1) Attempting to locate or read a file at a specific directory location which is intended to be
within a mounted file system, but the file system is not currently mounted. As a result, the

file cannot be located or read.

(i) Attempting to write a file at a specific directory location which is intended to be within a
mounted file system, but the file system is not currently mounted. As a result, the file is
written, but a later mount of the file system obscures the file that has been written making

the file inaccessible; and

(1i1) Attempting to write a file at a specific directory location which is intended to be within a
mounted file system, but the wrong file system is currently mounted. As a result, the file
may be written, but then the UNIX administrator may unmount the wrong file system and

mount the correct file system making the file that has been written inaccessible.

Certain embodiments provide a mechanism for an end user or application to ensure that the

contents of a specific file system location are in an intended configuration.

In certain embodiments, when a program is dependent on a specific directory being at or
within a mounted file system, the program can mandate the existence of a predetermined
sentinel at the directory location. When a storage administrator is configuring the directory
location within the mounted file system on behalf of the program, the administrator may be
responsible for the creation of the sentinel. When the program is performing Input/Output
(I/0) operations to the configured location, the program may first verify the existence of the
sentinel. If the sentinel is present, the program can be assured that the location is where the
administrator wanted the 1/0 to occur. If the sentinel is not present, the program will ensure

the failure of all I/O operations.

In certain embodiments, the program is assured that the program is performing I/O in the
location desired by the administrator as a result of the confirmation of the existence of the
sentinel. This prevents lost time in problem determination that may be necessary if the data

was not in the specified location as a result of the file system not being mounted.
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FIG. 1 illustrates a block diagram of an exemplary computational device 100, in accordance
with certain embodiments. The computational device 100 may comprise any suitable
computational device comprising one or more of a mainframe, a personal computer, a
midrange computer, a telephony device, a server, a client computer, a handheld computer, a

laptop, a palmtop computer, etc.

The computational device 100 includes an operating system 102, a file system 104 and a
program 106. The operating system 102 may by any exemplary operating system, such as
the UNIX operating system. In an exemplary embodiment the file system 104 may comprise
a hierarchical file system in which mounts are allowed on drives, directories or
subdirectories. The program 106 may comprise an application that accesses files and

directories stored in the file system 104.

A storage administrator 108 may interact with the computational device 100 via an
exemplary command line interface or a graphical user interface and manage the file system
104. In certain embodiments, an automated computer program may perform the operations

performed by the storage administrator 108.

FIG. 2 illustrates a block diagram that shows a root directory 200 with a subdirectory
referred to as a mount directory 202 implemented in the file system 104 of the computational
device 100, in accordance with certain embodiments. The root directory 200 may include
other subdirectories 204. The mount directory 202 may include an exemplary file named
“myfile” 206 and no new file system has been mounted to the mount directory 202. In such

embodiments, the file named “myfile” 206 is accessible to the program 106.

FIG. 3 illustrates a block diagram that shows a root directory 300 with a subdirectory
referred to as a mount directory 302 implemented in the file system 104 of the computational
device 100, in accordance with certain embodiments. The root directory 300 may include
other subdirectories 304. The mount directory 202 may include an exemplary file named
“myfile” 306. In FIG. 3, a new file system has been mounted in the mount directory 302. In

such embodiments, the file named “myfile” 306 is no longer accessible to the program 106.
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FIG. 4 illustrates a flowchart that shows first operations implemented in the computational
device 100 of FIG. 1, wherein no sentinel indicator is used, in accordance with certain

embodiments.

Control starts at block 400, in which the file system 104 has a directory called /mount
(reference numeral 302 of FIG. 3, wherein “/mount” is an exemplary notation that denotes
the mount directory 302) that was created in order to be used as a mount point for a new file
system for the program 106. The storage administrator 108 creates (at block 402) a file
system with the intent of mounting the files system using the /mount directory 302 as a

mount point

The program 106 is configured (at block 404) to perform I/O to the /mount directory 302.
The program 106 is requested (at block 406) to perform a write to a file called
/mount/myfile. The program 106 performs (at block 408) the requested write and since the
file system was not mounted, the data is written to the /mount directory (the location where

the data is written is shown by reference numeral 306 in FIG. 3).

The storage administrator 108 realizes (at block 410) that the desired new file system was
not mounted and mounts the desired file system to the /mount mount point 302. The program
106 is requested (at block 412) to perform a read of a file called /mount/myfile. The read
fails (at block 414) because the write occurred (at block 408) before the desired file system

was mounted.

FIG. 5 illustrates a block diagram that shows a root directory 500 with a subdirectory
referred to as a mount directory 502, wherein a sentinel file 504 is included in the mount
directory 502, in accordance with certain embodiments. The file myfile 508 is a file within a
new file system mounted at the mount directory 502. In certain exemplary embodiments, the
sentinel file may be a file named sentinel.dat. The root directory 500 may include other

subdirectories 506.
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FIG. 6 illustrates a flowchart that shows second operations implemented in the
computational device 100 of FIG. 1 in which the sentinel file 504 is used, in accordance with

certain embodiments;

Control starts at block 600, in which the file system 104 has a directory called /mount 502
that was created to be used as a mount point for the program 106. The storage administrator
108 creates (at block 602) a new file system with the intent of mounting the new file system
by using the /mount directory 502 as a mount point. The storage administrator 108 creates
(at block 604) a sentinel file 504 with the predetermined name sentinel.dat in the /mount

directory 502 on the mounted new file system.

The program 106 is configured (at block 606) to perform I/O to the /mount directory 502.
The program 106 is requested (at block 608) to perform a write to a file called
/mount/myfile. The program 106 tests (at block 610) for the existence of the sentinel file
(/mount/sentinel.dat) 504. In certain embodiments, in which the new file system has been
unmounted, the sentinel file is not found (at block 612) and the write fails. An error message

is issued (at block 614) indicating the sentinel file was not found.

FIG. 7 illustrates a flowchart that shows third operations implemented in the computational
device 100 of FIG. 1 in which a sentinel file 502 is used, in accordance with certain

embodiments.

Control starts at block 700, in which the storage administrator 108 realizes from an error
message (e.g., error message generated in block 614 of FIG 6) that a desired file system was
not mounted and mounts the desired file system to the /mount 502 mount point. From block

700 control may proceed to either block 702 or block 708.

The program 106 is requested (at block 702) to perform a write to a file called
/mount/myfile. The program 106 tests (at block 704) for the existence of the sentinel file 504
(/mount/sentinel.dat). The sentinel file 504 is found (at block 706) and the write succeeds
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The program is requested (at block 708) to perform a read of a file called /mount/myfile. The
program tests (at block 710) for the existence of the sentinel file 504 (/mount/sentinel.dat).
The sentinel file is found (at block 712) and the read is successful.

In the operations shown in FIGs. 6 and 7, the storage administrator 108 created the sentinel
file 504 that clearly identified that location as the intended location for I/O. The testing prior
to subsequent /O operations allow the program 106 to be certain that the program was

reading from or writing to the correct location.

FIG. 8 illustrates a flowchart that shows fourth operations implemented in the computational
device 100 of FIG. 1 in which a sentinel file is used, in accordance with certain

embodiments.

Control starts at block 800 in which a new file system is mounted to a mount point 502 of an
existing file system 104 implemented in a computational system 100. A sentinel indicator
504 is stored (at block 802) in the mount point 502. In certain embodiments, the sentinel
indicator is a file and in other embodiments the sentinel indictor is a directory. Prior to
initiating an input/output (I/O) operation by a program 106, a determination is made (at
block 804) by the program 106 as to whether the sentinel indicator 504 exists. In response to
determining by the program 106 that the sentinel indicator exists, the I/O operation is
performed (at block 806) by the program 106. In certain alternative embodiments, in
response to determining by the program 10 that the sentinel indicator exists, the /0O

operation is not performed by the program 106.

In certain additional embodiments, the new file system is unmounted. Prior to initiating
another 1/0 operation by the program 106, the program 106 determines whether the sentinel
indicator 504 exists. In response to determining that the sentinel indicator 504 does not exist,

an error is returned.

In further embodiments, the existing file system is a hierarchical file system with a root
directory 500 that is a top level file system. The mount point 502 is a directory or a

subdirectory of the root directory 500. Furthermore, in response to the new file system being
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mounted to the mount point, one or more previously existing files of the existing file system

are no longer visible to the program 106.

Therefore, FIGs. 1-8 illustrate certain embodiments in which a storage administrator 108
creates a sentinel file in the directory and on the file system where 1/O is desired. When a
program 106 is required to perform 1/0 to the directory, a test is performed to ensure the
existence of the sentinel. If the sentinel is found, the 1/0 is carried out. If the sentinel is not
found, the I/O is failed and a message or error code is presented to indicate that the target
location contents are not as expected based on configurations made by the storage

administrator 108.

The described operations may be implemented as a method, apparatus or computer program
product using standard programming and/or engineering techniques to produce software,
firmware, hardware, or any combination thereof. Accordingly, aspects of the embodiments
may take the form of an entirely hardware embodiment, an entirely software embodiment
(including firmware, resident software, micro-code, etc.) or an embodiment combining
software and hardware aspects that may all generally be referred to herein as a “circuit,”
“module” or “system.” Furthermore, aspects of the embodiments may take the form of a
computer program product embodied in one or more computer readable medium(s) having

computer readable program code embodied thereon.

Any combination of one or more computer readable medium(s) may be utilized. The
computer readable medium may be a computer readable signal medium or a computer
readable storage medium. A computer readable storage medium may be, for example, but
not limited to, an electronic, magnetic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of the foregoing. More specific
examples (a non-exhaustive list) of the computer readable storage medium would include the
following: an electrical connection having one or more wires, a portable computer diskette, a
hard disk, a random access memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash memory), an optical fiber, a portable
compact disc read-only memory (CD-ROM), an optical storage device, a magnetic storage

device, or any suitable combination of the foregoing. In the context of this document, a
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computer readable storage medium may be any tangible medium that can contain, or store a
program for use by or in connection with an instruction execution system, apparatus, or

device.

A computer readable signal medium may include a propagated data signal with computer
readable program code embodied therein, for example, in baseband or as part of a carrier
wave. Such a propagated signal may take any of a variety of forms, including, but not
limited to, electro-magnetic, optical, or any suitable combination thereof. A computer
readable signal medium may be any computer readable medium that is not a computer
readable storage medium and that can communicate, propagate, or transport a program for

use by or in connection with an instruction execution system, apparatus, or device.

Program code embodied on a computer readable medium may be transmitted using any
appropriate medium, including but not limited to wireless, wireline, optical fiber cable, RF,

etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for aspects of the present invention may
be written in any combination of one or more programming languages, including an object
oriented programming language such as Java*, Smalltalk, C++ or the like and conventional
procedural programming languages, such as the "C" programming language or similar
programming languages. The program code may execute entirely on the user's computer,
partly on the user's computer, as a stand-alone software package, partly on the user's
computer and partly on a remote computer or entirely on the remote computer or server. In
the latter scenario, the remote computer may be connected to the user's computer through
any type of network, including a local area network (LAN) or a wide area network (WAN),
or the connection may be made to an external computer (for example, through the Internet

using an Internet Service Provider).

Aspects of the present invention are described below with reference to flowchart illustrations
and/or block diagrams of methods, apparatus (systems) and computer program products
according to embodiments of the invention. It will be understood that each block of the

flowchart illustrations and/or block diagrams, and combinations of blocks in the flowchart
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illustrations and/or block diagrams, can be implemented by computer program instructions.
These computer program instructions may be provided to a processor of a general purpose
computer, special purpose computer, or other programmable data processing apparatus to
produce a machine, such that the instructions, which execute via the processor of the
computer or other programmable data processing apparatus, create means for implementing

the functions/acts specified in the flowchart and/or block diagram block or blocks.

These computer program instructions may also be stored in a computer readable medium
that can direct a computer, other programmable data processing apparatus, or other devices
to function in a particular manner, such that the instructions stored in the computer readable
medium produce an article of manufacture including instructions which implement the

function/act specified in the flowchart and/or block diagram block or blocks.

The computer program instructions may also be loaded onto a computer, other
programmable data processing apparatus, or other devices to cause a series of operational
steps to be performed on the computer, other programmable apparatus or other devices to
produce a computer implemented process such that the instructions which execute on the
computer or other programmable apparatus provide processes for implementing the

functions/acts specified in the flowchart and/or block diagram block or blocks.

FIG. 9 illustrates a block diagram that shows certain elements that may be included in the
system 900 in accordance with certain embodiments. The system 100 may comprise the
computational device 100, and may include a circuitry 902 that may in certain embodiments
include at least a processor 904. The system 900 may also include a memory 906 (e.g., a
volatile memory device), and storage 908. The storage 908 may include a non-volatile
memory device (e.g., EEPROM, ROM, PROM, RAM, DRAM, SRAM, flash, firmware,
programmable logic, etc.), magnetic disk drive, optical disk drive, tape drive, etc. The
storage 908 may comprise an internal storage device, an attached storage device and/or a
network accessible storage device. The system 900 may include a program logic 910
including code 912 that may be loaded into the memory 906 and executed by the processor
904 or circuitry 902. In certain embodiments, the program logic 910 including code 912 may

be stored in the storage 908. In certain other embodiments, the program logic 910 may be
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implemented in the circuitry 902. Therefore, while FIG. 9 shows the program logic 910
separately from the other elements, the program logic 910 may be implemented in the

memory 906 and/or the circuitry 902.

Certain embodiments may be directed to a method for deploying computing instruction by a
person or automated processing integrating computer-readable code into a computing
system, wherein the code in combination with the computing system is enabled to perform

the operations of the described embodiments.

The terms "an embodiment"”, "embodiment”, "embodiments"”, "the embodiment", "the
embodiments”, "one or more embodiments”, "some embodiments”, and "one embodiment"
mean "one or more (but not all) embodiments of the present invention(s)" unless expressly
specified otherwise.

The terms "including", "comprising”, “having” and variations thercof mean "including but

not limited to", unless expressly specified otherwise.

The enumerated listing of items does not imply that any or all of the items are mutually

exclusive, unless expressly specified otherwise.

The terms "a", "an" and "the" mean "one or more", unless expressly specified otherwise.

Devices that are in communication with each other need not be in continuous
communication with each other, unless expressly specified otherwise. In addition, devices
that are in communication with each other may communicate directly or indirectly through

one or more intermediaries.

A description of an embodiment with several components in communication with each other
does not imply that all such components are required. On the contrary a variety of optional
components are described to illustrate the wide variety of possible embodiments of the

present invention.
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Further, although process steps, method steps, algorithms or the like may be described in a
sequential order, such processes, methods and algorithms may be configured to work in
alternate orders. In other words, any sequence or order of steps that may be described does
not necessarily indicate a requirement that the steps be performed in that order. The steps of
processes described herein may be performed in any order practical. Further, some steps may

be performed simultancously.

When a single device or article is described herein, it will be readily apparent that more than
one device/article (whether or not they cooperate) may be used in place of a single
device/article. Similarly, where more than one device or article is described herein (whether
or not they cooperate), it will be readily apparent that a single device/article may be used in
place of the more than one device or article or a different number of devices/articles may be
used instead of the shown number of devices or programs. The functionality and/or the
features of a device may be alternatively embodied by one or more other devices which are
not explicitly described as having such functionality/features. Thus, other embodiments of

the present invention need not include the device itself.

At least certain operations that may have been illustrated in the figures, show certain events
occurring in a certain order. In alternative embodiments, certain operations may be
performed in a different order, modified or removed. Moreover, steps may be added to the
above described logic and still conform to the described embodiments. Further, operations
described herein may occur sequentially or certain operations may be processed in parallel.
Yet further, operations may be performed by a single processing unit or by distributed

processing units.

The foregoing description of various embodiments of the invention has been presented for
the purposes of illustration and description. It is not intended to be exhaustive or to limit the
invention to the precise form disclosed. Many modifications and variations are possible in
light of the above teaching. It is intended that the scope of the invention be limited not by
this detailed description, but rather by the claims appended hereto. The above specification,
examples and data provide a complete description of the manufacture and use of the

composition of the invention. Since many embodiments of the invention can be made
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without departing from the scope of the invention, the invention resides in the claims

hereinafter appended.

* UNIX is a trademark or registered trademark of The Open Group.

* Java is a trademark or registered trademark of Sun Microsystems, Inc.
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CLAIMS

1. A method, comprising;:

mounting a new file system to a mount point of an existing file system implemented
in a computational system;

storing a sentinel indicator in the mount point;

prior to initiating an input/output (I/O) operation by a program, determining by the
program whether the sentinel indicator exists; and

in response to determining by the program that the sentinel indicator exists,

performing the I/O operation.

2. The method of claim 1, the method further comprising:

unmounting the new file system;

prior to initiating another 1/O operation by the program, determining by the program
whether the sentinel indicator exists; and

in response to determining that the sentinel indicator does not exist, returning an

error.
3. The method of claim 2, wherein the sentinel indicator is a file.
4, The method of claim 3, wherein:

the existing file system is a hierarchical file system with a root directory that is a top
level file system;

the mount point is a directory or a subdirectory of the root directory; and

in response to the new file system being mounted to the mount point, one or more

previously existing files of the existing file system are no longer visible to the program.

5. The method of claim 2, wherein the sentinel indicator is a directory.

6. A computer program product for verification of a file system location, the computer

program product comprising a computer readable storage medium having computer readable
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program code embodied therewith, the computer readable program code when executed by a

processor performing the steps of any of claims 1 to 5.

7. A system, comprising:
a memory; and
a processor coupled to the memory, wherein the processor performs operations, the

operations comprising the method of any of claims 1 to 5.

8. A method for deploying computer infrastructure by integrating computer-readable
code from a computer readable medium into the system, wherein the computer-readable
code in combination with the system is capable of performing the method of any of claims 1

to 5.
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