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(57) Abstract: A method for generating recommendations for a user from a product database is provided. The method comprises de-
termining a taxonomy for the product database, said taxonomy comprising a plurality of attributes assigned to each product in the
product database; performing an exploratory procedure in which the user is systematically exposed to products from the product

o database in order to test the user's preference for products in the product database; and generating a style profile for the user based
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on the user's indicated preferences.
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METHOD AND SYSTEM FOR PRODUCT DISCOVERY

FIELD

[001]Embodiments of the present invention relate to product discovery.

BACKGROUND

[002]Technology exists for recommending products to customers. For example,
technology exists to recommend a movie to a customer based on an understanding of
what movies the customer previously enjoyed, and based on classifying the customer

with other moviegoers of similar movie taste.

[003]The above-described technology for recommending products is for the most part
based on historical information indicating the customer’s preferences. Thus,
recommendations of products that are drastically dissimilar to products the customer has
previously enjoyed will not be made. Moreover, there are certain categories of products
where a customer’s history is not a good indicator of what products a customer would
like. For example, consider the case where product is being purchased based on its
aesthetic qualities. An example of such a product is an item of furniture. In this case, the
customer’s historical preferences with regard to items of furniture may not be a good
indicator of whether the customer will like a particular piece of furniture even if said
piece of furniture is similar to items of furniture that the customer has previously liked.

Thus, for products where purchasing is driven by aesthetics, it is important to show a
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customer different products and to engage the customer in a discovery process in order to

uncover products that the customer would like.
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SUMMARY

[004]Embodiments of the present invention disclose techniques for discovering products
that a customer likes based on a taste profile for the customer. The taste profile for the
customer may be based on product styles, product affinities, and similarities between
customers. In accordance with some embodiments, customers are shown products, and
the customer’s preference with regard to the products in the form of a “like”, or a
“dislike”, are captured. The customer’s preference is then used to identify products to

recommend to the customer based on product affinities.

[005]Other aspects of invention rebound from the detailed description below you will be

apparent from the detailed description below.
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BRIEF DESCRIPTION OF THE DRAWINGS

[006]FIG.1. shows a set up for practicing embodiments of the present invention.

[007]FIG. 2 shows a project lifecycle, in accordance with one embodiment of the

invention.

[008]FIG. 3 shows an instance of the product being shown to user, in accordance with

one embodiment of the invention.

[009]FIG. 4 shows a flowchart of operations performed for product discovery, in

accordance with one embodiment of the invention.

[010]FIG. S a style mapping, in accordance with one embodiment of the invention.

[011]FIG. 6 shows a high-level system architecture for a recommender application, in

accordance with one embodiment of the invention.

[012]FIG. 7 shows some example of dimensions along which product affinities may be

measured, in accordance with one embodiment of the invention.

[013]FIG. 8 shows an exemplary system for performing recommendations, in accordance

with one embodiment of the invention.

[014]FIG. 9 shows a process for creating a style profile, in accordance with one

embodiment of the invention.
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Detailed description of some embodiments

[015]In the following description, for purposes of explanation, numerous specific details
are set forth in order to provide a thorough understanding of the invention. It will be
apparent, however, to one skilled in the art that the invention may be practiced without
these specific details. In other instances, structures and devices are shown in block

diagram form only in order to avoid obscuring the invention.

[016]Reference in this specification to “one embodiment” or “an embodiment” means
that a particular feature, structure, or characteristic described in connection with the
embodiment is included in at least one embodiment of the invention. The appearance of
the phrase “in one embodiment” in various places in the specification are not necessarily
all referring to the same embodiment, nor are separate or alternative embodiments
mutually exclusive of other embodiments. Moreover, various features are described
which may be exhibited by some embodiments and not by others. Similarly, various
requirements are described which may be requirements for some embodiments but not

other embodiments.

[017]Moreover, although the following description contains many specifics for the
purposes of illustration, anyone skilled in the art will appreciate that many variations
and/or alterations to said details are within the scope of the present invention. Similarly,
although many of the features of the present invention are described in terms of each
other, or in conjunction with each other, one skilled in the art will appreciate that many of

these features can be provided independently of other features. Accordingly, this
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description of the invention is set forth without any loss of generality to, and without

imposing limitations upon, the invention.

[018]Broadly, embodiments of the present invention disclose a technique for product
recommendations. Advantageously, the technique makes recommendations of products
based on a customer’s taste, as well as on product affinities. In some cases, the
recommendation may be supplemented by input from a professional, such as an interior

designer, as will be explained.

[019]The recommendation technique of the present invention may be used for various
products, particularly products that are purchased based on aesthetic appeal. For purposes
of description of the invention, the technology will be described with reference to
products in the form of items of furniture. In particular, the use case where a customer
wishes to furnish a particular space/room will be described. However, it is to be
understood that the present technology may be applied to provide recommendations for
other products such as apparel, jewelry, etc. Thus, the description of the technology with

respect to furniture is intended to be nonlimiting.

[020]Referring now to FIG. 1 of the drawings, is setup 100 for practicing the
recommendation techniques of the presentation is shown. The setup 100 includes a server
recommendation system 102. The system 102 may include one or a plurality of servers
deployed at a single location, or distributed geographically. For example, in one
embodiment the system 102 may be deployed as a cloud-based system. The system 102

includes modules, databases, computing resources etc. necessary to implement the
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recommendation techniques disclosed herein, as one of ordinary skill in the art would

understand.

[021]The setup 100 also includes a plurality of client devices 104 (only one of which is
shown in FIG. 1). A client device 104 may take various forms, such as my smart phone,
a tablet device, a PC, a laptop, etc. for the purposes of description, the client device 104
comprises a smart phone. Among other components, the smart phone 104 may be
equipped with a user interface agent 106, which may take the form of a web browser. The
smart phone 104 is communicatively coupled to the server recommendation system 102
by means of an intermediate wide area network 108. In one embodiment, the network 108
may represent various technologies including Internet, and wireless networking

technologies.

[022]In accordance with one embodiment, the system 102 is configured to allow a user to
create a project. Examples of projects include a project to furnish a particular space such
as for example a living room, a dining room, a bedroom, etc. FIG. 2 of the drawings
shows a project lifecycle, in accordance with one embodiment of the invention. Referring
to FIG. 2, at block 200 the system 102 allows the user to create a project. For example,
using the smart phone 104, the user may launch a “recommender client application”
provisioned in the smart phone 104 which is communicatively coupled with a
“recommender server application” provisioned in the system 102. The “recommender
server application” may also be referred to herein as "the Recommender". The
recommender client application may be used to create the project. At block 202, a

product is associated with the project. For example, the user may be allowed to select a
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product from catalog of products associated with the project. The selected product is then
associated with the project. To be clear, if the project is to furnish a living room, then the
user may associate a sofa (product) with the project. At block 204, the customer is shown
examples of the associated product. For example, for the case of the product being a sofa,
multiple images of the sofa will be shown to the customer. At block 206, the user’s
preference about the products shown are captured. FIG. 3 shows an instance 300 of a
sofa being displayed to the user under the block 204. In one embodiment, the user’s
preference in relation to the instance 300 may be captured through the user action of a
“swipe”. In particular, the user swiping in a particular direction causes the image being
displayed to be replaced by another image. For example, the latter image may be an
image of another instance of the product. A particular meaning may be assigned to the
direction of the swipe. For example, a swipe to the left may indicate that the user does not
like the instance, whereas a swipe to the right may indicate that the user likes the
instance. The example shown in FIG. 3 the action of the user’s swipe is indicated by
reference 302. As will be seen, the swipe direction is to the left, thus indicating that the
user does not like the instance 300 of the sofa (product). In some cases, a swipe down my

cause the particular item being viewed to be saved.

[023]Referring again to FIG. 2 of the drawings, at block 208 a determination is made as
to whether the user likes or dislikes each instance of the product shown. As noted above,
the user’s preference determined based on the direction of the swipe. In one
embodiment, items that are saved are assumed to be liked by a user. If the user does not
like a particular instance, then control passes back to block 204 where more instances are

shown to the user. If, however, the user does like a particular instance then the
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product/instance is added to the project at block 210. At block 212, a product discovery
process 1s executed in order to discover more products for the user, as will now be

explained.

[024]FIG. 4 of the drawings shows a flowchart of operations performed for the product
discovery process, in accordance with one embodiment of the invention. Referring to
FIG. 4, at block 400 the recommender server application determines a related product to
show to the user. In one embodiment, the recommended product is based on the product
added to the project at the block 210, described above with reference to FIG. 2. To
generate a product recommendation, the system 102 may maintain information on
product affinities. Broadly, certain products have an affinity in the sense that they are
usually purchased together. For example, a sofa and a side-table may usually be
purchased together. Thus, given a sofa as the product added to the project at block 210, a
side-table will be selected as a related product to show to the user because of the affinity

between a side-table and a sofa.

[025]In one embodiment, product affinity may be measured based on multiple
dimensions. FIG. 7 shows an example of the dimensions that may be used when
recommending products. As will be seen, products may be recommended based on type,

design elements, materials, style, functional features, and aesthetics.

[026]At block 402 it is determined if the user agrees with the choice of related product.
The user’s choice may be captured, in one embodiment by the user’s selection of a like,
or a dislike button associated with the chosen related product. If the user likes the related

product then control passes to block 404, otherwise control passes back to block 400
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where another related product is chosen based on affinity. At block 404, examples of
instances of the related product are shown to the user. The block 404 is similar to the
block 204 described with reference to FIG.2. Control then passes to block 406, which is
similar to the block 208. Finally, the block 408 is executed, which is similar to the block

210.

[027]In one embodiment, the instances or examples of a particular product to be shown to
the user are selected based on styles. For example, a particular item of furniture may
include several styles such as contemporary, ethnic, traditional, etc. Within each style
category, there may be sub-styles. For example, the contemporary style may include sub-
styles selected from the group comprising glam/pop, midcentury modern, art deco, etc. In
one embodiment, a style mapping may be used to track how often to styles a liked by the
same person. An example of a style mapping is shown in FIG. 5 of the drawings.
Referring to the style mapping, numbers are used to indicate how often the user liking
one style also likes another. For example, the number "3" indicates often, the number "2"
indicates sometimes, and the number "1" indicates rarely. Thus, the style mapping shows
that the user happens to like the styles "Contemporary — Midcentury Modern" and
"Contemporary — Glam/Pop" often, whereas the user likes the style "Ethnic — Asian" and
"Contemporary — Retro", rarely. Thus, it will be seen that the style mapping shows
affinities between styles. The information contained in the style mapping is used, in one

embodiment of the invention, to select particular styles to show to user as follows:

10
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if it is determined that the user likes a particular style, then use the style affinities as
indicated by the style mapping to expose the user to other styles with high affinity to the

particular style

[028]The recommender server application, may support the following API functions, in

accordance with one embodiment of the invention:

1. getList (user, project, category) — Returns a list of all matching
SKUs and a score for each item in the list

2. getFixedList (user, project, category, size) — Returns a list of size
elements of all matching SKUs

3. getListbyKeyword (user, project, keyword) — Returns alist of all
matching Curio SKUs which are relevant to a key phrase

4. getFixedListbyKeyword (user, project, keyword, size) — List of

all relevant SKUs up to a maximum of size elements.

[029]As indicated above, the recommender server application may be configured to
understand how products are related to each other (affinities). Thus, given a sofa, the
recommender server application is able to find relevant coffee tables, loveseats, recliners,
etc. that may go with the sofa. In one embodiment, the recommender server application
may utilize an Affinity Graph. In the affinity graph, each node will be a SKU (which can
correspond to an SKU from a merchant site). The edges will determine the correlation

from one node to another. Multiple scores may be kept at each edge, corresponding to

11
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1. Attribute based similarities — if it is determined that the styles are similar and
these two items complement each other like a sofa in contemporary style and the
corresponding loveseat.

2. Site User affinity based similarities — People who bought x also bought y. Or
people who viewed x also viewed y.

3. End User interaction — Did the user like this edge or not? Did the user create this
edge? For example, if the user finds a loveseat through a sofa and another coffee
table through a sofa, then a new edge can be created from the coffee table to the

loveseat.

[030]FIG. 6 of the drawings shows a high-level system architecture for the recommender
server application, in accordance with one embodiment of the invention. The algorithm
for recommending products may be built into the Affinity graph. In one embodiment,

Neo4j may be used for the Affinity graph

[031]The Affinity Algorithm may use a graph structure to find relevant items for any

given query. The graph has the following indexes:

1. SKU Index — Indexes each SKU. This will be useful when a project contains
multiple SKUs.

2. Category Index — Indexes each category like sofa, loveseat, etc. This will be useful
when a query is made for items within a category.

3. Popularity Index — Indexes items by popularity, useful to get a list of items by
popularity.

[032]The Affinity Algorithm may operate as follows, in accordance with one

embodiment:

12
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There could be many starting points for a search. For example, a user looking for a side
table for a living room where she has already chosen a sofa and a loveseat will have 2
starting points — the sofa and the loveseat. Each item will find side tables that have an
affinity to them. This gives rise to two sets — the Union Set and the Intersection Set. We
can think of the Intersection Set as being smaller and very specific and the Union Set as
being larger and broader. We can rank items higher based on how close to the

Intersection set they are.

For every node in {Starting Points}
Find all the edges from this node in descending order of edge priority (see below)
For each node connected to the edge
If node is NOT in the set {End Points} then
If node matches search criteria
Add node to set {End Points}
Add node to set {Starting Points}
Llse
Increment the NodeScore for this Node in the set {Fnd Points}

Process and sort set {End Points} -> {Processed End Points}

Sort set by the Learning Score which is based on Node Score, Manually Classified
Data Score, End User Reviews, End User Affinity Score
Return {Processed End Points}

[033]The graph technology allows for finding starting points through:

1. Indexes on category

2. Edges related to one or more products in the current project.

13
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The advantage of multiple starting points is a better discovery process.

[034]Edge Priority Calculation — Edge Priorities are determined by a Learning Score
which may be implemented as a based scoring engine or as a machine learned score
based on building a model to formulate the mathematical relationship between the
Manually Classified Data Score, End User Reviews, End User Affinity Score, Textually
extracted affinity scores and the Learning Score. The Edge Priority Calculation can
further use textual attributes for the category and can arrive at different models for
subsets of the data for example from sofas to loveseat. The Edge Priority Calculation may

be static or dynamic.

[035]Advantageously, the techniques disclosed herein may be used to determine a user’s
taste profile based on quickly exposing the user to a plurality of product images, and
allowing the user to interact with those images in order that the system may determine a
taste profile for the user. As described, a user taste profile may be constructed based on
product affinities. Additionally, in some embodiments, a product exploration process may
be executed in order to uncover additional products over and beyond what would
ordinarily be recommended based on product affinities. In one embodiment, during the
product installation process, the user may be shown random images from a product
database in order to determine the user’s preference with regard to the random images.
Advantageously, the random images are not selected based on product affinities. This

allows the user to explore products that are not related.

14
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[036]In some embodiments, in addition to product affinities, and random exploration, a
uses taste profile may be based on similarity with other users. For example, if a user is
testified to be similar in terms of taste to other users, then product items liked by the other

users, may advantageously be recommended to said user.

[037]As indicated above, the present search technology may be used to provide
recommendations for any type of product. At a minimum, the needs to be a taxonomy
that describes each product in a product database in terms of multiple
dimensions/attributes. For the case of furniture, the following taxonomy may be used, in

one embodiment:

Style Color Pattern Material Retailer/Brand
* Modern * Red + Solid ¢ Leather * Affordable
. . . Modern
¢ Industrial ¢ Blue ¢ Striped * Fabric
Vintage . * West EIm
e Green e Geometric * Metal
¢ Urban . ...
* White  Floral * Wood
* Country . . » Affordable
¢ Black ¢ Graphic s Acrylic
. Traditional
* Eclectic
s Gray * Textured * Stone
. ¢ Ashley
* Classic
¢ ®- ¢ Homestore
. -«
*
¢ High-end
Modern

15
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¢ Design Within

Reach

¢ Traditional

¢ Ethan Allen

e Contemporary

* Restoration

Hardware

¢ Big Box

¢ Walmart

[038]In some embodiments, the taxonomy may include additional dimensions such as
price. The taxonomy provides structure to the data set that the Recommender can use to
‘sample’ from and collect feedback from the user on. User feedback against these
attributes are used to create the user style profile (also referred to herein as a "user taste
profile"). In some embodiments, for large dimensions like ‘Retailer / Brand’ shown
above, each dimension may be broken down into sub-groups. This allows the
recommendation technology described herein to work more efficiently to test for a user's

taste. For example, if a user responds negatively to brands in the ‘Affordable Traditional’

16
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sub-group, the Recommender can eliminate that sub-group from further exploration

without having to test every leaf on that branch.

Style

Neckline Shape

Shoulders

Sleeves

Retailer/Brand

* Jersey

* Jersey

« Off

e Short

 Affordable Contemporary

¢ Forever 21

e H&M

* etc.

o Affordable Traditional

¢ Anne Taylor Loft

* Banana Republic

* etc.

« High-End Contemporary

* AYR

¢ Bloomingdales

* etc.

s A-line

s A-line

« Single

e Long

e Long

» Cutout

» Cutout

e Sleeveless

* Cap

* Cap

17
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* etc.

* etc. * etc. * etc. * etc.

[039]A taxonomy similar to the above may be developed for other data sets. For each
taxonomy, a set of mutually exclusive dimensions that collectively exhaust the attribute
consideration set is required. By structuring the data in this way, the recommendation
technology described herein can efficiently test the boundaries of the solution space

before quickly narrowing in on the best possible solutions for the user.

[040]FIG. 8 shows in block diagram of the representative recommendation system for
implementing the recommendation techniques described herein, in accordance with one
embodiment of the invention. Referring to the drawing, source inventory data 800 is
subjected to a data processing step 802. Source inventory data 800 may be collected from
multiple sources, including web crawling/ scraping, company data feeds (e.g., retailers,
marketplaces), and direct entry. In the data processing step 802 each item in the inventory
data may be labeled/tagged with attributes based on a taxonomy. Said labeling may be
performed through a mix of manual processing, automated / deep learning algorithms,
and ‘Rosetta Stone’ style translation. The labeled inventory data is then stored in an
inventory database 804. A recommender component 808 comprises functionality to
determine which items to show the user based on an evolving user style profile 806 and

the architecture of the taxonomy. In one embodiment, a user's style profile evolves with

18
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each interaction recorded by the style machine. Advantageously, the user style profile is
highly detailed and collects preference information at the attribute level (attributes are the
finest level of detail in the taxonomy). The user style profile may be represented as a
multi-dimensional vector that is highly sensitive to both the direction of feedback
(positive/ negative), and degree (e.g., like, love, as well as the count of each), in
accordance with one embodiment. Advantageously, the user style profile is determined
based on the user's current preferences and used by the recommender in order to output a
recommendation 810 to the style machine. Responsive to receiving the recommendation
810, the style machine changes the image associated with the slot in respect of which user
input has been received. Said change and the image includes showing the recommended

image included in the recommendation 810.

[041]FIG. 9 illustrates a process performed by the recommender 908 for creating a user
style profile in accordance with one embodiment of the invention. Referring to FIG. 9, at
block 900 the recommender 808 provides a recommendation to the style machine to
begin the process. For example, the user might have indicated a desire to view sofa
designs, in which case the recommendation would provide initial selections of sofas for
the establishing to present to the user. At block 902, the user interacts with the
information presented, as discussed above. At block 904, each user interaction is
recorded in a user style profile against every attribute associated with the item. For
example, if the user interaction is the equivalent of a like, then +1 is recorded against
every attribute associated with the item. At block 906, the recommender reference is the
user style profile to optimize a next item to show to the user. At block 908, the

recommender fetch as a next item from the inventoried days to base in the process returns

19
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to block 900. This continues until the user exits the style machine at which point the style

machine customs of the list of available items to best match the user style profile.

[042]In some embodiments, there system may be configured to utilize more or less of
historical data known about the user in the search process. For example, a control
"button" may be provided which when selected by the user would indicate to the
recommender 908 that the search should be biased based on the historical data, as
opposed to the purely ephemeral data collected by means of the exploratory process.
Thus, advantageously, the user can toggle the recommender 908 to perform a more

conventional /historical search and an ephemeral search.

[043]In general, the techniques disclosed herein may be used to generate
recommendations of products (P1 to PN) from a product database. (DB) At a minimum,
the product database (DB may be indexed based on a product taxonomy along N

dimensions (DIM1 to DIMN), as described above.

[044]In order to determine the taste profile for a user, the user is engaged in an
exploratory procedure in which the user's preference for products from the product
database is systematically tested in order to learn the uses taste preferences along the N

dimensions.

[045]In one embodiment, a set of numbers with a predefined ranges may be used to

capture each dimension of a product.

[046]During the exploratory procedure, system knowledge of product affinities may be

used to determine products to show to the user in order to calibrate the user's preferences.

20



WO 2017/132689 PCT/US2017/015680

However, unlike other such systems, the exploratory procedure deliberately shows the
user products at the user may not have a preference for an order to determine the

boundaries of the uses taste profile.

[047]In one embodiment, the taste profile for user may be expressed as a set of numbers

that map to the set of numbers used to represent a products N dimensions.

[048]Advantageously, the uses taste profile may be calibrated each time a user wishes to
receive a recommendation thereby to prevent or at least diminish historical information
about the user from constraining the recommendations for the user. Thus, a more

ephemeral search may be performed.

[049]The processing steps described above may be implemented as modules. As used
herein, the term “module” might describe a given unit of functionality that can be
performed in accordance with one or more embodiments of the present invention. As
used herein, a module might be implemented utilizing any form of hardware, software, or
a combination thereof. For example, one or more processors, controllers, ASICs, PLAs,
PALs, CPLDs, FPGAs, logical components, software routines or other mechanisms
might be implemented to make up a module. In implementation, the various modules
described herein might be implemented as discrete modules or the functions and features
described can be shared in part or in total among one or more modules. In other words,
as would be apparent to one of ordinary skill in the art after reading this description, the
various features and functionality described herein may be implemented in any given
application and can be implemented in one or more separate or shared modules in various

combinations and permutations. Even though various features or elements of

21



WO 2017/132689 PCT/US2017/015680

functionality may be individually described or claimed as separate modules, one of
ordinary skill in the art will understand that these features and functionality can be shared
among one or more common software and hardware elements, and such description shall
not require or imply that separate hardware or software components are used to

implement such features or functionality.

[050]Where components or modules of the invention are implemented in whole or in part
using software, in one embodiment, these software elements can be implemented to
operate with a computing or processing module capable of carrying out the functionality
described with respect thereto. After reading this description, it will become apparent to a
person skilled in the relevant art how to implement the invention using other computing

modules or architectures.

[051]In general, the modules/routines executed to implement the embodiments of the
invention, may be implemented as part of an operating system or a specific application,
component, program, object, module or sequence of instructions referred to as “computer
programs.” The computer programs typically comprise one or more instructions set at
various times in various memory and storage devices in a computer, and that, when read
and executed by one or more processors in a computer, cause the computer to perform
operations necessary to execute elements involving the various aspects of the invention.
Moreover, while the invention has been described in the context of fully functioning
computers and computer systems, those skilled in the art will appreciate that the various
embodiments of the invention are capable of being distributed as a program product in a

variety of forms, and that the invention applies equally regardless of the particular type of

22



WO 2017/132689 PCT/US2017/015680

machine or computer-readable media used to actually effect the distribution. Examples
of computer-readable media include but are not limited to recordable type media such as
volatile and non-volatile memory devices, USB and other removable media, hard disk
drives, optical disks (e.g., Compact Disk Read-Only Memory (CD ROMS), Digital

Versatile Disks, (DVDs), etc.), flash drives among others.

[052]Modules might be implemented using a general-purpose or special-purpose
processing engine such as, for example, a microprocessor, controller, or other control
logic. In the illustrated example, the modules could be connected to a bus, although any
communication medium can be used to facilitate interaction with other components of

computing modules or to communicate externally.

[053]The computing server might also include one or more memory modules, simply
referred to herein as main memory. For example, preferably random access memory
(RAM) or other dynamic memory, might be used for storing information and instructions
to be executed by processor. Main memory might also be used for storing temporary
variables or other intermediate information during execution of instructions to be
executed by a processor. Computing module might likewise include a read only memory
(“ROM”) or other static storage device coupled to bus for storing static information and

instructions for processor.

[054]The database module might include, for example, a media drive and a storage unit
interface. The media drive might include a drive or other mechanism to support fixed or
removable storage media. For example, a hard disk drive, a floppy disk drive, a magnetic

tape drive, an optical disk drive, a CD, DVD or Blu-ray drive (R or RW), or other
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removable or fixed media drive might be provided. Accordingly, storage media might
include, for example, a hard disk, a floppy disk, magnetic tape, cartridge, optical disk, a
CD, DVD or Blu-ray, or other fixed or removable medium that is read by, written to or
accessed by media drive. As these examples illustrate, the storage media can include a

computer usable storage medium having stored therein computer software or data.

[055]In alternative embodiments, the database modules might include other similar
instrumentalities for allowing computer programs or other instructions or data to be
loaded into the computing module. Such instrumentalities might include, for example, a
fixed or removable storage unit and an interface. Examples of such storage units and
interfaces can include a program cartridge and cartridge interface, a removable memory
(for example, a flash memory or other removable memory module) and memory slot, a
PCMCIA slot and card, and other fixed or removable storage units and interfaces that

allow software and data to be transferred from the storage unit to computing module.

[056]The communications module might include various communications interfaces such
as an Ethernet, network interface card, WiMedia, IEEE 802. XX or other interface), or
other communications interface. Data transferred via communications interface might
typically be carried on signals, which can be electronic, electromagnetic (which includes
optical) or other signals capable of being exchanged by a given communications
interface. These signals might be provided to communications interface via a channel.
This channel might carry signals and might be implemented using a wired or wireless

communication medium. Some examples of a channel might include a phone line, a
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cellular link, an RF link, an optical link, a network interface, a local or wide area

network, and other wired or wireless communications channels.

[057]Although the invention is described above in terms of various exemplary
embodiments and implementations, it should be understood that the various features,
aspects and functionality described in one or more of the individual embodiments are not
limited in their applicability to the particular embodiment with which they are described,
but instead can be applied, alone or in various combinations, to one or more of the other
embodiments of the invention, whether or not such embodiments are described and
whether or not such features are presented as being a part of a described embodiment.
Thus, the breadth and scope of the present invention should not be limited by any of the

above-described exemplary embodiments.

[058]Terms and phrases used in this document, and variations thereof, unless otherwise
expressly stated, should be construed as open ended as opposed to limiting. As examples
of the foregoing: the term “including” should be read as meaning “including, without
limitation” or the like; the term “example” is used to provide exemplary instances of the

[yl

item in discussion, not an exhaustive or limiting list thereof; the terms “a” or “an” should

2%

be read as meaning “at least one,” “one or more” or the like; and adjectives such as
“conventional,” “traditional,” “normal,” “standard,” “known” and terms of similar
meaning should not be construed as limiting the item described to a given time period or
to an item available as of a given time, but instead should be read to encompass

conventional, traditional, normal, or standard technologies that may be available or

known now or at any time in the future. Likewise, where this document refers to
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technologies that would be apparent or known to one of ordinary skill in the art, such
technologies encompass those apparent or known to the skilled artisan now or at any time

in the future.

2%

[059]The presence of broadening words and phrases such as “one or more,” “at least,”
“but not limited to” or other like phrases in some instances shall not be read to mean that
the narrower case is intended or required in instances where such broadening phrases
may be absent. The use of the term “module” does not imply that the components or
functionality described or claimed as part of the module are all configured in a common
package. Indeed, any or all of the various components of a module, whether control logic

or other components, can be combined in a single package or separately maintained and

can further be distributed in multiple groupings or packages or across multiple locations.

[060]Additionally, the various embodiments set forth herein are described in terms of
exemplary block diagrams, flow charts and other illustrations. As will become apparent
to one of ordinary skill in the art after reading this document, the illustrated embodiments
and their various alternatives can be implemented without confinement to the illustrated
examples. For example, block diagrams and their accompanying description should not

be construed as mandating a particular architecture or configuration.
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Claims:

1. A method for generating recommendations for a user from a product database,

comprising:

determining a taxonomy for the product database, said taxonomy comprising a

plurality of values assigned to each product in the product database along N dimensions;

performing an exploratory procedure in which the user is systematically
exposed to products from the product database in order to test the user's preference for

products in the product database; and

generating a style profile for the user based on the user's indicated preferences.

2. The method of claim 1, wherein during the exploratory procedure, the limits of
a user's preferences for products in the product database are tested by randomly exposing

the user to products in the product database.

3. The method of claim 1, further comprising generating a recommendation of a

product from the product database based on the user's style profile.

4. The method of claim 1, wherein the exploratory procedure may be performed

each time a user wishes to receive a recommendation.

5. The method of claim 4, wherein the exploratory procedure may be configured to

place less emphasis on historical information about the user.
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6. The method of claim 3, wherein generating the recommendation comprises
using the user style profile to identify what the user might like based on product

affinities.

7. The method of claim 1, wherein generating the style profile comprises storing
the at least one of the values associated with products preferred by the user and the values
associated with products not preferred by the user against a user id associated with the

user.

8. A product recommendation system, comprising;

a product database, comprising products tagged based on a product taxonomy

along a plurality of dimensions;

a recommender component configured to engage a user in an exploratory
process when the user is systematically exposed to products from the product database in
order to determine the user's preferences for products from the product database in terms
of the plurality of dimensions; and to generate a user style profile based on the user's

preferences for products.

9. The product recommendation system of claim 8, wherein the recommender
component is further configured to use the style profile of the user in order to generate

recommendations of products from the product database for the user.

10. The product recommendation system of claim 9, wherein generating a style

profile comprises recording at least one of values for each dimension of a product liked
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by the user and values for each dimension of a product disliked by the user against a user

ID for the user.

11. The product recommendation system of claim 10, wherein the recommender

component is operable to perform a ephemeral search.

12. The product recommendation system of claim 11, wherein for the ephemeral
search for recommendations are generated based on results from a current exploratory

process that the user engaged in and not historically known information about the user.

13. A method for recommending a product from a product database to a user,

comprising:

determining an N-dimensional space representing a taxonomy associated with

products in the product database; wherein each dimension includes a set of values;

transforming each product in the product database into the N-dimensional

space; and

performing a taste calibration process, comprising exposing the user to selected
products from the N-dimensional space; capturing the user's preference with regard to
each product; and generating a taste profile for the user when the user's taste is expressed

as values assigned to the user for each dimension from the N-dimensional space.

14. The method of claim 11, further comprising recommending products from the

product database to the user based on the user's taste profile.
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15. The method of claim 14, wherein the taste calibration process is performed each

time a user wishes to receive a recommendation.

16. The method of claim 15, further comprising storing the taste profile of the user.

17. The method of claim 16, wherein recommending products from the product

database is based on historical information about the user.

18. The method of claim 13, wherein recommending products from the database is
based on the results of the taste calibration process only, without regard to historical

information about the user.
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