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(57) Abstract: Embodiments disclosed herein include eliminating redundant synchronization barriers from execution pipelines in in -
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proving performance of a central processing unit (CPU). In one embodiment, a method for eliminating redundant synchronization
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tion barrier of a type corresponding to a first synchronization event. The method also comprises eliminating the next instruction from
the instruction stream, responsive to determining that the next instruction comprises a synchronization barrier of a type correspond -
ing to the first synchronization event. In this manner, the average number of instructions executed during each CPU clock cycle may

be increased by avoiding unnecessary synchronization operations.
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ELIMINATING REDUNDANT SYNCHRONIZATION BARRIERS IN
INSTRUCTION PROCESSING CIRCUITS, AND RELATED PROCESSOR
SYSTEMS, METHODS, AND COMPUTER-READABLE MEDIA

PRIORITY APPLICATION
[0001] The present application claims priority to U.S. Patent Application Serial
Number 13/829,315, filed March 14, 2013, entitled “ELIMINATING REDUNDANT
SYNCHRONIZATION BARRIERS IN INSTRUCTION PROCESSING CIRCUITS,
AND RELATED PROCESSOR SYSTEMS, METHODS, AND COMPUTER-
READABLE MEDIA,” which is incorporated herein by reference in its entirety.

BACKGROUND
I. Field of the Disclosure

[0002] The technology of the disclosure relates to processing of pipelined computer

instructions in central processing unit (CPU)-based systems.

IL. Background
[0003] The advent of “instruction pipelining” in modern computer architectures has
yielded improved utilization of central processing unit (CPU) resources and faster
execution times of computer applications. Instruction pipelining is a processing
technique whereby a throughput of computer instructions being processed by a CPU
may be increased by splitting the processing of each instruction into a series of steps.
The instructions are executed in an “execution pipeline” composed of multiple stages,
with each stage carrying out one of the steps for each of a series of instructions. As a
result, in each CPU clock cycle, steps for multiple instructions can be evaluated in
parallel. A CPU may employ multiple execution pipelines to further boost performance.
[0004] Some computer architectures that implement instruction pipelining may
permit processor optimizations, such as speculative data reads and out-of-order
execution of program instructions. While providing further CPU performance
improvement, these optimizations may lead to unintended and/or undesirable program
behavior if, for example, the executing program depends on data being accessed or
instructions being executed in a specified order. Additionally, an executing instruction
may effect a change in a state of the CPU that must be successfully completed before

subsequent instructions are allowed to execute. For example, a change in a state of the
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CPU may include changes that affect how the subsequent instructions access resources,
such as a change in processor mode or a modification of a page table.

[0005] To ensure proper program execution, a “synchronization barrier” may be
used in software to ensure that a prior operation (i.e., a data access or instruction
execution) completes before code execution is permitted to continue. A synchronization
barrier may be expressly provided by an instruction, such as the ARM architecture ISB
(instruction synchronization barrier) instruction, or may be implemented as part of
another instruction or operation. A computer’s architecture may provide that specific
operations requiring a synchronization barrier may have the synchronization
automatically handled by the computer’s hardware, while other operations require
software to expressly include a synchronization barrier. Note however, that for
scenarios in which a software synchronization barrier is present, the software
synchronization barrier may prove redundant if another synchronization operation

occurs immediately prior to execution of the software synchronization barrier.

SUMMARY OF THE DISCLOSURE

[0006] Embodiments of the disclosure include eliminating redundant

synchronization barriers from execution pipelines in instruction processing circuits, and
related processor systems, methods, and computer-readable media. For some
operations, a computer’s architecture may require that a software synchronization
barrier be employed, even though a synchronization operation may also occur
immediately prior to execution of the software synchronization barrier. By tracking the
occurrence of synchronization events, unnecessary software synchronization barriers
may be identified and eliminated, thus improving performance of a central processing
unit (CPU).

[0007] In this regard, in one embodiment, a method for eliminating redundant
synchronization barriers in an instruction stream is provided. The method comprises
detecting a first synchronization event. The method further comprises detecting a next
instruction in an instruction stream. The method additionally comprises determining
whether the next instruction comprises a synchronization barrier of a type corresponding
to the first synchronization event. The method also comprises eliminating the next
instruction from the instruction stream, responsive to determining that the next

instruction comprises a synchronization barrier of a type corresponding to the first
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synchronization event. In this manner, the average number of instructions executed
during each clock cycle by the CPU may be increased by avoiding unnecessary
synchronization operations.

[0008] In another embodiment, an instruction processing circuit is provided. The
instruction processing circuit comprises a synchronization event detection circuit and an
optimization circuit. The synchronization event detection circuit is configured to detect
a first synchronization event. The optimization circuit is configured to detect a next
instruction in an instruction stream, and determine whether the next instruction
comprises a synchronization barrier of a type corresponding to the first synchronization
event. The optimization circuit is further configured to eliminate the next instruction
from the instruction stream, responsive to determining that the next instruction
comprises a synchronization barrier of a type corresponding to the first synchronization
event.

[0009] In another embodiment, an instruction processing circuit is provided. The
instruction processing circuit comprises a means for detecting a first synchronization
event. The instruction processing circuit further comprises a means for detecting a next
instruction in an instruction stream. 'The instruction processing circuit additionally
comprises a means for determining whether the next instruction comprises a
synchronization barrier of a type corresponding to the first synchronization event. The
instruction processing circuit also comprises a means for eliminating the next
instruction from the instruction stream, responsive to determining that the next
instruction comprises a synchronization barrier of a type corresponding to the first
synchronization event.

[0010] In another embodiment, a non-transitory computer-readable medium is
provided, having stored thereon computer-executable instructions to cause a processor
to implement a method. The method implemented by the computer-executable
instructions comprises detecting a first synchronization event.  The method
implemented by the computer-executable instructions further comprises detecting a next
instruction in an instruction stream. The method implemented by the computer-
executable instructions additionally comprises determining whether the next instruction
comprises a synchronization barrier of a type corresponding to the first synchronization
event. The method implemented by the computer-executable instructions also

comprises eliminating the next instruction from the instruction stream, responsive to
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determining that the next instruction comprises a synchronization barrier of a type

corresponding to the first synchronization event.

BRIEF DESCRIPTION OF THE FIGURES

[0010] Figure 1 is a block diagram of exemplary components provided in a
processor-based system, including an exemplary instruction processing circuit
configured to detect and eliminate redundant synchronization barriers in an instruction
stream;

[0011] Figure 2 is a diagram illustrating an exemplary optimized instruction stream
based on detecting and eliminating redundant synchronization barriers;

[0012] Figure 3 is a flowchart illustrating an exemplary process of an instruction
processing circuit for detecting and eliminating redundant synchronization barriers;
[0013] Figure 4 is a flowchart illustrating a more detailed exemplary process of an
instruction processing circuit for eliminating redundant synchronization barriers;

[0014] Figure 5 is a diagram illustrating optimization of an exemplary instruction
stream containing an instruction triggering a synchronization event and a redundant
synchronization barrier;

[0015] Figure 6 is a diagram illustrating exemplary optimized instruction streams
that may result from elimination of redundant synchronization barriers;

[0016] Figure 7 is a diagram illustrating optimization of an exemplary instruction
stream containing a redundant synchronization barrier; and

[0017] Figure 8 is a block diagram of an exemplary processor-based system that can
include instruction processing circuits, including the instruction processing circuit of

Figure 1, configured to detect and eliminate redundant synchronization barriers.

DETAILED DESCRIPTION

[0018] With reference now to the drawing figures, several exemplary embodiments

of the present disclosure are described. The word “exemplary” is used herein to mean
“serving as an example, instance, or illustration.” Any embodiment described herein as
“exemplary” is not necessarily to be construed as preferred or advantageous over other
embodiments. It is also to be understood that, although the terms “first,” “second,” etc.
may be used herein to describe various elements, these terms are only used to

distinguish one element from another, and the elements thus distinguished are not to be
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limited by these terms. For example, a first instruction could be termed a second
instruction, and, similarly, a second instruction could be termed a first instruction,
without departing from the teachings of the disclosure.

[0019] Embodiments of the disclosure include eliminating redundant
synchronization barriers from execution pipelines in instruction processing circuits, and
related processor systems, methods, and computer-readable media. For some
operations, a computer’s architecture may require that a software synchronization
barrier be employed, even though a synchronization operation may also occur
immediately prior to execution of the software synchronization barrier. By tracking the
occurrence of synchronization events, unnecessary software synchronization barriers
may be identified and eliminated, thus improving performance of a central processing
unit (CPU).

[0020] In this regard, in one embodiment, a method for eliminating redundant
synchronization barriers in an instruction stream is provided. The method comprises
detecting a first synchronization event. The method further comprises detecting a next
instruction in an instruction stream. The method additionally comprises determining
whether the next instruction comprises a synchronization barrier of a type corresponding
to the first synchronization event. The method also comprises eliminating the next
instruction from the instruction stream, responsive to determining that the next
instruction comprises a synchronization barrier of a type corresponding to the first
synchronization event. In this manner, the average number of instructions executed
during each clock cycle by the CPU may be increased by avoiding unnecessary
synchronization operations.

[0021] In this regard, Figure 1 is a block diagram of an exemplary processor-based
system 10 for retrieving and processing computer instructions to be placed into one or
more execution pipelines 12(0)-12(Q). The processor-based system 10 provides an
instruction processing circuit 14 that is configured to detect and eliminate redundant
synchronization barriers. As used herein, an “instruction” may refer to a combination of
bits defined by an instruction set architecture that direct a computer processor to carry
out a specified task or tasks. For example, an instruction may indicate operations for
reading data from and/or writing data to registers 16(0)-16(M), which provide local
storage accessible by the processor-based system 10. Exemplary instruction set

architectures include, but are not limited to, ARM, Thumb, and A64 architectures.
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[0022] With continuing reference to Figure 1, instructions are processed in the
processor-based system 10 in a continuous flow represented by an instruction stream 18.
The instruction stream 18 may be continuously processed as the processor-based system
10 is operating and executing the instructions. In this illustrated example, the
instruction stream 18 begins with an instruction memory 20, which provides persistent
storage for instructions in a computer-executable program. An instruction fetch circuit
22 reads an instruction represented by arrow 24 (hereinafter “instruction 24”) from the
instruction memory 20 and/or optionally from an instruction cache 26. The instruction
fetch circuit 22 may increment a program counter (not shown), which may be stored in
one of the registers 16(0)-16(M). Once the instruction 24 is fetched by the instruction
fetch circuit 22, the instruction 24 proceeds to an instruction decode circuit 28 that
translates the instruction into processor-specific microinstructions. In this embodiment,
the instruction decode circuit 28 stores a group of multiple instructions 30(0)-30(N)
simultaneously for decoding.

[0023] After the instructions 30(0)-30(N) have been fetched and decoded, they are
optionally issued to an instruction queue 32 as a buffer for storing the instructions
30(0)-30(N). The instructions 30(0)-30(N) are then issued to one of the execution
pipelines 12(0)-12(Q) for execution. In some embodiments, the execution pipelines
12(0)-12(Q) may restrict the types of operations that may be carried out by instructions
that execute within the execution pipelines 12(0)-12(Q). For example, pipeline Py may
not permit read access to the registers 16(0)-16(M); accordingly, an instruction that
indicates an operation to read register Ry may only be issued to one of the execution
pipelines P through Py,.

[0024] The instruction processing circuit 14 may be any type of device or circuit,
and may be implemented or performed with a processor, a digital signal processor
(DSP), an Application Specific Integrated Circuit (ASIC), a field-programmable gate
array (FPGA) or other programmable logic device, discrete gate or transistor logic,
discrete hardware components, or any combination thereof designed to perform the
functions described herein. In some embodiments, the instruction processing circuit 14
is incorporated into the instruction decode circuit 28.

[0025] With continuing reference to Figure 1, the instruction processing circuit 14
in this example is configured to detect and eliminate redundant synchronization barriers

in the instruction stream 18. The instruction processing circuit 14 may employ a
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synchronization event detection circuit 34 configured to detect a synchronization event.
The instruction processing circuit 14 may also employ an optimization circuit 36
configured to detect a next instruction indicating a redundant synchronization barrier of
a type corresponding to the synchronization event. The optimization circuit 36 may be
further configured to eliminate the next instruction from the instruction stream 18. In
some embodiments, the instruction processing circuit 14 may utilize a synchronization
flag 38 to indicate an occurrence of a synchronization event and determine whether a
redundant synchronization barrier has been detected.

[0026] To provide an explanation of detecting and eliminating a redundant
synchronization barrier in the processor-based system 10 in Figure 1, Figure 2 is
provided. Figure 2 illustrates the instruction processing circuit 14 of Figure 1 detecting
a synchronization event, and subsequently detecting a redundant synchronization
barrier. In this example, a detected instruction stream 40 represents a series of
instructions fetched in the instruction stream 18 and detected by the instruction
processing circuit 14. First in the detected instruction stream 40 is an
INST_REQ_SYNC instruction 42. The INST_REQ_SYNC instruction 42 may be any
instruction indicating an operation for which the computer architecture requires
software to expressly include a subsequent synchronization barrier, and for which the
computer hardware is also permitted to perform a synchronization operation. In this
example, the computer hardware carries out a synchronization operation in response to
the INST_REQ_SYNC instruction 42, resulting in a synchronization event 44 being
detected by the instruction processing circuit 14. In some embodiments, the
synchronization event 44 may be a data synchronization operation, while some
embodiments may provide that the synchronization event 44 is an instruction
synchronization operation.

[0027] As noted above, the computer architecture requires the INST_REQ_SYNC
instruction 42 to be followed by a software synchronization barrier. Accordingly, a
SYNC BARRIER INST instruction 46 is detected next in the detected instruction
stream 40 by the instruction processing circuit 14. The SYNC_BARRIER_INST
instruction 46 is a synchronization barrier instruction that causes a synchronization
event 48 to occur. The synchronization event 48 triggered by the
SYNC_BARRIER_INST instruction 46 is of the same type as the synchronization event

44. As used herein, the “type” of a synchronization event refers to a general
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categorization of the synchronization event as, for example, a data synchronization
operation or an instruction synchronization operation. A synchronization event may be
considered a “full” synchronization event if it ensures barrier operations for both read
and write operations, and applies to both inner- and outer-cacheable memory systems
and both shareable and non-shareable memory. Alternatively, the synchronization event
may be more limited in scope in that it ensures barrier operations only in narrow
circumstances than a full synchronization event. It is to be understood that a
synchronization event may be considered of the same type as a preceding
synchronization event if the synchronization event belongs to the same general
categorization and is of a same or narrower scope as the preceding synchronization
event. In this example, note that because no other instruction executes after the
synchronization event 44 and before the synchronization event 48, the synchronization
event 48, and the SYNC_BARRIER_INST instruction 46 that triggered it, are
redundant and may be eliminated by the instruction processing circuit 14.A resulting
optimized instruction stream 50 illustrates one exemplary result of the process described
above. The resulting optimized instruction stream 50 includes an INSTR_REQ _SYNC
instruction 52 corresponding to the INSTR_REQ_SYNC instruction 42. Like the
INST_REQ_SYNC instruction 42, the INST _REQ_SYNC instruction 52 is an
instruction indicating an operation to be followed by a software synchronization barrier,
and for which the computer hardware is also permitted to perform a synchronization
operation.  Accordingly, in this example, the computer hardware carries out a
synchronization operation in response to the INST_REQ_SYNC instruction 52,
resulting in a synchronization event 54. In some embodiments, the synchronization
event 54 may be a data synchronization operation, while some embodiments may
provide that the synchronization event 54 is an instruction synchronization operation.
As seen in Figure 2, the SYNC_BARRIER_INST instruction 46 has been replaced in
the resulting optimized instruction stream 50 with an NOP (no operation) instruction 56.
Consequently, there is no redundant synchronization event immediately following the
synchronization event 54, resulting in improved CPU performance and instruction
throughput.

[0028] Figure 3 is provided to illustrate an exemplary process for detecting and
eliminating a redundant synchronization barrier, with additional reference to Figures 1

and 2. In Figure 3, the exemplary process begins with the instruction processing circuit
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14 detecting a first synchronization event, such as the synchronization event 44 of
Figure 2 (block 58). In some embodiments, the first synchronization event may be a
data synchronization operation, while some embodiments may provide that the first
synchronization event is an instruction synchronization operation.  The first
synchronization event may result from the execution of an instruction, or may be caused
by an unrelated operation such as an interrupt or an exception return.

[0029] The instruction processing circuit 14 then detects a next instruction in an
instruction stream (block 60). The instruction processing circuit 14 determines whether
the next instruction comprises a synchronization barrier of a type corresponding to the
first synchronization event (block 62). For example, the instruction processing circuit
14 determines whether the first synchronization event and the next instruction are both
considered data synchronization operations, or whether both are instruction
synchronization operations. If the next instruction does not comprise a synchronization
barrier of a type corresponding to the first synchronization event, processing of the
instruction stream continues at block 64 of Figure 3. If the next instruction does
comprise a synchronization barrier corresponding to the first synchronization event, the
instruction processing circuit 14 eliminates the next instruction from the instruction
stream (block 66). In some embodiments, eliminating the next instruction may include
replacing the next instruction with an NOP instruction, while some embodiments may
provide that eliminating the next instruction comprises removing the next instruction
from the instruction stream. Processing of the instruction stream 18 then continues at
block 64.

[0030] Figure 4 is a flowchart illustrating a more detailed exemplary process of an
instruction processing circuit, such as the instruction processing circuit 14 of Figure 1,
for eliminating redundant synchronization barriers. The exemplary process illustrated in
Figure 4 begins with the instruction processing circuit determining whether a
synchronization event has been detected (block 68). In some embodiments, the
synchronization event may be a data synchronization operation, while some
embodiments may provide that the synchronization event is an instruction
synchronization operation. As noted above, a synchronization event may result from
execution of an instruction, or may arise from an unrelated operation such as an
interrupt or an exception return. Accordingly, detection of a synchronization event may

be made by detecting an effect of the synchronization event, such as a pipeline flush,
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and/or by comparing a detected instruction to a list of instructions known to trigger a
synchronization event.

[0031] If a synchronization event is detected at block 68, a synchronization flag
corresponding to a type of the synchronization event (e.g., data synchronization or
instruction synchronization) is set (block 70). The synchronization flag indicates
whether a synchronization event occurred immediately prior to execution of a next
instruction. Some embodiments may provide that the synchronization flag indicates the
occurrence of a data synchronization event, while in some embodiments the
synchronization flag corresponds to an occurrence of an instruction synchronization
event. Processing then resumes at block 72 of Figure 4. If no synchronization event is
detected at block 68, processing returns to block 72.

[0032] The instruction processing circuit then detects a next instruction in an
instruction stream, such as the instruction stream 18 (block 72). The instruction
processing circuit determines whether a synchronization event, for example the
synchronization event 44 of Figure 2, is caused by the detected instruction (block 74).
In some embodiments, the synchronization event may be a data synchronization
operation, while some embodiments may provide that the synchronization event is an
instruction synchronization operation.

[0033] If the instruction processing circuit determines at block 74 of Figure 4 that
the detected instruction does not cause a synchronization event, the instruction
processing circuit clears the synchronization flag that corresponds to a type of
synchronization event (e.g., data synchronization or instruction synchronization) (block
75) if it was set previously (for example, in block 70), and continues processing of the
detected instruction continues (block 76). The instruction processing circuit then
returns to block 68. If the instruction processing circuit determines at block 74 that a
synchronization event is caused by the detected instruction, the instruction processing
circuit next evaluates whether the detected instruction is a redundant synchronization
barrier. To do so, the instruction processing circuit examines whether the
synchronization flag corresponding to the type of the synchronization event (e.g., data
synchronization or instruction synchronization) is set (block 78). If the synchronization
flag is not set, then a synchronization event of appropriate type and scope did not occur
immediately prior to the detected instruction, and therefore the detected instruction is

not a redundant synchronization barrier. Accordingly, the synchronization flag is set to
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indicate that a synchronization event was caused by the detected instruction (block 80),
and processing of the detected instruction continues at block 76. Afterwards, the
instruction processing circuit returns to block 68.

[0034] If, at decision block 78 of Figure 4, the instruction processing circuit
determines that the synchronization flag corresponding to the synchronization event is
set, the detected instruction has been identified as a redundant synchronization barrier.
The instruction processing circuit thus eliminates the detected instruction from the
instruction stream (block 82). In some embodiments, the instruction processing circuit
may eliminate the detected instruction by replacing the detected instruction with an
NOP instruction, such as the NOP instruction 56 of Figure 2, in the instruction stream,
while some embodiments may provide that the detected instruction is removed entirely
from the instruction stream. It is to be understood that, in some embodiments, the
occurrence of more than two consecutive instructions resulting in synchronization
events of the same type may be unlikely. Accordingly, in such embodiments, the
instruction processing circuit may clear the synchronization flag corresponding to the
synchronization event upon eliminating the detected instruction from the instruction
stream (block 83). In embodiments where the occurrence of more than two consecutive
instructions triggering a synchronization event of the same type is possible, the
operations of block 83 may be omitted.

[0035] It is to be understood that operations for detecting the detected instruction
and the synchronization event may be carried out by, for example, the synchronization
event detection circuit 34 of the instruction processing circuit 14 of Figure 1. It is to be
further understood that operations for detecting and eliminating a redundant
synchronization barrier may be carried out by, for example, the optimization circuit 36
of the instruction processing circuit 14 of Figure 1.

[0036] To illustrate optimization of an exemplary instruction stream containing an
instruction triggering a synchronization event and a redundant synchronization barrier,
Figure 5 is provided. In this example, a detected instruction stream 84 represents a
series of instructions fetched in the instruction stream 18 and detected by the instruction
processing circuit 14. First in the detected instruction stream 84 is an ARM architecture
MCR (“Move to coprocessor from ARM register(s)”) instruction 86. The MCR
instruction 86 is an instruction indicating an operation to write a value to translation

table base register 0 (I'TBRO), which, in a computer employing the ARM architecture,



WO 2014/159195 PCT/US2014/022457

12/22

stores a physical address of a translation table. Because subsequent instructions that
follow the MCR instruction 86 rely on the TTBRO to accurately map virtual addresses
to physical memory addresses, execution of the MCR instruction 86 must successfully
complete before the subsequent instruction execute. Thus, the ARM architecture
requires that the MCR instruction 86 be followed by a software instruction
synchronization operation. In some embodiments, however, the computer hardware
may also be permitted to perform an instruction synchronization operation after
execution of the MCR instruction 86. Accordingly, in this example, the computer
hardware automatically initiates a synchronization operation in response to execution of
the MCR instruction 86, resulting in a synchronization event 88.

[0037] As noted above, the ARM architecture requires the MCR instruction 86 to be
followed by a software instruction synchronization operation. Thus, an ARM
architecture ISB (“instruction synchronization barrier”) instruction 90 is detected next in
the detected instruction stream 84. The ISB instruction 90 is a synchronization barrier
instruction that causes a synchronization event 92 to occur. The synchronization event
92 triggered by the ISB instruction 90 is of the same type (i.e., an instruction
synchronization operation having the same or narrower scope) as the synchronization
event 88. Note that because no other instruction executes after the synchronization
event 88 and before the synchronization event 92, the synchronization event 92, and the
ISB instruction 90 that triggered it, are redundant and may be eliminated by the
instruction processing circuit 14.

[0038] A resulting optimized instruction stream 94 illustrates one exemplary result.
The resulting optimized instruction stream 94 includes an MCR instruction 96
corresponding to the MCR instruction 86. In response to execution of the MCR
instruction 96, the computer hardware carries out an instruction synchronization
operation, resulting in a synchronization event 98. However, the ISB instruction 90 has
been replaced in this instance by an NOP instruction 100 in the resulting optimized
instruction stream 94. Thus, there is no redundant synchronization event immediately
following the synchronization event 98, resulting in improved CPU performance and
instruction throughput.

[0039] As noted above with respect to Figure 4, a redundant synchronization barrier
may be eliminated from the instruction stream 18 by the instruction processing circuit

14 of Figure 1. The instruction processing circuit 14 may eliminate the redundant
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synchronization barrier by replacing it with an NOP instruction indicating no operation,
or by removing it entirely from the instruction stream 18. Thus, the instruction
processing circuit 14 may process a given detected instruction stream into different
resulting instruction streams. In this regard, Figure 6 shows an exemplary detected
instruction stream 102 including a redundant synchronization barrier, and corresponding
resulting optimized instruction stream examples 104(1) and 104(2) that may be
generated by the instruction processing circuit 14. In this example, the detected
instruction stream 102 includes two ARM architecture instructions: an MCR instruction
that indicates an operation to write a value to TTBRO, followed by an ISB
synchronization barrier instruction that triggers an instruction synchronization event.
[0040] Resulting optimized instruction stream examples 104 illustrate exemplary
sequences of instructions into which the instructions in the detected instruction stream
102 may be processed by the instruction processing circuit 14 of Figure 1. In some
embodiments, the ISB instruction in the detected instruction stream 102 may be
replaced with an instruction indicating no operation (i.e., NOP).  Accordingly,
exemplary instruction stream 104(1) comprises the MCR instruction followed by an
NOP instruction. In contrast, some embodiments described herein provide that the ISB
instruction in the detected instruction stream 102 will be removed entirely from the
instruction stream 18. Accordingly, instruction stream 104(2) comprises only the MCR
instruction.

[0041] As discussed above, a synchronization event preceding a software
synchronization barrier may result from operations unrelated to instruction execution,
such as an interrupt or an exception return. In this regard, Figure 7 illustrates
optimization of an exemplary instruction stream containing a redundant synchronization
barrier. In this example, a detected instruction stream 106 represents a series of
instructions fetched in the instruction stream 18 and detected by the instruction
processing circuit 14 of Figure 1. As the instructions in the detected instruction stream
106 are being processed, a synchronization event 108 occurs in response to an operation
such as an interrupt or an exception return. Immediately following the synchronization
event 108, an ARM architecture ISB instruction 110 is detected in the detected
instruction stream 106. The ISB instruction 110 is a synchronization barrier instruction
that causes a synchronization event 112 to occur. The synchronization event 112

triggered by the ISB instruction 110 is of the same type (i.e., an instruction
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synchronization operation having the same or narrower scope) as the synchronization
event 108. Note that because no other instruction executes after the synchronization
event 108 and before the synchronization event 112, the synchronization event 112, and
the ISB instruction 110 that triggered it, are redundant and may be eliminated by the
instruction processing circuit 14.

[0042] A resulting optimized instruction stream 114 illustrates one exemplary result.
As the resulting optimized instruction stream 114 is being processed, a synchronization
event 116 occurs in response to an operation such as an interrupt or an exception return.
However, the ISB instruction 110 has been replaced in this instance by an NOP
instruction 118 in the resulting optimized instruction stream 114. Thus, there is no
redundant synchronization event immediately following the synchronization event 116,
resulting in improved CPU performance and instruction throughput.

[0043] Eliminating redundant synchronization barriers from execution pipelines in
instruction processing circuits, and related processor systems, methods, and computer-
readable media according to embodiments disclosed herein may be provided in or
integrated into any processor-based device. Examples, without limitation, include a set
top box, an entertainment unit, a navigation device, a communications device, a fixed
location data unit, a mobile location data unit, a mobile phone, a cellular phone, a
computer, a portable computer, a desktop computer, a personal digital assistant (PDA),
a monitor, a computer monitor, a television, a tuner, a radio, a satellite radio, a music
player, a digital music player, a portable music player, a digital video player, a video
player, a digital video disc (DVD) player, and a portable digital video player.

[0044] In this regard, Figure § illustrates an example of a processor-based system
120 that can employ the instruction processing circuit 14 of Figure 1. In this example,
the processor-based system 120 includes one or more CPUs 122, each including one or
more processors 124. The one or more processors 124 may comprise the instruction
processing circuit (IPC) 14. The CPU(s) 122 may have cache memory 126 coupled to
the processor(s) 124 for rapid access to temporarily stored data. The CPU(s) 122 is
coupled to a system bus 128 and can intercouple master and slave devices included in
the processor-based system 120. As is well known, the CPU(s) 122 communicates with
these other devices by exchanging address, control, and data information over the

system bus 128. For example, the CPU(s) 122 can communicate bus transaction
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requests to a memory controller 130 as an example of a slave device. Although not
illustrated in Figure 8, multiple system buses 128 could be provided.

[0045] Other master and slave devices can be connected to the system bus 128. As
illustrated in Figure 8, these devices can include a memory system 132 comprising the
memory controller 130 coupled to a plurality of DDR devise 144(0)-144(N), one or
more input devices 134, one or more output devices 136, one or more network interface
devices 138, and one or more display controllers 140, as examples. The input device(s)
134 can include any type of input device, including but not limited to input keys,
switches, voice processors, etc. The output device(s) 136 can include any type of output
device, including but not limited to audio, video, other visual indicators, etc. The
network interface device(s) 138 can be any device configured to allow exchange of data
to and from a network 142. The network 142 can be any type of network, including but
not limited to a wired or wireless network, a private or public network, a local area
network (LAN), a wide local area network (WLAN), and the Internet. The network
interface device(s) 138 can be configured to support any type of communication
protocol desired. The memory system 132 can include one or more memory units
144(0-N).

[0046] The CPU(s) 122 may also be configured to access the display controller(s)
140 over the system bus 128 to control information sent to one or more displays 146.
The display controller(s) 140 sends information to the display(s) 146 to be displayed via
one or more video processors 148, which process the information to be displayed into a
format suitable for the display(s) 146. The display(s) 146 can include any type of
display, including but not limited to a cathode ray tube (CRT), a liquid crystal display
(LCD), a plasma display, etc.

[0047] Those of skill in the art will further appreciate that the various illustrative
logical blocks, modules, circuits, and algorithms described in connection with the
embodiments disclosed herein may be implemented as electronic hardware, instructions
stored in memory or in another computer-readable medium and executed by a processor
or other processing device, or combinations of both. The arbiters, master devices, and
slave devices described herein may be employed in any circuit, hardware component,
integrated circuit (IC), or IC chip, as examples. Memory disclosed herein may be any
type and size of memory and may be configured to store any type of information

desired. To clearly illustrate this interchangeability, various illustrative components,
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blocks, modules, circuits, and steps have been described above generally in terms of
their functionality. How such functionality is implemented depends upon the particular
application, design choices, and/or design constraints imposed on the overall system.
Skilled artisans may implement the described functionality in varying ways for each
particular application, but such implementation decisions should not be interpreted as
causing a departure from the scope of the present disclosure.

[0048] The various illustrative logical blocks, modules, and circuits described in
connection with the embodiments disclosed herein may be implemented or performed
with a processor, a DSP, an Application Specific Integrated Circuit (ASIC), an FPGA or
other programmable logic device, discrete gate or transistor logic, discrete hardware
components, or any combination thereof designed to perform the functions described
herein. A processor may be a microprocessor, but in the alternative, the processor may
be any conventional processor, controller, microcontroller, or state machine. A
processor may also be implemented as a combination of computing devices, e.g., a
combination of a DSP and a microprocessor, a plurality of microprocessors, one or
more microprocessors in conjunction with a DSP core, or any other such configuration.
[0049] The embodiments disclosed herein may be embodied in hardware and in
instructions that are stored in hardware, and may reside, for example, in Random Access
Memory (RAM), flash memory, Read Only Memory (ROM), Flectrically
Programmable ROM (EPROM), Electrically Erasable Programmable ROM
(EEPROM), registers, a hard disk, a removable disk, a CD-ROM, or any other form of
computer readable medium known in the art. An exemplary storage medium is coupled
to the processor such that the processor can read information from, and write
information to, the storage medium. In the alternative, the storage medium may be
integral to the processor. The processor and the storage medium may reside in an ASIC.
The ASIC may reside in a remote station. In the alternative, the processor and the
storage medium may reside as discrete components in a remote station, base station, or
server.

[0050] It is also noted that the operational steps described in any of the exemplary
embodiments herein are described to provide examples and discussion. The operations
described may be performed in numerous different sequences other than the illustrated
sequences. Furthermore, operations described in a single operational step may actually

be performed in a number of different steps. Additionally, one or more operational
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steps discussed in the exemplary embodiments may be combined. It is to be understood
that the operational steps illustrated in the flow chart diagrams may be subject to
numerous different modifications as will be readily apparent to one of skill in the art.
Those of skill in the art will also understand that information and signals may be
represented using any of a variety of different technologies and techniques. Tor
example, data, instructions, commands, information, signals, bits, symbols, and chips
that may be referenced throughout the above description may be represented by
voltages, currents, electromagnetic waves, magnetic fields or particles, optical fields or
particles, or any combination thereof.

[0051] The previous description of the disclosure is provided to enable any person
skilled in the art to make or use the disclosure. Various modifications to the disclosure
will be readily apparent to those skilled in the art, and the generic principles defined
herein may be applied to other variations without departing from the spirit or scope of
the disclosure. Thus, the disclosure is not intended to be limited to the examples and
designs described herein, but is to be accorded the widest scope consistent with the

principles and novel features disclosed herein.
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‘What is claimed is:

1. A method for eliminating redundant synchronization barriers in an instruction
stream, comprising:
detecting a first synchronization event;
detecting a next instruction in an instruction stream;
determining whether the next instruction comprises a synchronization barrier of
a type corresponding to the first synchronization event; and
responsive to determining that the next instruction comprises a synchronization
barrier of a type corresponding to the first synchronization event,

eliminating the next instruction from the instruction stream.

2. The method of claim 1, wherein detecting the first synchronization event
comprises detecting an instruction synchronization event; and

wherein determining whether the next instruction comprises a synchronization
barrier of a type corresponding to the first synchronization event comprises detecting

whether the next instruction is an instruction synchronization barrier.

3. The method of claim 1, wherein detecting the first synchronization event
comprises detecting a data synchronization event; and

wherein determining whether the next instruction comprises a synchronization
barrier of a type corresponding to the first synchronization event comprises detecting

whether the next instruction is a data synchronization barrier.

4. The method of claim 1, wherein detecting the first synchronization event

comprises setting a synchronization flag.

5. The method of claim 4, further comprising clearing the synchronization flag
responsive to determining that the next instruction does not comprise a synchronization

barrier of a type corresponding to the first synchronization event.

6. The method of claim 4, wherein determining whether the next instruction
comprises a synchronization barrier of a type corresponding to the first synchronization

event comprises determining whether the synchronization flag is set.



WO 2014/159195 PCT/US2014/022457

19722

7. The method of claim 1, wherein eliminating the next instruction from the
instruction stream comprises replacing the next instruction in the instruction stream with

an instruction indicating no operation.

8. The method of claim 1, wherein eliminating the next instruction from the

instruction stream comprises removing the next instruction from the instruction stream.

0. An instruction processing circuit, comprising:
a synchronization event detection circuit configured to detect a first
synchronization event; and
an optimization circuit configured to:
detect a next instruction in an instruction stream;
determine whether the next instruction comprises a synchronization
barrier of a type corresponding to the first synchronization event;
and
responsive to determining that the next instruction comprises a
synchronization barrier of a type corresponding to the first
synchronization event, eliminate the next instruction from the

instruction stream.

10. The instruction processing circuit of claim 9, wherein the synchronization event
detection circuit is further configured to set a synchronization flag responsive to

detecting the first synchronization event.

11. The instruction processing circuit of claim 9, wherein the optimization circuit is
configured to eliminate the next instruction from the instruction stream by replacing the

next instruction in the instruction stream with an instruction indicating no operation.

12. The instruction processing circuit of claim 9, wherein the optimization circuit is
configured to eliminate the next instruction from the instruction stream by removing the

next instruction from the instruction stream.
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13. The instruction processing circuit of claim 9, wherein the optimization circuit
further configured to clear the synchronization flag responsive to determining that the
next instruction does not comprise a synchronization barrier of a type corresponding to

the first synchronization event.

14. The instruction processing circuit of claim 9, wherein the optimization circuit is
configured to determine whether the next instruction comprises a synchronization
barrier of a type corresponding to the first synchronization event by being configured to

determine whether the synchronization flag is set.

15. The instruction processing circuit of claim 9, wherein the next instruction is an
ARM instruction selected from the group consisting of: an ISB (instruction
synchronization barrier) instruction, a DSB (data synchronization barrier) instruction,

and a DMB (data memory barrier) instruction.

16. The instruction processing circuit of claim 9 integrated into an integrated circuit
die.
17. The instruction processing circuit of claim 9 integrated into a device selected

from the group consisting of a set top box, an entertainment unit, a navigation device, a
communications device, a fixed location data unit, a mobile location data unit, a mobile
phone, a cellular phone, a computer, a portable computer, a desktop computer, a
personal digital assistant (PDA), a monitor, a computer monitor, a television, a tuner, a
radio, a satellite radio, a music player, a digital music player, a portable music player, a
digital video player, a video player, a digital video disc (DVD) player, and a portable
digital video player.

18. An instruction processing circuit, comprising:
a means for detecting a first synchronization event;
a means for detecting a next instruction in an instruction stream;
a means for determining whether the next instruction comprises a
synchronization barrier of a type corresponding to the first

synchronization event; and
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a means for eliminating the next instruction from the instruction stream,
responsive to determining that the next instruction comprises a
synchronization barrier of a type corresponding to the first

synchronization event.

19. A non-transitory computer-readable medium having stored thereon computer-
executable instructions to cause a processor to implement a method, comprising:
detecting a first synchronization event;
detecting a next instruction in an instruction stream;
determining whether the next instruction comprises a synchronization barrier of
a type corresponding to the first synchronization event; and
responsive to determining that the next instruction comprises a synchronization
barrier of a type corresponding to the first synchronization event,

eliminating the next instruction from the instruction stream.

20. The non-transitory computer-readable medium of claim 19 having stored thereon
the computer-executable instructions to cause the processor to implement the method
wherein eliminating the next instruction from the instruction stream comprises replacing

the next instruction in the instruction stream with an instruction indicating no operation.

21. The non-transitory computer-readable medium of claim 19 having stored thereon
the computer-executable instructions to cause the processor to implement the method
wherein eliminating the next instruction from the instruction stream comprises

removing the next instruction from the instruction stream.

22. The non-transitory computer-readable medium of claim 19 having stored thereon
the computer-executable instructions to cause the processor to implement the method
wherein determining that the next instruction comprises a synchronization barrier of a
type corresponding to the first synchronization event comprises determining that a

synchronization flag is set.
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