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SYSTEM AND METHOD FOR REAL-TIME
CO-RENDERING OF MUL.TYPLE ATTRIBUTES

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a visualization technique for co-rendering multiple
attributes in real time, thus forming a combinced image of the attributes. The combined
image is visually intuitive in that it distingui shes certain features of an object that are

substantially indistinguishable in their natura 1 environment.

2. Related Art

In the applied sciences, various fielels of study require the analysis of two-
dimensional (2-D) or three-dimensional (3-D) volume data sets wherein each data set may
have multiple attributes representing diffe-rent physical properties. An attribute,
sometimes referred to as a data value, represents a particular physical property of an object
within a defined 2-D or 3-D space. A data valme may, for instance, be an 8-byte data word
which includes 256 possible values. The location of an attribute is represented by (x, y,
data value) or (x, y, z, data value). If the attribute represents pressure at a particular

location, then the attribute location may be expressed as (x, ¥, z, pressure).

In the medical field, a computerized a Xial topography (CAT) scanner or magnetic
resonance imaging (MRI) device is used to pr oduce a picture or diagnostic image of some
specific atea of a person’s body, typically respresenting the coordinate and a determined
attribute. Normally, each attribute within a predetermined location must be imaged
separate and apart from another attribute. For example, one attribute representing
temperature at a predetermined location is typ ically imaged separate from another attribute
representing pressure at the same location. "Thus, the diagnosis of a particular condition
based upon these attributes is limited by the ability to display a single attribute at a

predetermined location.
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In the field of earth sciences, seismic soummding is used for exploring the
subterranean geology of an earth formation. An under-ground explosion excites seismic
waves, similar to low-frequency sound waves that trasvel below the surface of the earth
and are detected by seismographs. The scismograp_hs record the time or arrival of
seismic waves, both direct and rcflected waves. Kneowing the time and place of the
explosion, the time of travel of the waves through the interior can be calculated and used
to measure the velocity of the waves in the interior. A similar technique can be used for
offshore oil and gas exploration. In offshore exploraticn, a ship tows a sound source and
underwater hydrophones. Low frequency (e.g., 50 Hz) sound waves are gencrated by, for
example, a pneumnatic device that works like a balloon bourst. The sounds bounce off rock
layers below the sea floor and are picked up by the hycirophones. In cither application,
subsurface sedimentary structures that trap oil, such as faults and domes are mapped by

the reflective waves.

The data is collected and processed to produce 3-D volumec data sets. A 3-D
volume set is made up of “voxels” or volume elements having X, v, 2 coordinates. Each
voxel represents a numeric data value (attribute) ass-ociated with some measured or
calculated physical property at a particular location. E><amples of geological data values
include amplitude, phase, frequency, and semblance. Different data values are stored in
different 3-D volume data sets, wherein each 3-D voluame data set represents a different
data value. In order to analyze certain geological structures referred to as “events”
information from different 3-D volume data sets must be separately imaged in order to

analyze the event.

Certain techniques have been developed in th_is field for imaging multiple 3-D
volume data sets in a single display, however, not wittaout considerable limitations. One
example includes the technique published n The Le=ading Edge called *‘Constructing
Faults from Seed Picks by Voxel Tracking” by Jack L=ee¢s. This technique combines two
3D volume data sets in a single display, thereby reestricting each original 256-value
attribute to 128 values of the full 256-value range. The resolution of the display is,
therefore, significantly reduced, thereby limiting the aability to distinguish certain events
or features from the rest of the data. Another conventJonal method combines the display

of two 3-D volume data sets, containing two differerat attributes, by making some data

values
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more transparent than others. This technig ue becomes untenable when more than two

attributes are combined.

Another technique used to combine twvo different 3-D volume data sets in the same
image is illustrated in U.S. patent application Serial No. 09/936,780, assigned to Magic
Earth, Inc. and incorporated herein by refererce. This application describes a technique for
combining a first 3-D volume data set rep-Tesenting a first attribute and a second 3-D
volume data set representing a second attribute in a single enhanced 3-D volume data set
by comparing each of the first and second attribute data values with a preselected data
value range or criteria. For each data value where the criteria are met, a first selected data
value is inserted at a position corresponding ~with the respective data value in the enhanced
3.D volume data set. For each data value wkaere the criteria are not met, a second selected
data value is inserted at a position correspeonding with the respective data value in the
enhanced 3-D volume data set. The first selected data value may be related to the first
attribute and the second selected data value may be related to the second attribute. The
resulting image is an enhanced 3-D volume dlata set comprising a combination or hybrid of
the original first 3-D volume data set and the= second 3-D volume data set. As aresult, the
extra processing step needed to generate the enhanced 3-D volume data set causes
interpretation delays and performance slow downs. Furthermore, this pre-processing
technique is compromised by a “lossy” effe«ct which compromises data from one seismic
attribute in order to image another seismic attribute. Consequently, there is a significant
loss of data visualization.

In non-scientific applications, techni ques have been developed to define surface
details (texture) on inanimate objects thromgh lighting and/or shading techniques. For
example, in the video or computer graphics field, one technique commonly used is texture
mapping. Texture typically refers to bumpss, wrinkles, grooves or other irregularities on
surfaces. Textured surfaces are recognized. by the way light interacts with the surface
irregularities. In effect, these irregularities axe part of the complete geometric form of the
object although they are relatively small compared to the size and form of the object.
Conventional texture mapping techniques have been known to lack the necessary surface
detail to accomplish what is conventionally meant by texture. In other words,

conventional texture mapping techniques provide objects with a colorful yet flat
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appearance. To this end, texture mapping was ex.panded to overcome this problem with

what is now commonly referred to as bump mappirag.

Bump mapping is explained in an articles written by Mark Kilgard called “A
Practical and Robust Bump Mapping Technique fo r Today’s GPU’s” (hereinafter Kilgard)
which is incorporated herein by reference. In this Zrticle, bump mapping is described as “a
texture-based rendering approach for simulatin_g lighting effects caused by pattern
irregularities on otherwise smooth surfaces.” Kilgeard, p. 1. According to Kilgard, “bump
mapping simulates a surface’s irregular lighting aappearance without the complexity and
expense of modeling the patterns as true geometric= perturbations to the surface.” Kilgard,
p. 1. Nevertheless, the computations required £or original bump mapping techniques
proposed by James Blinn in 1978 are considerably” more expensive than those required for

conventional hardware texture mapping. Kilgard atp. 2.

In view of the many attempts that have b een made over the last two decades to
reformulate bump mapping into a form suitable for hardware implementation, Kilgard
proposes a new bump mapping technique. In shorl, Kilgard divides bump mapping into
two steps. First, a perturbed surface normal is cormputed. Then, a lighting computation is
performed using the perturbed surface normal. Th ese two steps must be performed at each

and every visible fragment of a bump-mapped surf-ace. Kilgard.

Although Kilgard’s new technique maZy be suitable for simulating surface
irregularities (texture) representative of true geormetric perturbations, it does not address
the use of similar lighting effects to distinguisia certain features of an object that are

substantially indistinguishable in their natural emvironment.
SUMMARY OF THE INVENTION

The present invention therefore, provides a system and method for enhancing the
combined image of multiple attributes representing 2-D or 3-D objects. In one
embodiment, a first atribute is selected froms a source of available attributes and

represents one property of the object. A second attribute is selected from the same source
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of attributes and represents ancsther property of the object. Additional attributes may be
selected, depending on the available source of attributes.

A normal map is create:d using voxels from either the first attribute or the second
attribute. The normal map is d erived from the data values representing the first or second
attribute, hereinafter the underlying attribute, and is used to construct lighting effects that

provide an illusion of height, depth and geometry on a planar surface.

In order to obtain a more accurate lighting effect, a vertex program is applied to the
vertices that constrain the plamar surface of the underlying attribute and the vertices that
constrain the corresponding planar surface of the normal map. As a result, a new
coordinate space is created thums, forming a matrix that is commonly referred to as tangent

space that is later used by the register combiners

The register combinexs, or texture shaders, are used to calculate ambient and
diffuse lighting effects (illamination) for the normal map, after the vertex program is
applied, and the other first or second attribute which are combined to form an enhanced
image representing the first arid second attributes. In this manner, the combined image of
the co-rendered attributes is displayed thus, revealing certain features of the object
represented by the attributes that are substantially indistinguishable in their natural

environment.

In another embodiment, select features of the object are interactively highlighted
by altering lighting coefficierats representing the specular and/or diffuse component of an
imaginary light source. In this manner, the register combiners are reapplied to alter the
ambient and diffuse lighting effects and highlight certain features of the object as the
combined image is displayed.

In another embodiment, the light source is interactively repositioned or the
combined image is interactively rotated to reveal select features of the object represented
by the attributes. As the imaage is rotated, or the light source repositioned, certain voxels
representing the first attribbute become darkly shaded or shadowed, while others

representing the second attriibute become visible and vice versa. This embodiment is
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therefore, useful for enhancing images of select features of an object which, in their
natural environment, are indistinguishakbole from the rest of the object. In this manner, the
vertex program and register combiners are reapplied and the image is displayed.

In another embodiment, the pesr-pixel lighting height is interactively controlied.
The per-pixel lighting height is often re=ferred to as the height of the bumps or depth of the
indentions defined by the lighting effe <t produced on a per pixel basis. As the per-pixel
lighting height is altered, the normal map is recalculated, the vertex program and register

combiners are reapplied, and the image= is displayed.

In yet another embodiment, on e or more different attributes are selected to image
other select features of the object in the manner thus described. Thus, in this embodiment,

the foregoing steps and techniques are reapplied as a new combined image is displayed.

In yet another embodiment, the combined image is interactively controlled
(moved/resized) to display select features of the object at different locations. In this
manner, the attributes are resampled, the normal map is recalculated, the vertex program

and register combiners are reapplied, and the combined image is displayed at its new

location.

BRIEF DESCRIPTION OF THE DRAWINGS

The patent or application files contains at least one drawing executed in color.
Copies of this patent or patent application publication with Color. drawing(s) will be
provided by the Office upon request amd payment of the necessary fee.

The invention will be describexd with reference to the accompanying drawings, in

which like elements are referenced with like reference numerals, and in which:

Figure 1 is a block diagram ilEnstrating one embodiment of a software program for

implementing the present invention;

Figure 2 is a flow diagrarm illustrating one embodiment of a method for

implementing the present invention;
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Figure 3 is a color drawing illustrating semblance as a seismic data attribute;
Figure 4 is a color drawing illustrating amplitude as a seismic data attribute;

Figure 5 is a color drawing illustrating the combined image of both attributes
illustrated in Figures 3 and 4-;

Figure 6 is a color Rrawing illustrating the combined image of Figure 5 with the

light source positioned to thes left of the image.

Figure 7 is a color cArawing illustrating the combined image of Figure 5 with the

light source positioned perpendicular to the image.

Figure 8 is a color cIrawing illustrating the combined image of Figure 5 with the

light source positioned to thes right of the image.

While the present invention will be described in connection with presently
preferred embodiments, it wwill be understood that it is not intended to limit the invention
to those embodiments. ©n the contrary, it is intended to cover all alternatives,

modifications, and equivalemts included within the spirit of the invention.
DETAILED DESCERRIPTION OF THE PREFERRED EMBODIMENTS

The present invention may be implemented using hardware, software or a
combination thereof, and maay be implemented in a computer system or other processing
system. The following desccription applies the present invention to various seismic data
attributes which are contaired within a specified space or volume referred to as a probe.
Each probe comprises voxel data represented by X, ¥, Z, data value. Each data value is
associated with a particula_r seismic data atmibute at a specified location (x, y, z). The
present invention, therefore, may employ one or more of the hardware and software
system components required to display and manipulate the probe as described in U.S.
patent No. 6,765,570 (570 Patent") assigned to Landmark Graphics Corporation and
incorporated herein by reference. For a more complete description of the probe

requirements, reference is made to the ‘570 Patent.
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In addition to the probe= requirements, the present invention may be implemente=d
using current high performance= graphics and personal computer commodity hardware -in
order to insure real time perfommance. Examples of available hardware for the persormal
computer include graphics carcls like GeForce® marketed by NVIDIA® and 2.4Ghz x&36

instruction set computer processsors manufactured by Intel® or AMD®.

One embodiment of a s oftware or program structure for implementing the present
invention is shown in Figure 1. At the base of program structure 100 is an operatimg
system 102. Suitable operatin_g systems may include, for example, UNIX® or LINUX®
operating systems, Windows N-T®, and other operating systems generally known in the aart.

Menu and interface sOftware 104 overlays operating system 102. Menu aand
interface software 104 are ussed to provide various menus and windows to facilit-ate
interaction with the user, and to obtain user input and instructions. Menu and interfaace
software 104 may include, for example, Microsoft Windows®, X Free 860, MO’I'IF®, and

other menu and interface softweare generally known in the art.

A basic graphics libray 106 overlays menu and interface software 104. Bamsic
graphics library 106 is an application programming interface (API) for 3-D compuater
graphics. The functions performed by basic graphics library 106 include, for exampple,
geometric and raster primitivess, RGBA or color index mode, display list or immed3ate
mode, viewing and modelin g transformations, lighting and shading, hidden surfface
removal, alpha blending (tr=anslucency), anti-aliasing, texture mapping, atmosphesric

effects (fog, smoke, haze), feeadback and selection, stencil planes, and accumulation buf~fer.

A particularly useful twasic graphics library 106 is OpenGL®, marketed by Sili-con
Graphics, Inc. (“SGI®”). The OpenGL® API is a multi-platform industry standard that is
hardware, window, and opemating system independent. OpenGL® is designed to be
callable from C, C++, FORMRAN, Ada and Jave programming languages. Opch?L‘D
performs each of the functions listed above for basic graphics library 106. Some
commands in OpenGL® speci=fy geometric objects to be drawn, and others control how~ the
objects are handled. All elemaents of the OpenGL® state, even the contents of the texture
memory and the frame buffe.r, can be obtained by a client application using OpenGS1.%.
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OpenGL® and thqe client application may operate on the same or different mmachines
because OpenGL. is network transparent. OpenGL® is described in more det=ail in the
OpenGL® Progr amming Guide (ISBN: 0-201-63274-8) and the OpenGL® Reference
Manual (ISBN: 0O-201-63276-4), both of which are incorporated herein by referemce.

Visual si_mulation graphics library 108 overlays the basic graphics library 106.
Visual simulatiosn graphics library 108 is an API for creating real-time, multi—processed
3.D visual simwlation graphics applications. Visual simulation graphics litbrary 108
provides functions that bundle together graphics library state control functiorzs such as
lighting, materiaals, texture, and transparency. These functions track state and thwe creation
of display lists thhat can be rendered later.

A particwilarly useful visual simulation graphics library 108 is OpenGL Performer®,
which is available from SGI®°. OpenGL Performer® supports the OpenGL™ graphics
library discussesd above. OpenGL Performer® includes two main libraries (libp£ and libpr)
and four associated libraries (libpfdu, libpfdb, libpfui, and libpfutil).

The basis of OpenGL Performer® is the performance rendering library 1i'bpr, a low-
level library providing high speed rendering functions based on GeoSets and graphics state
control using GeeoStates. GeoSets are collections of drawable geometry that gmroup same-
type graphics gprimitives (e.g., triangles or quads) into one data object. T he GeoSet
contains no geometry itself, only pointers to data arrays and index arrays. Bec=ause all the
primitives in a GeoSet are of the same type and have the same attributes, rendering of
most databases is performed at maximum hardware speed. GeoStates provicde graphics
state definitionss (e.g., texture or material) for GeoSets.

Layerec above libpr is libpf, a real-time visual simulation environment providing a
high-performarce multi-process database rendering system that optimizzes use of
multiprocessin g hardware. The database utility library, libpfdu, provides fuanctions for
defining both geometric and appearance attributes of 3-D objects, shares state and
materials, and generates triangle strips from independent polygonal input. T he database
library libpfdb- uses the facilities of libpfdu, libpf and libpr to import databasse files in a
number of ind-wstry standard database formats. The libpfui is a user interface library that
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provides building blocks for writing manipulation components for user intarfacces (C and
C++ programmin g languages). Finally, the libpfutil is the utility library tha-t provides

routines for imple menting tasks and graphical user interface (GUI) tools.

An applic ation program which uses OpenGL Performer® and Oper*xGL® APl

5 typically performss the following steps in preparing for real-time 3-D visual simuz:lation:

1. Ini tialize OpenGL Performer®;

2. Specify number of graphics pipelines, choose the multiprocessimng
comfiguration, and specify hardware mode as needed;

Ini tialize chosen multiprocessing mode;
10 Ini tialize frame rate and set frame-extend policy,;

Cre=ate, configure, and open windows as required; and

S O T

Create and configure display channels as required.

Orace the application program has created a graphical  rendering
15 environment by carrying out steps 1 through 6 above, then the applicatio-n program

typically iterates ®hrough the following main simulation loop once per frame:

1. Coompute dynamics, update model matrices, etc.;
2. Delay until the next frame time;
3. Pe=rform latency critical viewpoint updates; and

20 4., Dsraw a frame.

Alternativvely, Open Scene Graph® can be used as the visual simulation graphics
library 108. Op en Scene Graph® operates in the same manner as OpenGL Ferformer®,

providing progra_mming tools written in C/C++ for a large variety of computezr platforms.

25  Open Scene Graaph® is based on OpenGL® and is publicly available.
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A m-ulti-attribute co-rendering program 110 of the present inv ention overlays
visual simul ation graphs library 108. In a manner generally wcll known in the art,
program 114 interfaces with, and utilizes the functions carmried out by, the visual
simulation graphics library 108, basic graphics library 106, menu and ingerface sofiware
104, operatirg system 102 and the probe described in the 570 Patent. Program 110 is
preferably wrritten in an object oriented programming language to allow &he creation and

use of objec:ts and objcct functionality. One preferred object oriente-d programming

language 1s C++.

In th3s particular embodiment, program 110 stores the 3-D volurme data sct in a
manner genesrally well known in the art. For example, the format for a particular data
volume may include two parts: a volume header followed by the body of data that is as
long as the ssize of the data sct. The volume header typically includes i nformation in a
prescribed sesquence, such as the file path (location) of the data set, sizcs, dimensions in
the x, v, ancl z directions, annotations for the x, y and z axes, anbotaticans for thc data
value, etc. The body of data is a binary sequence of bytes and may incluade one or more
bytes per da ta value. For example, the first byte is the data value at wolume location
(0,0,0); the second byte is the data value at volume location (1,0,0); and the third byte is

the-data valume at volume location (2,0,0). When the x dimension is exhauisted, then the y

dimension and the z dimension are incremented, respectively. This embodiment 1s not

limited in an_y way to a particular data format.

The porogram 110 facilitates input from a user to identify one or m=ore 3-D volume
data sets to wise for imaging and analysis. When a plurality of data volurmes is used, the
data value for cach of the plurality of data volumes represents a different physical
parameter or- attribute for the same geographic space. By way of exampke, a plurality of
data volumess could include a geology volume, a temperature volumes, and a water-
saturation voolume. The voxels in the geology volume can be expressed i the form (x, y,
z, secismic a-mplitude). The voxels in the temperature volume can be e=xpressed in the
form (x, y, =, °C). The voxels in the water-saturation volume can be expressed in the
form (x, y, ==, Y%saturation). The physical or geographic space defined Oy the voxels in
each of theses volumes is the same. However, for any specific spatial location (Xo, Yo, Zo),
the seismic mmplitude would be contained in the geology volume, the termperature in the

temperature
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volume, and the water-saturation in the water-saturation vojurme. The operation of

program 110 is described in reference to Figures 2 through 8.

R_eferring now to Figure 2, a method 200 is illustrated for~ co-rendering multiple
attributess in a combined image. The following description refers to certain bump mapping

algorithrs and techniques discussed in Kilgard.

I Step 202, a first attribute and a second attribute are seleccted from the available
attributess using the GUI tools (menu/interface software 104) desscribed in reference to
Figure 1~ Although other available stored attributes may be used, such as frequency and
phase, se=mblance is used as the first attribute illustrated in the protoe 300 of Figure 3, and
amplitucCe is used as the second attribute illustrated in the probe 400 of Figure 4. The
seismic sdata is displayed on the visible planar surfaces of the prcobe using conventional
shading/=opacity (texture mapping) techniques, however, may be displayed within the
planar s—urfaces defining the probe using volume rendering teckaniques generally well
known i the art. In order to display seismic data in the manner thuas described, voxel data
is read from meimory and converted into a specified color represerting a specific texture.
Texturess are tiled into 256 pixel by 256 pixel images. For large voolumes, many tiles exist
on a sin_gle planar surface of the probe. This process is commoraly referred to by those
skilled imn the art as sampling, and is coordinated among multiple CEPU’s on a per-tile basis.

These te=chniques, and others employed herein, are further describesd and illustrated in the
'570 Patent.

I[n Step 204, a normal map is calculated in order to comvert the texture based
semblamece attribute illustrated in Figure 3, sometimes referred to  as a height field, into a
pormal map that encodes lighting information that will be use=d later by the register
combine=rs. This technique enables the application of per-pixel ligThting to volumetric data
in the s ame way the probe displays volumetric data. In other w~ords, it is a 2-D object
which iss actually displayed, however, because it is comprised of woxel data and the speed
at whic’h it is displayed, appears as a 3-D object. In short, this step converts the data
values r-epresenting the semblance attribute into perturbed normalizzed vectors that are used
by the graphics card to calculate lighting effects which give thwe illusion of depth and

geometxy when, in fact, a planar surface is displayed.
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The normal map comprises multiple perturbed normal ~vectors which, collectively,
are used to construct an illusion of height, depth and geometrZy on a planar surface. Each
perturbed normal vector is derived from the cross product of " the vertical and horizontal
components for each data value on a given surface (e.g., 310) in Figure 3. Bach perturbed
normal vector is stored in the hardware as a texture unit (normaal map) wherein each spatial
coordinate (x, y, z) for each perturbed normal vector is assi_gned a specified color red,
green or blue (RGB) value. The coordinate space in which thesse coordinates are assigned
RGB values is generally known as texture coordinate space. Thus, the blue component of
the perturbed normal vector represents the spatial coordinate (z). A pixel in the texture
that is all blue would therefore, represent a typical tangent vecstor in planar objects such as
the surface 310 in Figure 3. As the data values vary, the nornmal map appearance becomes
less blue and appears almost chalky. The techniques necesssary to derive a normal map
from a height field are generally described in Section 5.3 of Kilgard. By applying the
equations referred to in Section 2.6 of Kilgard to the data values shown in the probe 300
of Figure 3, a normal map may be constructed. One set of instructions to perform this
method and technique is illustrated in Appendix E of Kilgard.

In order to obtain a more accurate lighting effect, a =vertex program is applied in
Step 206 to the vertices that constrain the planar surface 3140 of the underlying attribute
illustrated in Figure 3 and the vertices that constrain the corsesponding planar surface of
the normal map (not shown). A new coordinate space, tangzent space, is contained in a
transformation matrix used by the vertex program. The prosgrammable hardware on the
graphics card is used for rendering coordinate space transsforms that drive the vertex
program. The tangent space is constructed on a per-vertex bassis, and typically requires the
CPU to supply per-vertex light-angle vectors and half-armgle vectors as 3-D texture
coordinates. The light angle vectors and half angle vectoms are likewise converted to
tangent space when multiplied by the tangent space matriix. This step employs the
techniques generally described in Section 5.1 of Kilgard.

For example, normal and tangent vectors are calculateed on a per-vertex basis for a
given geometric model—like the probe 300 in Figure 3. A bi-normal vector is calculated
by taking the cross product of the tangent and normal vector components for each vertex.

The tangent, normal and bi-normal vectors thus, form an ortho-normal basis at each
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vertex. The ortho-normal basis represents a matrix use-d to transform objccts,
space, light and eye position into tangent space. One =set of instructions for performing

this technique is illustrated in Appendix C of Kilgard.

Register combiners or texture shaders (not sho—wn) are applied by the graphics
card in Step 208 to calculate the lighting equations desscribed in Sections 2.5 through
2.5.1 of Kilgard. The GeForce® and Quadro® regis-ter combiners, available through
NVIDIA®, provide a configurable, but not programmalsle, means to determine per-pixel
fragment coloring/shading, and replace the standard OpenGL® fixcd function texture
environment, color sum, and fog operations with. an enhanced mechanism for
coloring/shading fragments. With multi-textured Ope.nGL®, filtered texels from each
texture unit representing the normal map and the secormd attribute (amplitude) illustrated
in the probate 400 of Figure 4 are combined with the fragments® cumrent color in

sequential order. The register combiners are generally described in Section 4.2 of

Kilgard as a sequential application of general combiner stages that culminate in a final
combiner stage that outputs an RGBA color for the fraggment. One set of instructions for

programming OpenGL® register combiners is illustrate d in Appendix B of Kilgard.

As further explained in Section 5.4 of Kilgzard, the register combiners are
configured to compute the ambient and diffuse illummnation for the co-rendered image
that is displayed in Step 210 by means generally well-known in the art. In short, the
register combiners are used to calculatc ambiermt and diffuse lighting effects
(illumination) for the normal map, after the vertex pr-ogram is applied, and the second
attribute which are combined to form an enhanced image representing the first and
second attributes. The resulting data values for the co mbined image represent a blended
texture or combined texture of both the first and seconcd attributes. One set of instructions
for programming the register combiners to compute th_e ambient and diffuse illumination

is illustrated in Appendix G of Kilgard.

Alternatively, fragment routines, generally wesll known in the art, may be used
with the register combiners to provide a more refinesd per-pixel lighting effect for the

normal map.
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As illustrated in Figure 3, certain geological £eatures, such as faults represented by
the black color values 312, are distinguished fromn the blue color values 314 due to
discontinuity between the adjacent data values measuared along the z-axis. In Figure 4, the
same geological features 412 are barely distinguishable because they are illustrated by a
different attribute (amplitude) that is assigned multiple color values and contains more
consistent adjacent data values along the z-axis. T he same geological features 512 are
even more readily distinguished in Figure 5 due tO the enhanced surface texture which
appears to give the planar surface 510 on the probe 500 depth and height.

In Figure 5, the first attribute (semblance) is distingnished by shading from the
second attribute (amplitude) which is shown by v arious color values. This illusion is
uncharacteristic of the actual geological feature whiach is substantially indistinguishable in
its natural environment. Although both attributes ar € not visible at the same time over the
planar surface 510 of the probe 500, they are imagzed in the same space and capable of
being simultaneously viewed depending on the angl-e of the probe 500 relative to the light
source. Thus, as the probe 500 is rotated, certain voxels representing the first attribute
become masked while others representing the secomd attribute become visible, and vice-
versa, This technique is useful for enhancing imagess of certain features of an object which
are substantially indistinguishable in their natural environment. The present invention
may also be applied, using the same techniques, tos image volume-rendered seismic-data
attributes.

As the image is displayed in Step 210, sev-eral options described in reference to
Steps 212 through 220 may be interactively controlled through the menu/interface
software 104 to compare and analyze any differencess between the various images.

In Step 212, the specular or diffuse lightiing coefficients may be interactively
controlled to alter the shading/lighting effects applied to the combined image.
Accordingly, the register combiners are reappliedl in Step 208 to enhance the image
displayed in Step 210.

In Step 214, the imaginary light source ma_y be interactively repositioned or the
probe may be interactively rotated to image othem geological features revealed by the
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attributes. The movement of the probe is accomplished by means generally described in
the *570 Palent. In Figures 6-8, the plaraar surface 510 of the probe S00 illustrated in
Figure 5 is fixed at a position perpendicular to the line of sight as the light source is
interactively repositioned. As the ligght source moves, diffcrent voxels become
illuminated according to the position of -the light source. The effect is similar to that
achieved when the probe is rotated. Accordingly, Steps 206 and 208 arc reapplied to

provide different perspectives of the image displayed in Step 210.

In Figure 6, for example, the light source is positioned to the left of the probe face
610 so that voxels 612, which are percei ved as indentions, appear darker while voxels
614, which are pcrceived as bumps, appear lighter or more illuminated. When the light
source is repositioned to the right of thc jorobe face 810, as in Figure 8, different voxels
812, 814 appear darker and lighter than those illustrated in Figure 6. As illustrated in
Figure 7, the light source is positioned per-pendicular to the probe face 710 and the entire
image appears brighter. This effect is attributed to the specular component of the lighting
equation, and enhances the illusion of dep th and height in the image as the light source is
repositioned or the probe is rotated. One set of instructions explaining how to configure

the register combiners to compute the specular component is illustrated in Appendix H of
Kilgard. In this manner, the combinecdd image can be interactively manipulated to

simultaneously reveal multiple attributcs vwith nominal loss in the clarity of each attribute.

In Step 216, the per-pixel lightingg height is interactively controlled to alter the
normal depth of the indentions and/or height of the bumps which are shaded and
illuminated as described in refercnce toe Step 208. The per-pixel lighting height is
interactively controlled by scaling each pesrturbed normal vector from zero which cancels
any indentations or bumps. If the per-pixl lighting is scaled in positive increments, then
each perturbed normal vector height (bump) or depth (indentation) is increased.
Conversely, if the per-pixel lighting is scaled in negative increments, then each perturbed
normal vector height or depth is decreased. The net effect produces an image that
appears to alter the position of the light seurce so that different features of the object are
enhanced. Accordingly, Steps 204, 2046, and 208 are reapplied to provide different

perspectives of the image displayed in Stexp 210.
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In Step 218, different attributes are interacti-vely selected in the manner described
in reference to Step 202. Accordingly, Steps 204, 2006, and 208 are reapplied to provide an
entirely new image, illustrating different data valuess in Step 210. Furthermore, the image
displayed in Step 210 may illustrate more than tweo artributes which are selected in Step
218. For example, if the available attributes include amplitude, phase and semblance, then
a normal map is created for any two of these a_ttributes in the manner described in
reference to Step 204. In other words, a normal map is calculated or each of the two
selected attributes and the resulting value for each perturbed normal vector in one normal
map is then added to the value of each perturbed nor—mal vector in the other normal map, at
the same location, to create a single normal map tinat is used in the manner described in
reference to Steps 206 and 208. Alternatively, the wwoxels for one of the selected attributes
can be added to the voxels of the other selected attrizbute at the same location and a normal
map is calculated for the combined voxel values ira the manner described in reference to
Step 204. The normal map is then used in the manmer described in reference to Steps 206
and 208. In either application where there are mor¢ than two attributes, one attribute will
serve as the static attribute until Step 208, while the= others will be used in the manner thus
described.

In Step 220, the probe is interactively contrsolled so that it can be resized or moved
in a manner more particularly described in thee '570 Patent. This step necessarily
alters the voxels displayed on the planar surfaces< of the probe for the combined image
displayed in Step 210. As a result, the first and s:econd attributes must be re-sampled in
Step 222 and Steps 204, 206, and 208 must be rezapplied to display a new image in Step
210 illustrating the same attributes at a different location.

The techniques described by the foregoinge invention remove the extra processing
step normally encountered in conventional bum-p mapping techniques by interactively
processing the attributes using hardware graphicss routines provided by commodity PC
graphics cards. These techniques are therefore, particularly useful to the discovery and

development of energy resources.

The foregoing disclosure and descripticon of the invention is illustrative and

explanatory thereof, and it will be appreciated Wy those skilled in the art, that various
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changes in the size, shape and materials, the use of mechanical equivalents, as well as in

the details of the illustrated construction OfF combinations of features of the various
elements may be made without departing frorm the spirit of the invention. R

.
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CLAIMS:

1. A method for enhancing an image of one or more atiributes

representing a propexty of an object, which comprises the steps of:

selecting a first attribute and a second attribute from multiple attributes,

5 the first attrib>ute and the second attribute each having its own vertices;

creatimg a normal map using at least one of the first and second attributes,,

the normal m ap having its own vertices;

conve rting the normal map vertices and the vertices of the at least one off
the first and second attributes used to create the normal map into a matrix<

10 representing & tangent space normal map;

calcul ating a diffuse lighting component from the tangent space normal
map and the aatleast one of the first and second attributes used to create the normall

map; and

comnbining an ambient lighting component with the diffuse lighting
15 component and at least one of the first and second attributes to form arma

enhanced image representing at least one property of the object.

2. The mmethod of claim 1, wherein at least one of the first attribute and the

second attribute commprise a combination of two or more attributes.

3. The method of claim 2, wherein the combination of two or more attribute s

20 form a hybrid attribuxte.

4, The method of claim 2, wherein the first atiribute comprises anwy
combination of two or more attributes comprising amplitude, frequency, phase, power,
semblance, coherency, dip, azimuth, gradient, fluid factor, acoustic impedance, velocity,
pressure, porosity, permeability, stratigraphy and lithology and the second attributee

25 comprises at least one attribute from amplitude, frequency, phase, power, semblance=,
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coherency, dip, azimuth, gradient, fluid factor, acoustic impedance, velocity, pressiare,

porosity, permeability, strakigraphy and lithology.

3. The methocd of claim 1, wherein the ambient lighting compenent zand
diffuse lighting component are combined with the first attribute and the second attributes is

5  used to create the normal maap.

6. The method. of claim 1, wherein the ambient lighting component and —the
diffuse lighting componentt are combined with the first attribute and the first attribute= is

used to create the normal maap.
7. The method of claim 1, further comprising the steps of:
10 selecting a third attribute, the third attribute having its own vertices;

creating ano ther normal map using at least one of the first, second and thmird

attributes, the anoth er normal map having its own vertices;

converting t he another normal map vertices and the vertices of the at le=ast
one of the first, sec ond and third attributes used to create the another normal rap

15 into another matrix representing another tangent space normal map;

calculating another diffuse lighting component from the another tang-ent
space normal map and the at least one of the first, second and third attributes ussed

to create the anothex normal map; and

combiningy the ambient lighting component with the another diffiase
20 lighting componerxt and at least one of the first, second and third attributes to

form another enharced image representing another property of the object.

8. The method of claim 7, wherein the third attribute comprises the
combination of the ambien t lighting component, the diffuse lighting component and the at

least one of the first and second attributes.

25 9. The method. of claim 8, wherein the another normal map is created using at

least one of the first and second attributes and the third attribute is combined with the
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ambient Bighting component and the another diffuse lighting component to  form the

another emhanced image.

10. The method of claim 8, wherein the ancther normal map is creamted using
the third atiribute and the third attribute is combined with the ambient lighting ceomponent

5 and the amother diffuse lighting component to form the another enhanced image.

11. The method of claim 1, further comprising the step of displaying at leasta

portion of the enhanced image to a user.

12. The method of claim 11, wherein the enhanced image displayed is

displayed on at least a portion of one of a plurality of planar surfaces defining = probe.

10 13. The method of claim 11, wherein the enhanced image displayed is
displayed at least partially within a plurality of planar surfaces defining a prob-e.

1L,  The method of claim 1, wherein the first attribute and the seconad attribute
each comprise multiple data values and associated spatial coordinates, each cdata value

having a “three-dimensional spatial coordinate.

15 15.  The method of claim 14, wherein the normal map comprisess multiple
perturbecd normal vectors that are derived from the cross product of a vertical ccomponent

and a hor-izontal component for each data value.

1. The method of claim 1, wherein a vertex program is used to c-onvert the
normal mnap vertices and the vertices of the at least one of the first and seconcq attributes

20  used to create the normal map into the matrix representing the tangent space noramal map.

1<7.  The method of claim 1, wherein the diffuse lighting compone nt and the

ambient Jighting component are each calculated using a register combiner.

18  The method of claim 17, wherein the ambient lighting component, the
diffuse Lighting component and the at least one of the first and second attributes are

25 combine dusing the register combiners to form the enhanced image.

19 The method of claim 1, wherein the first attribute and the secornd attribute

comprisez medical data.
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20.  The method of claim 1, wherein the first attribute and the second attribute

comprise sesismic data.

21.  The method of claim 1, wherein the ambient 15ghting component is a

predetermined constant.

22, The method of claim 1, further comprising the stepos of:
calculating a specular lighting component from the tangemt space normal map and

the at least one of the first and second attributes used to create the normal map;

and

combining the specular lighting component, the ambient= lighting component, the
diffuse lighting component and the at least one of the firsst and second attributes to

form the enhanced image.

23.  Themethod of claim 1, further comprising the steps of:
applying an imaginary light source to the enhanced imaage;
displaying a portion of the enhanced image to a user;
interactively repositioning at least one of the imagTinary light source and the
displayed enhanced image relative to a line of sight of the displayed enhanced
image to the user; and

repeating the converting, calculating and combining steps in claim 1.

24, A method for enhancing an image of one or more attributes representing a
property of an object which comprises the steps of:

selecting an attribute from multiple attributes, th-e attribute having its own

vertices;
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converting the normal map verices and the vertices of the attribute into a

matrix representing a tangent space normal map;

calculating a diffuse lighting component from the tangent space normal

map and the attribute; and

5 combining an ambient lighting component with the diffuse lighting
component and the attribute to form an e=nhanced image representing at least

one property of the object.

25. A method for enhancing an image- of multiple attributes representing a

property of an object which comprises the steps of:

10 selecting a first attribute and a second attribute from the multiple attributes,

the first attribute and the second attribute eacch having its own vertices;

creating a normal map using at least- one of the first and second attributes,

the normal map having its own vertices;

converting the normal map vertices and the vertices of the at least one of
15 the first and second attributes used to ceate the normal map into a matrix

representing a tangent space normal map;

calculating a diffuse lighting comp onent from the tangent space normal
map and the at least one of the first and second atiributes used to create the normal

map;

20 combining an ambient lighting component with the diffuse lighting

component and the first and second attribwutes to form an enhanced image of the

first and second attributes; and

displaying at least a portion of the enhanced image to a user, the
portion of the displayed enhanced imagee comprising at least part of the first

25 attribute and part of the second attribute.

26. The method of claim 25, wherein the first and second attributes

represent a geophysical property of the object.
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27. A system comprising a perogram storage device readable by a machine,
the storage device embodying a program of instructions executable by the machine for
enhancing an image of one or more attritoutes representing a property of an object, the

instructions comprising the steps of:

5 selecting a first attribute ancd a second attribute from the multiple attributes,

the first attribute and the second attribute each having its own vertices;

creating a normal map der-ived from at least one of the first and second

attributes, the normal map having i®s own vertices;

converting the normal map= vertices and the vertices of the at least one of
10 the first and second attributes u sed to create the normal map into a matrix

representing a tangent space norma.l map;

calculating a diffuse lighti ng component from the tangent space normal
map and the at least one of the firs—t and second attributes used to create the normal

map; and

15 combining an ambient lighting component with the diffuse lighting
component and at least one Of the first and second attributes to form an

enhanced image representing at least one property of the object.

28.  The system of claim 27, woherein at least one of the first attribute and the

20  second attribute comprise a combination of two or more attributes.

29.  The system of claim 28, wherein the combination of two or more attributes

form a hybrid attribute.

30. The system of claim 2, wherein the first attribute comprises any
combination of two or more attributes comprising amplitude, frequency, phase, power,

25  semblance, coherency, dip, azimuth, graciient, fluid factor, acoustic impedance, velocity,
pressure, porosity, permeability, stratigraphy and lithology and the secona attribute

comprises at least one attribute from a mplitude, frequency, phase, power, semblance,
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coherency, dip, azimuth, gradient, fluid factor, acoustic impedance, velccity, pressure,

porosity, permeability, stratigraphy and lithology -

31.  The system of claim 27, wherein the ambient lighting component and the
diffuse lighting component are combined with the first attribute and the second attribute is

5  used to create the normal map.

32.  The system of claim 27, wherein the ambient lighting component and the
diffuse lighting component are combined with the first attribute and the first attribute is

used to create the normal map.
33.  The system of claim 27, further comprising the steps of:
10 selecting a third attribute, the thircl attribute having its own vertices;

creating another normal map derived from at least one of the first, second

and third attributes, the another normal mrap having its own vertices;

converting the another normal map vertices and the vertices of the at least
one of the first, second and third attributzes used to create the another normal map

15 into another matrix representing another ®angent space normal map;

calculating a diffuse lighting co_mponent from the another tangent space
normal map and the at least one of the first, second and third attributes used to

create the another normal map; and

combining the ambient lighttng component with the another diffuse
20 lighting component and at least one o»f the first, second and third attributes to

form another enhanced image represerating another property of the object.

34,  The system of claim 33, wh erein the third attribute comprises the
combination of the ambient lighting component, the diffuse lighting component and the at

least one of the first and second attributes.

25 35.  The system of claim 34, wherein the another normal map is created using at

least one of the first and second attributes and the third attribute is combined with the
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ambient lighting component and the another diffuse lighting component to form the

another enhanced image.

36. The system of claim 34, wherein the another normal map is created
using the third attribute and the third attribu te is combined with the ambient lighting
component and the another diffuse lighting component to form the another enhanced

image.

37. The system of claim 27, further comprising the step of displaying at

least a portion of the enhanced image on a mon_itor to a user.

38. The system of claim 27, whherein the first attribute and the second
attribute each comprise multiple data values ard corresponding spatial coordinates, each

data value having a three-dimensional spatial coordinate.

39. The system of claim 38, whesren the normal map comprises multiple
perturbed normal vectors that are derived from the cross product of a vertical component

and a horizontal component for each data value

40. The system of claim 27, whaerein the first attribute and the second

attribute comprise medical data.

41. The system of claim 27, wlaerein the first attribute and the second

attribute comprise seismic data.

42, The system of claim 27, whemrein the ambient lighting component is a

predetermined constant.
43, The system of claim 27, furthex comprising the steps of:
calculating a specular lightimag component from the tangent space
normal map and the at least one of the first :and second attributes used to create the
normal map; and
combining the specular ligh ting component, the ambient lighting

component, the diffuse lighting component ancd the at least one of the first and second

attributes to form the enhanced image.
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44,  The system of claim 27, further comprising t he steps of:

applying an imaginary light source to the enhanced ®mage;

displaying a portion of the enhanced image to a use-1;

interactively repositioning at least one of the immaginary light source and the
displayed cnhanced image relative to a line of sigzht of the displayed enhanced

image to the user; and

repeating the converting, calculating and combinings steps in claim 27.

45. A system comprising a program storage devvice readable by a machine, the
storage device embodying a program of instructions executable byws the machine for cnhancing an
image of one or more attributes representing a property, the instructions comprising the steps of:

selecting an attribute from multiple attributes, the attribute having its own

vertices,

creating a normal map derived from the attribute, ®he normal map having its own

vertices;

converting the normal map vertices and the verticwes of the attribute into a matrix

representing a tangent space normal map;

calculating a diffuse lighting component from the tang=ent space normal map and

the attribute; and

combining an ambient lighting compenent with the ciffuse lighting component

and the attribute to form an enhanced image represent=ing at least one property of

the object.

46. A system comprising a program storage devices readable by a machine, the
storage device embodying a program of instructions exccutable by th_e machine for enhancing an

image of multiple attributes representing a property of an object, the instructions comprising the

steps of:
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selecting a first attribute and a second attribute from the multiple attributes, the
first attribute and the second attribute each having its own vertices;

creating a normal map derived from at least one of the first and second attributes,
the normal map havirg its own vertices;

converting the normeal map vertices and the vertices of at least onc of the first and
second attributes us«d to create the normal map into a matrix representing a
tangent space normall map;

calculating a diffusc lighting component from the tangent space normal map and
the at least one of thee first and second attributes used to create the normal map;
combining an ambient lighting component with the diffuse lighting component
and the first and se-cond attributes to form an enhanced image of the first and

second attributes; an_d

displaying at least @ portion of the enhanced image to a user, the portion of the
displayed enhanced image comprising at lcast part of the first attribute and pact of

the second atiribute.

47. A computer data signal embodied ina transmission medium comprising an
image representing a select featur e of an object, the object comprising multiple attributes, the
image comprising a first attribute @and a sccond attribute selected from the multiple attributes, at
least a portion of the image being Wisible to a user, the portion of the visible image comprising at

least part of the first attribute and part of the second attribute.

48. A computer data signal embodied in a transmission medium comprising an
image representing a sclect feature of an object that is substantially indistinguishable in it’s
natural environment, the object cosmprising multiple attributcs, the image comprising an attribute

selected from the multiple atiributess, at least a portion of the image being visible to a user.

A MENDED SHEET



PCT/US2004/024169

29

49, A method as claimmed in claim 1 or claim 24 or claim 25,

substantially as herein described with reference t- o and as illustrated in any of the drawings.

50. A system as claimead in claim 27 or claim 45 or claim 46,

substantially as herein described with reference t~o and as illustrated in any of the drawings.

S1. A computer signal &as claimed in any one of claims 47 or 48,

substantially as herein described with referencce to and as illustrated in any one of the

drawings.
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