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(57) ABSTRACT

Virtual machine (VM) proliferation may be reduced through
the use of Virtual Server Agents (VSAs) assigned to a group
of VM hosts that may determine the availability of a VM to
perform a task. Tasks may be assigned to existing VMs
instead of creating a new VM to perform the task. Further-
more, a VSA coordinator may determine a grouping of VMs
or VM hosts based on one or more factors associated with the
VMs or the VM hosts, such as VM type or geographical
location of the VM hosts. The VSA coordinator may also
assign one or more VSAs to facilitate managing the group of
VM hosts. In some embodiments, the VSA coordinators may
facilitate load balancing of VSAs during operation, such as
during a backup operation, a restore operation, or any other
operation between a primary storage system and a secondary
storage system.
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VIRTUAL MACHINE MANAGEMENT IN A
DATA STORAGE SYSTEM

RELATED APPLICATIONS

[0001] This disclosure claims the benefit of priority under
35U.S.C. §119(e) of U.S. Provisional Patent Application No.
61/750,255, filed on Jan. 8, 2013, and titled “VIRTUAL
MACHINE MANAGEMENT IN A DATA STORAGE SYS-
TEM,” the disclosure of which is hereby incorporated by
reference in its entirety. Further, this disclosure is related to
the following disclosures that were filed on Jan. 6, 2014, the
same date as the present disclosure, and which are hereby
incorporated by reference in their entirety herein: U.S. appli-
cation Ser. No. (Attorney Docket No. COMMV.
151A2), titled “VIRTUAL MACHINE CATEGORIZATION
SYSTEM AND METHOD” and U.S. application Ser. No.

(Attorney Docket No. COMMV.151A3), titled “VIR-
TUAL SERVER AGENT LOAD BALANCING.”

BACKGROUND

[0002] Businesses worldwide recognize the commercial
value of their data and seek reliable, cost-effective ways to
protect the information stored on their computer networks
while minimizing impact on productivity. Protecting infor-
mation is often part of a routine process that is performed
within an organization.

[0003] A company might back up critical computing sys-
tems such as databases, file servers, web servers, and so on as
part of a daily, weekly, or monthly maintenance schedule. The
company may similarly protect computing systems used by
each of its employees, such as those used by an accounting
department, marketing department, engineering department,
and so forth.

[0004] Given the rapidly expanding volume of data under
management, companies also continue to seek innovative
techniques for managing data growth, in addition to protect-
ing data. For instance, companies often implement migration
techniques for moving data to lower cost storage over time
and data reduction techniques for reducing redundant data,
pruning lower priority data, etc.

[0005] Enterprises also increasingly view their stored data
as a valuable asset. Along these lines, customers are looking
for solutions that not only protect and manage, but also lever-
age their data. For instance, solutions providing data analysis
capabilities, improved data presentation and access features,
and the like, are in increasing demand.

[0006] In certain environments, data storage operations can
be implemented with the use of virtual machines. As such
virtual machines are generally allocated physical resources
for operational purposes, excessive utilization numbers of
virtual machines can limit a system’s available resources.
Furthermore, inefficient allocation/use of virtual machines
can affect a system’s operational capacity. Therefore, effec-
tive virtual machine management may be a concern in data
storage systems.

SUMMARY

[0007] For purposes of summarizing the disclosure, certain
aspects, advantages and novel features of the inventions have
been described herein. It is to be understood that not neces-
sarily all such advantages may be achieved in accordance
with any particular embodiment of the inventions disclosed
herein. Thus, the inventions disclosed herein may be embod-
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ied or carried out in a manner that achieves or optimizes one
advantage or group of advantages as taught herein without
necessarily achieving other advantages as may be taught or
suggested herein.

[0008] In large enterprise environments, numerous virtual
machines (VMs) may be instantiated. Often, a number of
virtual machines may remain unused or may be left running
after a user or system has completed accessing the virtual
machine. This proliferation of virtual machines can result in
wasted resources. Further, managing backup of a primary
storage system to a secondary storage system can be compli-
cated and require significant resources due at least in part to
the proliferation of virtual machines.

[0009] In order to address the above and other challenges
relating to virtual machine proliferation, an information man-
agement system is provided that includes a number of virtual
server agents (VSAs) and a VSA coordinator that can reduce
VM proliferation. A job or task to be performed by a virtual
machine may instead be provided to a VSA, which can iden-
tify an available VM to perform the task. If a VM is not
available, a new VM may be created within a set of VM host
systems. However, if an existing VM has resources available
to process the task, the VSA may provide the task to the
existing VM. Advantageously, in certain embodiments, by
providing tasks to existing VMs, the number of VMs instan-
tiated in the information management system are reduced.
[0010] Insomeimplementations, VMs or VM host systems
are grouped based on one or more factors. For example, VM
host systems may be grouped based on the capabilities avail-
able to the VM host system and/or VMs hosted by the VM
host system. The groups of VMs or VM host systems may
then be assigned or associated with one or more VSAs to help
manage job allocations to VMs within the group.

[0011] In some embodiments, the VSA coordinator facili-
tates load balancing of the VSAs. During a backup process,
the VSA coordinator may identify a number of VSAs avail-
able to help backup a set of VMs from a primary storage
system to a secondary storage system. The VSA coordinator
may allocate the VMs among the available VSAs based on a
number of communication streams between each VSA and
systems of the secondary storage system. Further, in some
cases, the VSA coordinator determines an allocation of the
VMs based on characteristics of the VMs to be backed up,
such as the type of VM or the size of the VM.

[0012] Certain embodiments described herein include a
method of reducing virtual machine proliferation. The
method may include receiving a job request at a virtual server
agent. This virtual server agent may include computer hard-
ware. Further, the method may include determining a load for
each virtual machine from a set of virtual machines. The set of
virtual machines may be at least partially managed by the
virtual server agent. In addition, the method may include
determining whether the load of at least one virtual machine
from the set of virtual machines is below a threshold load. In
response to determining that the load of at least one virtual
machine from the set of virtual machines is below the thresh-
old load, the method may include selecting a virtual machine
from a set of virtual machines with a load that is below the
threshold load and assigning a job associated with the job
request to the selected virtual machine. Further, in response to
determining that no virtual machine from the set of virtual
machines is below a threshold load, the method can include
initiating creation of a new virtual machine and assigning the
job associated with the job request to the new virtual machine.
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[0013] Insomeembodiments, a system for reducing virtual
machine proliferation is disclosed. The system can include a
virtual server agent comprising computer hardware. The vir-
tual server agent may be configured to receive a job request
and to access load information for each virtual machine from
a set of virtual machines assigned to the virtual server agent.
Further, the virtual server agent may identify, based at least
partially on the load information for each virtual machine, a
subset of virtual machines from the set of virtual machines
with a load below a threshold load. In addition, the virtual
server agent can select a virtual machine from the subset of
virtual machines and assign a job associated with the job
request to the selected virtual machine when the subset of
virtual machines is a non-empty set.

[0014] Certain embodiments described herein include a
method of grouping virtual machines. The method may be
performed by a virtual server agent coordinator comprising
computer hardware. The method can include identifying a set
of virtual machine provider systems in a primary storage
system. Each of the virtual machine provider systems may
include a virtual machine monitor and may be configured to
host a set of virtual machines. Further, the method can include
accessing metadata for each of the virtual machine provider
systems from the set of virtual machine provider systems. In
addition, the method may include grouping the virtual
machine provider systems into one or more groups based at
least partially on the metadata for each of the virtual machine
provider systems. Moreover, the method can include assign-
ing a set of virtual server agents to each group of virtual
machine provider systems. Each virtual server agent may be
configured to backup data from at least one virtual machine in
the primary storage system to a secondary storage system.

[0015] Insomeembodiments, a system for grouping virtual
machines is disclosed. The system may include a virtual
server agent coordinator comprising computer hardware. The
virtual server agent coordinator may be configured to identify
a set of virtual machine provider systems in a primary storage
system. Each of the virtual machine provider systems may
include a virtual machine monitor and may be configured to
host a set of virtual machines. Further, the virtual server agent
coordinator may access metadata for each of the virtual
machine provider systems from the set of virtual machine
provider systems. In addition, the virtual server agent coor-
dinator can group the virtual machine provider systems into
one or more groups based at least partially on the metadata for
each of the virtual machine provider systems. Moreover, the
virtual server agent coordinator can assign a set of virtual
server agents to each group of virtual machine provider sys-
tems. Each virtual server agent may be configured to backup
data from at least one virtual machine in the primary storage
system to a secondary storage system.

[0016] Certain embodiments described herein include a
method of virtual server agent load balancing. The method
may be performed by a virtual server agent coordinator com-
prising computer hardware. The method may include identi-
fying a set of virtual machines for backup to a secondary
storage system. The set of virtual machines may be hosted by
a set of virtual machine provider systems. Further, the set of
virtual machine provider systems may be included in a pri-
mary storage system. The method may also include identify-
ing a set of virtual server agents available to backup data from
the set of virtual machines to the secondary storage system.
Further, the method may include determining a number of
data streams available to each virtual server agent from the set
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of virtual server agents. Moreover, the method may include
distributing the set of virtual machines among the set of
virtual server agents based at least partially on the number of
data streams available to each of the virtual server agents.
[0017] In some embodiments, a system for virtual server
agent load balancing is disclosed. The system may include a
virtual server agent coordinator comprising computer hard-
ware. Further, the virtual server agent coordinator may be
configured to identify a set of virtual machines for backup to
a secondary storage system. The set of virtual machines may
be hosted by a set of virtual machine provider systems. Fur-
ther, the set of virtual machine provider systems may be
included in a primary storage system. Moreover, the virtual
server agent coordinator may identify a set of virtual server
agents available to backup data from the set of virtual
machines to the secondary storage system. In addition, the
virtual server agent coordinator may determine a number of
data streams available to each virtual server agent from the set
of virtual server agents. Moreover, the virtual server agent
coordinator can distribute the set of virtual machines among
the set of virtual server agents based at least partially on the
number of data streams available to each of the virtual server
agents.

BRIEF DESCRIPTION OF THE DRAWINGS

[0018] Throughout the drawings, reference numbers are
re-used to indicate correspondence between referenced ele-
ments. The drawings are provided to illustrate embodiments
of the inventive subject matter described herein and not to
limit the scope thereof.

[0019] FIG. 1A is a block diagram illustrating an exem-
plary information management system.

[0020] FIG. 1B is a detailed view of a primary storage
device, a secondary storage device, and some examples of
primary data and secondary copy data.

[0021] FIG. 1C is a block diagram of an exemplary infor-
mation management system including a storage manager, one
or more data agents, and one or more media agents.

[0022] FIG. 1D is a block diagram illustrating a scalable
information management system.

[0023] FIG. 1E illustrates certain secondary copy opera-
tions according to an exemplary storage policy.

[0024] FIGS. 1F-1H are block diagrams illustrating suit-
able data structures that may be employed by the information
management system.

[0025] FIG. 2 is a block diagram illustrating an example of
a scalable information management system.

[0026] FIG. 3 illustrates a flowchart for an example virtual
machine job allocation process.

[0027] FIG. 4 illustrates a flowchart for an example virtual
machine grouping process.

[0028] FIG. 5 illustrates a flowchart for an example virtual
server agent load balancing process.

DETAILED DESCRIPTION

[0029] Systems and methods are described herein for
reducing virtual machine (VM) proliferation, grouping vir-
tual machines, and load balancing virtual server agents
(VSAs). Examples of such systems and methods are dis-
cussed in further detail herein, e.g., with respect to FIGS. 2-5.
Moreover, it will be appreciated that reducing VM prolifera-
tion, grouping VMs, and load balancing VS As may be imple-
mented by information management systems, such as those
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that will now be described with respect to FIGS. 1A-1H.
Further, as will be described, the components for implement-
ing a reduction in VM proliferation, grouping VMs, and load
balancing VSAs can be incorporated into such systems.

System Overview

[0030] The system and methods described with respect to
FIGS. 1A-1H can be used for implementing a reduction in
virtual machine proliferation. In some embodiments, one or
more VSAs assigned to a group of virtual machine hosts (e.g.,
client computing devices and server computing devices) may
determine the availability of a VM to perform a task or job.
Thus, tasks may be assigned to existing VMs instead of cre-
ating a new VM to perform the task. Furthermore, systems
and methods for grouping virtual machine hosts are also
disclosed herein. In some embodiments, a VSA coordinator
may determine a grouping of VMs or VM hosts based on one
or more factors associated with the VMs or the VM hosts,
such as VM type or geographical location of the VM hosts.
The VSA coordinator may also assign one or more VSAs to
facilitate managing the group of VM hosts. In some embodi-
ments, the VSA coordinators may facilitate load balancing of
VSAs during operation, such as during a backup operation, a
restore operation, or any other operation between a primary
storage system and a secondary storage system.

Information Management System Overview

[0031] With the increasing importance of protecting and
leveraging data, organizations simply cannot afford to take
the risk of losing critical data. Moreover, runaway data
growth and other modern realities make protecting and man-
aging data an increasingly difficult task. There is therefore a
need for efficient, powerful, and user-friendly solutions for
protecting and managing data.

[0032] Depending on the size of the organization, there are
typically many data production sources which are under the
purview of tens, hundreds, or even thousands of employees or
other individuals. In the past, individual employees were
sometimes responsible for managing and protecting their
data. A patchwork of hardware and software point solutions
has been applied in other cases. These solutions were often
provided by different vendors and had limited or no interop-
erability.

[0033] Certain embodiments described herein provide sys-
tems and methods capable of addressing these and other
shortcomings of prior approaches by implementing unified,
organization-wide information management. FIG. 1A shows
one such information management system 100, which gener-
ally includes combinations of hardware and software config-
ured to protect and manage data and metadata generated and
used by the various computing devices in the information
management system 100.

[0034] The organization which employs the information
management system 100 may be a corporation or other busi-
ness entity, non-profit organization, educational institution,
household, governmental agency, or the like.

[0035] Generally, the systems and associated components
described herein may be compatible with and/or provide
some or all of the functionality of the systems and corre-
sponding components described in one or more of the follow-
ing U.S. patents and patent application publications assigned
to CommVault Systems, Inc., each of which is hereby incor-
porated in its entirety by reference herein:
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[0036] U.S. Pat. No. 8,285,681, entitled “Data Object
Store and Server for a Cloud Storage Environment,
Including Data Deduplication and Data Management
Across Multiple Cloud Storage Sites™;

[0037] U.S. Pat. No. 8,307,177, entitled “Systems And
Methods For Management Of Virtualization Data™;

[0038] U.S. Pat. No. 7,035,880, entitled “Modular
Backup and Retrieval System Used in Conjunction With
a Storage Area Network™;

[0039] U.S. Pat. No. 7,343,453, entitled “Hierarchical
Systems and Methods for Providing a Unified View of
Storage Information”™;

[0040] U.S. Pat. No. 7,395,282, entitled “Hierarchical
Backup and Retrieval System”;

[0041] U.S. Pat. No. 7,246,207, entitled “System and
Method for Dynamically Performing Storage Opera-
tions in a Computer Network™;

[0042] U.S. Pat. No. 7,747,579, entitled “Metabase for
Facilitating Data Classification™;

[0043] U.S. Pat. No. 8,229,954, entitled “Managing
Copies of Data™;

[0044] U.S. Pat. No. 7,617,262, entitled “System and
Methods for Monitoring Application Data in a Data
Replication System”;

[0045] U.S. Pat. No. 7,529,782, entitled “System and
Methods for Performing a Snapshot and for Restoring
Data”;

[0046] U.S. Pat. No. 8,230,195, entitled “System And
Method For Performing Auxiliary Storage Operations™;

[0047] U.S. Pat. No. 7,315,923, entitled “System And
Method For Combining Data Streams In Pipelined Stor-
age Operations In A Storage Network™;

[0048] U.S. Pat. No. 8,364,652, entitled “Content-
Aligned, Block-Based Deduplication”;

[0049] U.S. Pat. Pub. No. 2006/0224846, entitled “Sys-
tem and Method to Support Single Instance Storage
Operations”;

[0050] U.S. Pat. No. 8,578,120, entitled “Block-Level
Single Instancing™;

[0051] U.S. Pat. Pub. No. 2009/0319534, entitled
“Application-Aware and Remote Single Instance Data
Management”;

[0052] U.S. Pat. Pub. No. 2012/0150826, entitled “Dis-
tributed Deduplicated Storage System”;

[0053] U.S. Pat. Pub. No. 2012/0150818, entitled “Cli-
ent-Side Repository in a Networked Deduplicated Stor-
age System”;

[0054] U.S. Pat. No. 8,170,995, entitled “Method and
System for Offline Indexing of Content and Classifying
Stored Data”;

[0055] U.S. Pat. No. 7,107,298, entitled “System And
Method For Archiving Objects In An Information
Store™;

[0056] U.S. Pat. No. 8,230,195, entitled “System And
Method For Performing Auxiliary Storage Operations™;

[0057] U.S. Pat. No. 8,229,954, entitled “Managing
Copies Of Data”; and

[0058] U.S. Pat. No. 8,156,086, entitled “Systems And
Methods For Stored Data Verification”.

[0059] The information management system 100 can
include a variety of different computing devices. For instance,
as will be described in greater detail herein, the information
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management system 100 can include one or more client com-
puting devices 102 and secondary storage computing devices
106.

[0060] Computing devices can include, without limitation,
one or more: workstations, personal computers, desktop com-
puters, or other types of generally fixed computing systems
such as mainframe computers and minicomputers.

[0061] Other computing devices can include mobile or por-
table computing devices, such as one or more laptops, tablet
computers, personal data assistants, mobile phones (such as
smartphones), and other mobile or portable computing
devices such as embedded computers, set top boxes, vehicle-
mounted devices, wearable computers, etc. Computing
devices can include servers, such as mail servers, file servers,
database servers, and web servers.

[0062] Insome cases, a computing device includes virtual-
ized and/or cloud computing resources. For instance, one or
more virtual machines may be provided to the organization by
athird-party cloud service vendor. Or, in some embodiments,
computing devices can include one or more virtual machine
(s) running on a physical host computing device (or “host
machine”) operated by the organization. As one example, the
organization may use one virtual machine as a database server
and another virtual machine as a mail server, both virtual
machines operating on the same host machine.

[0063] A virtual machine includes an operating system and
associated virtual resources, and is hosted simultaneously
with another operating system on a physical host computer
(or host machine). A hypervisor (typically software, and also
known in the art as a virtual machine monitor or a virtual
machine manager or “VMM”) sits between the virtual
machine and the hardware of the physical host computer. One
example of hypervisor as virtualization software is ESX
Server, by VMware, Inc. of Palo Alto, Calif.; other examples
include Microsoft Virtual Server and Microsoft Windows
Server Hyper-V, both by Microsoft Corporation of Redmond,
Wash., and Sun xVM by Oracle America Inc. of Santa Clara,
Calif. In some embodiments, the hypervisor may be firmware
or hardware or a combination of software and/or firmware
and/or hardware.

[0064] The hypervisor provides to each virtual operating
system virtual resources, such as a virtual processor, virtual
memory, a virtual network device, and a virtual disk. Each
virtual machine has one or more virtual disks. The hypervisor
typically stores the data of virtual disks in files on the file
system of the physical host computer, called virtual machine
disk files (in the case of VMware virtual servers) or virtual
hard disk image files (in the case of Microsoft virtual servers).
For example, VMware’s ESX Server provides the Virtual
Machine File System (VMFS) for the storage of virtual
machine disk files. A virtual machine reads data from and
writes data to its virtual disk much the same way that an actual
physical machine reads data from and writes data to an actual
disk.

[0065] Examples of techniques for implementing informa-
tion management techniques in a cloud computing environ-
ment are described in U.S. Pat. No. 8,285,681, which is incor-
porated by reference herein. Examples of techniques for
implementing information management techniques in a vir-
tualized computing environment are described in U.S. Pat.
No. 8,307,177, also incorporated by reference herein.
[0066] The information management system 100 can also
include a variety of storage devices, including primary stor-
age devices 104 and secondary storage devices 108, for
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example. Storage devices can generally be of any suitable
type including, without limitation, disk drives, hard-disk
arrays, semiconductor memory (e.g., solid state storage
devices), network attached storage (NAS) devices, tape
libraries or other magnetic, non-tape storage devices, optical
media storage devices, DNA/RNA-based memory technol-
ogy, combinations of the same, and the like. In some embodi-
ments, storage devices can form part of a distributed file
system. In some cases, storage devices are provided ina cloud
(e.g., aprivate cloud or one operated by a third-party vendor).
A storage device in some cases comprises a disk array or
portion thereof.

[0067] The illustrated information management system
100 includes one or more client computing device 102 having
at least one application 110 executing thereon, and one or
more primary storage devices 104 storing primary data 112.
The client computing device(s) 102 and the primary storage
devices 104 may generally be referred to in some cases as a
primary storage subsystem 117. A computing device in an
information management system 100 that has a data agent
142 installed on it is generally referred to as a client comput-
ing device 102 (or, in the context of a component of the
information management system 100 simply as a “client”).
[0068] Depending on the context, the term “information
management system” can refer to generally all of the illus-
trated hardware and software components. Or, in other
instances, the term may refer to only a subset of the illustrated
components.

[0069] For instance, in some cases, the information man-
agement system 100 generally refers to a combination of
specialized components used to protect, move, manage,
manipulate, analyze, and/or process data and metadata gen-
erated by the client computing devices 102. However, the
information management system 100 in some cases does not
include the underlying components that generate and/or store
the primary data 112, such as the client computing devices
102 themselves, the applications 110 and operating system
residing on the client computing devices 102, and the primary
storage devices 104. As an example, “information manage-
ment system” may sometimes refer to one or more of the
following components and corresponding data structures:
storage managers, data agents, and media agents. These com-
ponents will be described in further detail below.

Client Computing Devices

[0070] There are typically a variety of sources in an orga-
nization that produce data to be protected and managed. As
justone illustrative example, in a corporate environment such
data sources can be employee workstations and company
servers such as a mail server, a web server, or the like. In the
information management system 100, the data generation
sources include the one or more client computing devices
102.

[0071] The client computing devices 102 may include any
of the types of computing devices described above, without
limitation, and in some cases the client computing devices
102 are associated with one or more users and/or correspond-
ing user accounts, of employees or other individuals.

[0072] The information management system 100 generally
addresses and handles the data management and protection
needs for the data generated by the client computing devices
102. However, the use of this term does not imply that the
client computing devices 102 cannot be “servers” in other
respects. For instance, a particular client computing device
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102 may act as a server with respect to other devices, such as
other client computing devices 102. As just a few examples,
the client computing devices 102 can include mail servers, file
servers, database servers, and web servers.

[0073] Each client computing device 102 may have one or
more applications 110 (e.g., software applications) executing
thereon which generate and manipulate the data that is to be
protected from loss and managed.

[0074] The applications 110 generally facilitate the opera-
tions of an organization (or multiple affiliated organizations),
and can include, without limitation, mail server applications
(e.g., Microsoft Exchange Server), file server applications,
mail client applications (e.g., Microsoft Exchange Client),
database applications (e.g., SQL, Oracle, SAP, Lotus Notes
Database), word processing applications (e.g., Microsoft
Word), spreadsheet applications, financial applications, pre-
sentation applications, browser applications, mobile applica-
tions, entertainment applications, and so on.

[0075] The client computing devices 102 can have at least
one operating system (e.g., Microsoft Windows, Mac OS X,
108, IBM z/OS, Linux, other Unix-based operating systems,
etc.) installed thereon, which may support or host one or more
file systems and other applications 110.

[0076] As shown, the client computing devices 102 and
other components in the information management system
100 can be connected to one another via one or more com-
munication pathways 114. The communication pathways 114
can include one or more networks or other connection types
including as any of following, without limitation: the Internet,
a wide area network (WAN), a local area network (LAN), a
Storage Area Network (SAN), a Fibre Channel connection, a
Small Computer System Interface (SCSI) connection, a vir-
tual private network (VPN), a token ring or TCP/IP based
network, an intranet network, a point-to-point link, a cellular
network, a wireless data transmission system, a two-way
cable system, an interactive kiosk network, a satellite net-
work, a broadband network, a baseband network, a neural
network, a mesh network, an ad hoc network, other appropri-
ate wired, wireless, or partially wired/wireless computer or
telecommunications networks, combinations of the same or
the like. The communication pathways 114 in some cases
may also include application programming interfaces (APIs)
including, e.g., cloud service provider APIs, virtual machine
management APIs, and hosted service provider APIs.

Primary Data and Exemplary Primary Storage Devices

[0077] Primary data 112 according to some embodiments is
production data or other “live” data generated by the operat-
ing system and other applications 110 residing on a client
computing device 102. The primary data 112 is generally
stored on the primary storage device(s) 104 and is organized
via a file system supported by the client computing device
102. For instance, the client computing device(s) 102 and
corresponding applications 110 may create, access, modify,
write, delete, and otherwise use primary data 112. In some
cases, some or all of the primary data 112 can be stored in
cloud storage resources.

[0078] Primary data 112 is generally in the native format of
the source application 110. According to certain aspects, pri-
mary data 112 is an initial or first (e.g., created before any
other copies or before at least one other copy) stored copy of
data generated by the source application 110. Primary data
112 in some cases is created substantially directly from data
generated by the corresponding source applications 110.
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[0079] The primary data 112 may sometimes be referred to
as a “primary copy” in the sense that it is a discrete set of data.
However, the use of this term does not necessarily imply that
the “primary copy” is a copy in the sense that it was copied or
otherwise derived from another stored version.

[0080] The primary storage devices 104 storing the primary
data 112 may be relatively fast and/or expensive (e.g., a disk
drive, a hard-disk array, solid state memory, etc.). In addition,
primary data 112 may be intended for relatively short term
retention (e.g., several hours, days, or weeks).

[0081] According to some embodiments, the client com-
puting device 102 can access primary data 112 from the
primary storage device 104 by making conventional file sys-
tem calls via the operating system. Primary data 112 repre-
senting files may include structured data (e.g., database files),
unstructured data (e.g., documents), and/or semi-structured
data. Some specific examples are described below with
respect to FIG. 1B.

[0082] It can be useful in performing certain tasks to orga-
nize the primary data 112 into units of different granularities.
In general, primary data 112 can include files, directories, file
system volumes, data blocks, extents, or any other hierarchies
or organizations of data objects. As used herein, a “data
object” can refer to both (1) any file that is currently addres-
sable by a file system or that was previously addressable by
the file system (e.g., an archive file) and (2) a subset of such a
file (e.g., a data block).

[0083] As will be described in further detail, it can also be
useful in performing certain functions of the information
management system 100 to access and modify metadata
within the primary data 112. Metadata generally includes
information about data objects or characteristics associated
with the data objects.

[0084] Metadata can include, without limitation, one or
more of the following: the data owner (e.g., the client or user
that generates the data), the last modified time (e.g., the time
of the most recent modification of the data object), a data
object name (e.g., a file name), a data object size (e.g., a
number of bytes of data), information about the content (e.g.,
an indication as to the existence of a particular search term),
user-supplied tags, to/from information for email (e.g., an
email sender, recipient, etc.), creation date, file type (e.g.,
format or application type), last accessed time, application
type (e.g., type of application that generated the data object),
location/network (e.g., a current, past or future location of the
data object and network pathways to/from the data object),
geographic location (e.g., GPS coordinates), frequency of
change (e.g., a period in which the data object is modified),
business unit (e.g., a group or department that generates,
manages or is otherwise associated with the data object),
aging information (e.g., a schedule, such as a time period, in
which the data object is migrated to secondary or long term
storage), boot sectors, partition layouts, file location within a
file folder directory structure, user permissions, owners,
groups, access control lists [ACLs]), system metadata (e.g.,
registry information), combinations of the same or the other
similar information related to the data object.

[0085] In addition to metadata generated by or related to
file systems and operating systems, some of the applications
110 and/or other components of the information management
system 100 maintain indices of metadata for data objects,
e.g., metadata associated with individual email messages.
Thus, each data object may be associated with corresponding






