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VIRTUAL REALITY IDENTITY VERIFICATION
[0001] This application claims priority to Chinese Patent Application No.

201610895118.4, filed on October 13, 2016, and U.S. Patent Application No.
15/782,747, filed on October 12, 2017, the entire contents of which is hereby

incorporated by reference.

BACKGROUND

[0002] Virtual Reality (VR) technology produces an interactive three-
dimensional (3D) environment on a computer using a computer graphics system and
various control interfaces, providing a user with an immersive experience. Example VR
terminals include a head-mounted helmet and glasses. As VR technology and hardware
matures, VR terminals are becoming increasingly more popular, and various
applications of VR technologies are being developed.

SUMMARY

[0003] The present disclosure describes methods and systems, including
computer-implemented methods, computer program products, and computer systems
for verifying an identity of a user of a virtual reality (VR) terminal.

[0004] In an implementation, interaction characteristics of a user interacting
with a virtual reality (VR) terminal are obtained through preset sensing hardware in
response to a request for execution of a target task requiring user identity verification.
The obtained interaction characteristics of the user are compared with preset interaction
characteristics of an authorized user of the VR terminal to verify identity of the user.
The target task is executed and the user is authenticated as an identity-verified user of
the VR terminal based on a successful user identity verification.

[0005] Implementations of the described subject matter, including the
previously described implementation, can be implemented using a computer-
implemented method; a non-transitory, computer-readable medium storing computer-
readable instructions to perform the computer-implemented method; and a computer-
implemented system comprising one or more computer memory devices interoperably
coupled with one or more computers and having tangible, non-transitory, machine-
readable media storing instructions that, when executed by the one or more computers,

perform the computer-implemented method/the computer-readable instructions stored
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on the non-transitory, computer-readable medium.
[0006] The subject matter described in this specification can be implemented

in particular implementations, so as to realize one or more of the following advantages.
First, the disclosed approach can be used to verify an identity of a user wearing a VR
terminal. The user identity verification can be used to facilitate various VR tasks that
depend on user identity verification. Second, verification of the identity of the user can
be performed on an ongoing-basis after an initial verification of user identity, which
can provide an additional layer of security against fraudulent users. Third,
supplemental identity verification processes can be performed to enhance user identity
security in a VR session. Other advantages will be apparent to those of ordinary skill
in the art.

[0007] The details of one or more implementations of the subject matter of this
specification are set forth in the Detailed Description, the Claims, and the
accompanying drawings. Other features, aspects, and advantages of the subject matter
will become apparent from the Detailed Description, the Claims, and the accompanying
drawings.

DESCRIPTION OF DRAWINGS

[0008] FIG. 1 is a flow chart illustrating an example of a method for verifying
an identity of a user of a virtual reality (VR) terminal, according to an implementation
of the present disclosure.

[0009] FIG. 2 is a block diagram of a user identity verification apparatus,

according to an implementation of the present disclosure.

[0010] FIG. 3 is a block diagram of a VR terminal implementing the user identity
verification apparatus of FIG. 2, according to an implementation of the present
disclosure.

[0011] FIG. 4 is a block diagram illustrating an example of a computer system

used to provide computational functionalities associated with described algorithms,
methods, functions, processes, flows, and procedures, according to an implementation
of the present disclosure.

[0012] Like reference numbers and designations in the various drawings indicate

like elements.
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DETAILED DESCRIPTION

[0013] The following detailed description describes methods and systems,
including computer-implemented methods, computer program products, and computer
systems for verifying an identity of a user of a virtual reality (VR) terminal, and is
presented to enable any person skilled in the art to make and use the disclosed subject
matter in the context of one or more particular implementations. Various modifications,
alterations, and permutations of the disclosed implementations can be made and will be
readily apparent to those or ordinary skill in the art, and the general principles defined
can be applied to other implementations and applications, without departing from the
scope of the present disclosure. In some instances, details unnecessary to obtain an
understanding of the described subject matter can be omitted so as to not obscure one or
more described implementations with unnecessary detail and inasmuch as such details
are within the skill of one of ordinary skill in the art. The present disclosure is not
intended to be limited to the described or illustrated implementations, but to be accorded
the widest scope consistent with the described principles and features.

[0014] A VR terminal is a device (for example, a headset or goggles worn by a
user) implementing VR technology and provides a three dimensional (3D) immersive
experience for the user. In general, the VR terminal outputs various VR scenario models
developed to present different VR environments. Such VR scenarios can be developed
to run on an operating system (for example, a Virtual Reality Operation System
(VROS)), such that the user of the VR terminal obtains 3D immersive experiences
through the output of the VR scenario in a VR terminal.

[0015] In general, a VR scenario model can be created by a developer using a
VR modeling tool (such as, UNITY, 3DS MAX, and PHOTOSHOP). In some cases,
the VR scenario model and a texture map of the VR scenario model can both be derived
or developed from an existing real-life scenario (such as, a landscape, building interior,
storefront, and the like). For example, texture can be created from photographs of the
existing scenario, and a 3D model of the scenario captured in the photograph can be
reproduced using the VR modeling tools.

[0016] Once the textures and the 3D model of the VR scenario have been
prepared, the prepared textures and the 3D model are imported to a VR engine, such as

the UNITY 3D PLATFORMER (“U3D”). A VR scenario is then rendered in multiple
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sensory aspects/dimensions (such as, sound effects, a graphical user interface (GUI),
plug-ins, and lighting effects) in the U3D platform. Once the sensory aspects of the VR
scenario have been developed, interaction codes governing rules of the interaction
between the user and the VR scenario are written to complete creation of the VR scenario
model.

[0017] Users can perform various activities, including activities that can require
verification of the identity of the user. Such tasks are referred to as “target tasks". For
example, the target task can include unlocking of the VR terminal, performing a fast
payment transaction, and logging into an account. As such, ensuring integrity of the
user identity verification process through the VR terminal is a critical issue.

[0018] Interaction characteristics of a user generally refer to ways in which the
user interacts with the VR terminal during a VR session. For example, interaction
characteristics can include a typical head posture of the user, a 3D gesture with a hand,
or a displacement track. These interaction characteristics can be used to verify an
identity of a user of the VR terminal. Furthermore, certain interaction characteristics of
a user interacting with a VR terminal can reflect behavioral factors unique to the
particular user. As such, interaction characteristics of the user can be used to enhance
the security of the identity verification process in the VR session.

[0019] VR terminals can include various sensing hardware that can obtain
various interaction characteristics of the user of the VR terminal. Examples of sensing
hardware include an infrared sensor, an image sensor, a laser sensor, a radar sensor, a
gyroscope, and an accelerometer. The obtained interaction characteristics of the user
can be used to determine behavioral factors unique to the particular user.

[0020] FIG. 1 is a flow chart illustrating an example of a method for verifying
an identity of a user of a virtual reality terminal, according to an implementation of the
present disclosure. For clarity of presentation, the description that follows generally
describes method 100 in the context of the other figures in this description. However, it
will be understood that method 100 can be performed, for example, by any system,
environment, software, and hardware, or a combination of systems, environments,
software, and hardware, as appropriate. In some implementations, various steps of

method 100 can be run in parallel, in combination, in loops, or in any order.
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[0021] At 102, interaction characteristics of a user interacting with a virtual
reality (VR) terminal are obtained through preset sensing hardware, in response to a
request for execution of a target task requiring user identity verification. For example,
during a VR session, the user can trigger various target tasks requiring user identity
verification (such as, unlocking the VR terminal, performing a fast payment transaction,
and logging into an account).

[0022] In some implementations, a particular VR terminal can be associated
with one or more user profiles of users who are authorized to use the VR terminal. The
user profile can include identity information of the user, preset interaction
characteristics, and other user-related information (such as, login IDs and passwords to
various network/Web-based services). The preset interaction characteristics can be set
by the owner of the user profile to be used during an identity verification process, and
access permission to the contents of the user profile can be granted to a user whose
identity has been verified to be the owner of the user profile. From 102, method 100
proceeds to 104.

[0023] At 104, the obtained interaction characteristics of the user are compared
with preset interaction characteristics of an authorized user of the VR terminal to verify
identity of the user. In some implementations, the comparison can require an exact
match between some obtained interaction characteristics of the user and the preset
interaction characteristics. In some cases, however, the comparison result can instead
require a degree of similarity between the obtained interaction characteristics of the user
and the preset interaction characteristics. In such cases, the identity of the user can be
verified when the degree of similarity reaches a preset threshold. In some
implementations, the comparison can be based on fuzzy matching techniques. Use of
fuzzy matching techniques can be beneficial in avoiding situations where identities of a
legitimate user cannot be verified due to preset interaction characteristics that are
complicated or difficult to precisely reproduce. From 104, method 100 proceeds to 106.

[0024] At 106, based on a successful user identity verification, the target task is
executed, and the user is authenticated as an identity-verified user of the VR terminal.
Once the VR terminal has successfully verified the identity of the user, the VR terminal

can grant access permissions to the user profile containing user identity information,
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which can be used by various VR scenarios to enhance user convenience in VR sessions.
After 106, method 100 stops.

[0025] Now, an application of the method 100 in context of unlocking of a VR
terminal by a user will be described.

[0026] When the user wears the VR terminal to begin a VR session, the VR
terminal can sense that the terminal is worn by a user (for example, using pressure, light,
or other sensors) and can display a 2D or 3D lock screen interface. The lock screen can
contain, for example, several virtual elements for initiating the unlocking process. The
user can select the virtual element through various VR interaction operations to initiate
a target task of unlocking the VR terminal.

[0027] For example, a virtual button for initiating the unlocking process can be
provided in the lock screen interface. The user can control movement of an operating
focus, or a visual focus, by using a head posture, a three-dimensional gesture, or an
external device (such as, a joystick or handle), to position the operating focus on the
virtual button. Then, the user can perform a VR interaction operation, such as simple
sliding of the operating focus onto the virtual button, to initiate the unlocking process
for the VR terminal.

[0028] In some implementations, a physical button for initiating the unlocking
process can be associated with the VR terminal or provided on an external device
associated with the VR terminal. For example, the physical button can be provided on
the exterior of the VR terminal or on an external joystick attached to the VR terminal.
In such cases, the process for unlocking the VR terminal can be initiated by pressing the
physical button instead of interacting with a virtual button.

[0029] Once the process of unlocking the VR terminal is initiated, the VR
terminal can transmit an instruction requesting unlocking of the VR terminal to the
operating system. For example, the instruction can specifically be an unlocking signal.
After receiving the instruction requesting unlocking of the VR terminal, the operating
system of the VR terminal can respond to the instruction, by executing method 100 for
user identity verification to start the process of unlocking the VR terminal.

[0030] Upon initiation of the process of unlocking the VR terminal, the lock
screen can prompt the user to provide one or more interaction characteristics to unlock

the VR terminal. In response, the user then performs one or more actions (for example,
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particular actions prompted by the VR terminal) at the lock screen to provide interaction
characteristics for analysis. Once the operating system determines that the interaction
characteristics provided by the user match preset interaction characteristics associated
with the user, the operating system of the VR terminal can grant the user permission to
access the VR operating system, allowing the user to use the VR terminal.

[0031] Interaction characteristics of the user can include head posture of the
user, a 3D gesture by a hand, or a displacement track (for example, a particular pattern
or design) generated by movement of a visual focus in the VR scenario. The visual
focus in the VR scenario can be controlled by the user through the head posture, the 3D
gesture, or the external device. Examples of head posture of the user include nodding
and shaking of the head. These interaction characteristics can be set by an authorized
user of the VR terminal as preset interaction characteristics that can be used in verifying
identity of the user of the VR terminal in future VR sessions.

[0032] Following is an example of user identity verification based on a preset
head posture of the user. The user of the VR terminal first triggers the unlocking
procedure. The operating system of the VR terminal can then track displacement of the
head of the user through gravity-sensing hardware provided in the VR terminal,
obtaining the head displacement data measured by the gravity-sensing hardware.

[0033] The obtained head displacement data can be processed by using an
augmented reality (AR) engine in the operating system to calculate parameters (such as,
shift and rotation of the head of the user with respect to X, Y, and Z-axes of the VR
scenario). Data modeling is conducted based on the calculated parameters to determine
the head posture of the user. Then, the determined head posture is compared with a
preset head posture set by the authorized user of the VR terminal. If the comparison
result matches or is sufficiently close based on a preset threshold, the identity of the user
can be successfully verified. At this time, the operating system can unlock the VR
terminal, grant an access permission of the operating system, and remove the lock screen
interface.

[0034] Following is an example of user identity verification based on a preset
3D gesture of the user. Examples of 3D gestures include grabbing, swiping, and rotation
in a specific direction in view of the VR terminal (for example, in the air in front of the

user). The user of the VR terminal first triggers the unlocking procedure. The operating
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system of the VR terminal can then track displacement of the hand of the user through
various sensing hardware (for example, a visual camera) provided in the VR terminal.

[0035] Various techniques for 3D gesture identification include a Time of Flight
(ToF) technique, a dual-camera binocular imaging technique, a structured light
technique, and a micro radar technique. Sensing hardware used by the operating system
during identification of the 3D gesture of the user can depend on the techniques used for
identifying the 3D gesture. For example, ToF techniques can be implemented using an
infrared sensor. The dual-camera binocular imaging technique can be implemented
using an image sensor. The structured light technique can be implemented using a laser
sensor. The micro radar technique can be implemented using a radar sensor.

[0036] The obtained hand displacement data can be calculated by using the AR
engine in the operating system to calculate parameters such as shift and rotation of the
hand of the user with respect to the X, Y, and Z-axes of the VR scenario. Data modeling
is conducted based on these parameters to determine the 3D gesture of the user. Then,
the determined three-dimensional gesture is matched with preset 3D gesture (for
example, preset 3D gesture models) that is set by the authorized user of the VR terminal.
If the comparison result matches or is sufficiently close, the identity of the user can be
successfully verified. At this time, the operating system can unlock the VR terminal,
grant an access permission of the operating system, and remove the lock screen
interface.

[0037] Following is an example of user identity verification based on a preset
moving track of the operating focus. The user can control the operating focus to move
on the lock screen interface by using the head posture or the 3D gesture, or by operating
an external device, thus generating a moving track.

[0038] The user of the VR terminal first triggers the unlocking procedure. The
operating system of the VR terminal can then track displacement of the head, the hand,
and the external device of the user. For example, gravity-sensing hardware can be
provided in a VR helmet, with the external device, or worn on the hand of the user. The
displacement of the operating focus in the VR scenario can be determined by a
combination of the displacements of the head of the user, the gesture, and the external

device.
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[0039] A moving track of the operating focus in the VR scenario is calculated.
In order to aid the user of the VR terminal in visualizing the generated moving track, the
operating system can, for example, output the calculated operating track in the lock
screen interface.

[0040] Then, the generated moving track is compared with a preset moving track
set by the authorized user of the VR terminal. If the comparison result matches or is
sufficiently close, the identity of the user can be successfully verified. At this time, the
operating system can unlock the VR terminal, grant an access permission of the
operating system, and remove the lock screen interface.

[0041] In some cases, the identity verification attempt can be unsuccessful. For
example, the interaction characteristics of the user of the VR terminal may not match or
be sufficiently close to match preset interaction characteristics. In such cases, the
operating system may not produce any response, and a counter can be started to count
the number of unsuccessful identity verification attempts. When the number of
unsuccessful identity verification attempts becomes greater than a preset number, the
operating system can initiate a supplemental identity verification procedure for the user
or lock the VR terminal for a preset amount of time.

[0042] In some implementations, the supplemental identity verification can be a
biometric authentication. Biometric authentication can be executed by collecting
biometric characteristics of the user using biometric identification hardware associated
with the VR terminal. Examples of biometric features that can be used for biometric
authentication include fingerprints, iris/sclera patterns, and facial profile.

[0043] As part of a biometrics-based supplemental identity verification
procedure, the operating system can output on the lock screen interface a message that
prompts the user to provide biometric characteristics for supplemental identity
verification. For example, when the biometric characteristic is a fingerprint, the prompt
message can be “Please input fingerprint information to complete unlocking.”

[0044] The operating system can obtain biometric characteristics of the user
through the biometric identification hardware, and match the obtained biometric
characteristics with preset biometric characteristics of an identity-verified user of the
VR terminal. If the obtained biometric characteristics match the preset biometric

characteristics of the identity-verified user of the VR terminal, the identity verification

PCT/US2017/056616



10

15

20

25

30

WO 2018/071833

of the user of the VR terminal is determined to be successful, and the VR terminal is
unlocked.

[0045] In some implementations, the supplemental identity verification can be a
password-based authentication using an identity verification password. The identity
verification password can be a static password preset by an authorized user.
Alternatively, the identity verification password can be a dynamic password (such as, a
code or text string at the time of attempted VR terminal access) transmitted by the
operating system to the user, delivered for example, through a call, a text message, or
an email message.

[0046] As part of the password-based supplemental identity verification
procedure, the operating system can display an input box on the lock screen interface,
and output a message prompting the user to input the identity verification password to
complete the supplemental identity verification. For example, the prompt message can
be “Please input the identity verification password to complete unlocking.”

[0047] After the user inputs the identity verification password in the lock screen
interface, the operating system matches the identity verification password with the preset
or dynamically-transmitted identity verification password. If the two match, the identity
verification for the current user of the VR terminal is determined to be successful, and
the VR terminal is unlocked.

[0048] In cases where the identity verification of the user is successful, the
operating system can grant execution permissions of a target task to the user. The
identity-verified user can later remove the VR terminal for various reasons, such as to
take a break. In such situations where a user is authenticated by the VR terminal, but is
no longer in physical control of the VR terminal, another non-authenticated user could
possibly access/wear the VR terminal and perform tasks or gain access to various VR
scenarios as if he or she is the identity-verified user.

[0049] To offer additional security in such situations, the VR terminal can
continue to verify the user identity beyond an initial successful user identity verification.
Such ongoing identity verification can be performed based on ongoing collection of
additional interaction characteristics of the user. The additional interaction
characteristics can include all interactions of the user with the VR terminal, such as 3D

gesture, head posture, and moving track of an operating focus.
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[0050] In general, individual users can have unique identifying characteristics
or habitual characteristics (behavioral interaction characteristics) in the way they interact
with a VR terminal. For example, a user can have a habitual head posture in which the
user nods in a specific range of movement and at a certain speed. As another example,
a user can have a habitual 3D gesture, in which the user reaches out to a virtual item in
a certain hand movement trajectory and speed. As yet another example, a user can have
a habitual moving track of the operating focus, in which the user shifts the operating
focus in a certain direction at a certain speed when reading a document. As such, the
additional interaction characteristics collected from the user can include various
behavioral interaction characteristics that can be used to help identify a user of the VR
terminal.

[0051] Based on a determined presence of behavioral interaction characteristics
in collected interaction characteristics, the interaction characteristics of the user can be
compared with the behavioral interaction characteristics of the identity-verified user to
perform ongoing identity verification. Such ongoing identity verification can be
performed in the background of the VR operating system without additional user input,
such that the ongoing verification process is transparent to the user to enhance user
convenience as well as security of the VR terminal.

[0052] In some implementations, behavioral interaction characteristics of a user
are modeled using a characteristic identification model. For example, the characteristic
identification model can be based on a neural network or a trend analysis model. The
characteristic identification model can be trained using a preset deep-learning algorithm
based on training behavioral characteristic samples of an authorized user of the VR
terminal. The behavioral characteristics samples for use during training of the model
can be obtained, for example, during initial setup of a user account.

[0053] The preset deep-learning algorithms can include various machine-
learning algorithms such as a neural network and various regression algorithms. The
characteristic identification model can be trained, for example, on the VR terminal
carrying the deep-learning algorithms. Alternatively, or additionally, the characteristic
identification model can be trained on a host matching the VR terminal (such as, a host

computer associated with the VR terminal), or on a cloud server.
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[0054] Once the characteristic identification model is generated, the operating
system can store the trained characteristic identification model and retrieve the model
based on the current authenticated user of the VR terminal. As the authenticated user
wearing the VR terminal continues to use the VR terminal, the operating system can
continue to collect interaction characteristics of the user through various sensing
hardware, and provide the collected interaction characteristics for comparison to the
characteristic identification model to determine whether the collected interaction
characteristics match the behavioral interaction characteristics of the currently
authenticated user of the virtual reality terminal.

[0055] If it is determined through identification of the model that the collected
interaction characteristics do not match the behavioral interaction characteristics of the
currently authenticated user of the VR terminal, it is reasonable to determine that the
collected interaction characteristics can be interaction behaviors generated by a non-
authenticated user and that the VR terminal is no longer in physical control of the
authenticated user. In such cases, the operating system can lock the VR terminal and
prompt the user of the VR terminal to unlock the VR terminal (for example, using the
method 100). Altematively, or additionally, the operating system can execute a
supplemental identity verification process to continue use of the VR terminal (to provide
an additional layer of security).

[0056] In addition to the ongoing identity verification process previously
described, various other security measures can also be executed on the VR terminal once
the VR terminal is unlocked successfully. For example, an unlock timeout mechanism
can be used. The timeout can be based on a duration of inactivity by the user, in which
the VR terminal is automatically locked when the operating system of the VR terminal
does not detect any interaction operations during a preset duration. The timeout can
additionally be based on a combination of time and inactivity, in which even in presence
of continuous interaction with the VR terminal, an authenticated session needs to be
renewed after a preset duration. Such combinations can be useful in providing additional
security for scenarios that require a high level of security, such as banking and payment
transactions.

[0057] While various examples of the user identity verification process have

been provided in context of unlocking of the VR terminal, method 100 for user identity
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verification can be generally applied to other scenarios and tasks that require verification
of user identity. For example, the identity verification method can be applied to a fast
payment scenario in the VR scenario, in which the target task can be a verification task
based on fast payment in the VR scenario. In this case, the operating system can verify
a payment identity of a user when the user performs fast payment in the VR scenario
(for example, by executing the method 100), and complete payment only after a
successful identity verification.

[0058] After the successful identity verification of the user, the operating system
can continue to verify whether the interaction characteristics of the user wearing the VR
terminal match the behavioral interaction characteristics of the authenticated user
through the trained behavioral interaction characteristic identification model. If the
operating system determines that the interaction characteristics of the user currently
wearing the VR terminal do not match the behavioral interaction characteristics of the
authenticated user, the operating system can execute supplemental identity verification
on the identity of the user currently wearing the VR terminal.

[0059] As another example, the identity verification method can be applied to
an account login scenario in the VR scenario, in which the target task can be a
verification task based on account login in the VR scenario. In this case, the operating
system can verify a login identity of a user when the user performs an account login in
the VR scenario (for example, by executing the method 100), and completes login by
interacting with a corresponding login server only after a successful identity verification.

[0060] After the successful identity verification of the user, the operating system
can continue to verify whether the interaction characteristics of the user wearing the VR
terminal match the behavioral interaction characteristics of the authenticated user
through the trained behavioral interaction characteristic identification model. If the
operating system determines that the interaction characteristics of the user currently
wearing the VR terminal do not match the behavioral interaction characteristics of the
authenticated user, the operating system can execute supplemental identity verification
on the identity of the user currently wearing the VR terminal.

[0061] FIG. 2 is a block diagram illustrating a user identity verification

apparatus, according to an implementation of the present disclosure is shown. The
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apparatus 200 includes a collection module 201, a matching module 202, and a
verification module 203.

[0062] The collection module 201 is configured to obtain interaction
characteristics of a user interacting with a VR terminal through preset sensing hardware
in response to a request for execution of a target task requiring user identity verification.
The matching module 202 is configured to compare the obtained interaction
characteristics of the user with preset interaction characteristics of an authorized user of
the VR terminal to verify an identity of the user. The verification module 203 is
configured to execute the target task and authenticate the user as an identity-verified
user of the VR terminal based on a successful user identity verification.

[0063] In some implementations, the apparatus 200 can further include a
supplemental identity verification module (not illustrated). The supplemental identity
verification module is configured to execute supplemental identity verification for the
user when the number of unsuccessful verification attempts for the user wearing the
virtual reality terminal becomes greater than a preset number. In some implementations,
the supplemental identity verification module is further configured to execute
supplemental identity verification for the user wearing the virtual reality terminal if the
obtained additional interaction characteristics of the user does not match with behavioral
interaction characteristics of the identity-verified user of the virtual reality terminal.

[0064] Additionally, the supplemental identity verification module can be
configured to collect biometric characteristics of the user by using preset biometrics
identification hardware, compare the collected biometric characteristics with preset
biometric characteristics of the identity-verified user of the virtual reality terminal to
determine whether the user is the identity-verified user of the VR terminal, and based
on the determination that the user is the identity-verified user of the VR terminal, verify
the identity of the user; or obtain an identity verification password input by the user,
compare the obtained identity verification password with a preset identity verification
password to determine whether the user is the identity-verified user of the VR terminal,
and based on the determination that the user is the identity-verified user of the VR
terminal, verify the identity of the user.

[0065] In some implementations, the apparatus 200 can further include an

identification module (not illustrated). The identification module is configured to collect
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additional interaction characteristics of the user, the additional interaction characteristics
comprising behavioral interaction characteristics, by using the preset sensing hardware
after successful user identity verification; compare the obtained additional interaction
characteristics of the user with behavioral interaction characteristics of the identity-
verified user of the VR terminal to determine whether the user is the identity-verified
user of the VR terminal; and based on the determination that the user is not the identity-
verified user of the VR terminal, execute supplemental identity verification for the user.

[0066] In some implementations, the identification module is configured to
compare the obtained additional interaction characteristics of the user with behavioral
interaction characteristics of the identity-verified user of the VR terminal by obtaining
a preset behavioral interaction characteristic identification model representing the
behavioral interaction characteristics of the identity-verified user of the VR terminal,
wherein the preset behavioral interaction characteristics identification model is
generated by training with behavioral interaction characteristics training samples of the
identity-verified user of the VR terminal using a preset deep learning algorithm; and
comparing the obtained additional interaction characteristics of the user with the preset
behavioral interaction characteristic identification model to determine whether the user
is the identity-verified user of the VR terminal.

[0067] In some implementations, the target task can include a task for unlocking

the virtual reality terminal.

[0068] FIG. 3 is a block diagram illustrating a virtual reality terminal 300
implementing the user identity verification apparatus of FIG. 2, according to an
implementation of the present disclosure is shown. The VR terminal 300 generally
includes a CPU 302, a memory 304, a non-volatile storage device 306, a network
interface 308, and an internal bus 310. The user identity verification apparatus 200 can
be a logic apparatus combining software and hardware formed after running of a
computer program loaded in the memory 304 via the CPU 302.

[0069] FIG. 4 is a block diagram illustrating an example of a computer system
400 used to provide computational functionalities associated with described algorithms,
methods, functions, processes, flows, and procedures, according to an implementation
of the present disclosure. The illustrated computer 402 is intended to encompass any

computing device such as a server, desktop computer, laptop/notebook computer,
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wireless data port, smart phone, personal data assistant (PDA), tablet computing device,
one or more processors within these devices, another computing device, or a
combination of computing devices, including physical or virtual instances of the
computing device, or a combination of physical or virtual instances of the computing
device. Additionally, the computer 402 can comprise a computer that includes an input
device, such as a keypad, keyboard, touch screen, another input device, or a combination
of input devices that can accept user information, and an output device that conveys
information associated with the operation of the computer 402, including digital data,
visual, audio, another type of information, or a combination of types of information, on
a graphical-type user interface (UI) (or GUI) or other UI.

[0070] The computer 402 can serve in a role in a computer system as a client,
network component, a server, a database or another persistency, another role, or a
combination of roles for performing the subject matter described in the present
disclosure. The illustrated computer 402 is communicably coupled with a network 430.
In some implementations, one or more components of the computer 402 can be
configured to operate within an environment, including cloud-computing-based, local,
global, another environment, or a combination of environments.

[0071] At a high level, the computer 402 is an electronic computing device
operable to receive, transmit, process, store, or manage data and information associated
with the described subject matter. According to some implementations, the computer
402 can also include or be communicably coupled with a server, including an application
server, e-mail server, web server, caching server, streaming data server, another server,
or a combination of servers.

[0072] The computer 402 can receive requests over network 430 (for example,
from a client software application executing on another computer 402) and respond to
the received requests by processing the received requests using a software application
or a combination of software applications. In addition, requests can also be sent to the
computer 402 from internal users (for example, from a command console or by another
internal access method), external or third-parties, or other entities, individuals, systems,
or computers.

[0073] Each of the components of the computer 402 can communicate using a

system bus 403. In some implementations, any or all of the components of the computer
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402, including hardware, software, or a combination of hardware and software, can
interface over the system bus 403 using an application programming interface (API)
412, a service layer 413, or a combination of the API 412 and service layer 413. The
API 412 can include specifications for routines, data structures, and object classes. The
API 412 can be either computer-language independent or dependent and refer to a

complete interface, a single function, or even a set of APIs. The service layer 413
provides software services to the computer 402 or other components (whether illustrated
or not) that are communicably coupled to the computer 402. The functionality of the
computer 402 can be accessible for all service consumers using this service layer.
Software services, such as those provided by the service layer 413, provide reusable,
defined functionalities through a defined interface. For example, the interface can be
software written in JAVA, C++, another computing language, or a combination of
computing languages providing data in extensible markup language (XML) format,
another format, or a combination of formats. While illustrated as an integrated
component of the computer 402, alternative implementations can illustrate the API 412
or the service layer 413 as stand-alone components in relation to other components of
the computer 402 or other components (whether illustrated or not) that are
communicably coupled to the computer 402. Moreover, any or all parts of the API 412
or the service layer 413 can be implemented as a child or a sub-module of another
software module, enterprise application, or hardware module without departing from the
scope of the present disclosure.

[0074] The computer 402 includes an interface 404. Although illustrated as a
single interface 404 in FIG. 4, two or more interfaces 404 can be used according to
particular needs, desires, or particular implementations of the computer 402. The
interface 404 is used by the computer 402 for communicating with another computing
system (whether illustrated or not) that is communicatively linked to the network 430 in
adistributed environment. Generally, the interface 404 is operable to communicate with
the network 430 and comprises logic encoded in software, hardware, or a combination
of software and hardware. More specifically, the interface 404 can comprise software
supporting one or more communication protocols associated with communications such
that the network 430 or interface’s hardware is operable to communicate physical signals

within and outside of the illustrated computer 402.
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[0075] The computer 402 includes a processor 405. Although illustrated as a
single processor 405 in FIG. 4, two or more processors can be used according to
particular needs, desires, or particular implementations of the computer 402. Generally,
the processor 405 executes instructions and manipulates data to perform the operations
of the computer 402 and any algorithms, methods, functions, processes, flows, and
procedures as described in the present disclosure.

[0076] The computer 402 also includes a database 406 that can hold data for the
computer 402, another component communicatively linked to the network 430 (whether
illustrated or not), or a combination of the computer 402 and another component. For
example, database 406 can be an in-memory, conventional, or another type of database
storing data consistent with the present disclosure. In some implementations, database
406 can be a combination of two or more different database types (for example, a hybrid
in-memory and conventional database) according to particular needs, desires, or
particular implementations of the computer 402 and the described functionality.
Although illustrated as a single database 406 in FIG. 4, two or more databases of similar
or differing types can be used according to particular needs, desires, or particular
implementations of the computer 402 and the described functionality. While database
406 is illustrated as an integral component of the computer 402, in alternative
implementations, database 406 can be external to the computer 402. As illustrated, the
database 406 holds the previously described user profile 416 that includes preset
interaction characteristics 418 and preset behavioral interaction characteristic
identification model 420.

[0077] The computer 402 also includes a memory 407 that can hold data for the
computer 402, another component or components communicatively linked to the
network 430 (whether illustrated or not), or a combination of the computer 402 and
another component. Memory 407 can store any data consistent with the present
disclosure. In some implementations, memory 407 can be a combination of two or more
different types of memory (for example, a combination of semiconductor and magnetic
storage) according to particular needs, desires, or particular implementations of the
computer 402 and the described functionality. Although illustrated as a single memory
407 in FIG. 4, two or more memories 407 or similar or differing types can be used

according to particular needs, desires, or particular implementations of the computer 402
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and the described functionality. While memory 407 is illustrated as an integral
component of the computer 402, in alternative implementations, memory 407 can be
external to the computer 402.

[0078]  The application 408 is an algorithmic software engine providing
functionality according to particular needs, desires, or particular implementations of the
computer 402, particularly with respect to functionality described in the present
disclosure. For example, application 408 can serve as one or more components,
modules, or applications. Further, although illustrated as a single application 408, the
application 408 can be implemented as multiple applications 408 on the computer 402.
In addition, although illustrated as integral to the computer 402, in alternative
implementations, the application 408 can be external to the computer 402.

[0079]  The computer 402 can also include a power supply 414. The power supply
414 can include a rechargeable or non-rechargeable battery that can be configured to be
either user- or non-user-replaceable. In some implementations, the power supply 414
can include power-conversion or management circuits (including recharging, standby,
or another power management functionality). In some implementations, the power-
supply 414 can include a power plug to allow the computer 402 to be plugged into a
wall socket or another power source to, for example, power the computer 402 or
recharge a rechargeable battery.

[0080] There can be any number of computers 402 associated with, or external
to, a computer system containing computer 402, each computer 402 communicating

2 <c

over network 430. Further, the term “client,” “user,” or other appropriate terminology
can be used interchangeably, as appropriate, without departing from the scope of the
present disclosure. Moreover, the present disclosure contemplates that many users can
use one computer 402, or that one user can use multiple computers 402,

[0081] Described implementations of the subject matter can include one or more
features, alone or in combination.

[0082] For example, in a first implementation, a computer-implemented method,
comprising: obtaining, through preset sensing hardware, interaction characteristics of a
user interacting with a virtual reality (VR) terminal in response to a request for execution

of a target task requiring user identity verification; comparing the obtained interaction

characteristics of the user with preset interaction characteristics of an authorized user of
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the VR terminal to verify identity of the user; and based on a successful user identity
verification, executing the target task and authenticating the user as an identity-verified
user of the VR terminal.

[0083] The foregoing and other described implementations can each, optionally,
include one or more of the following features:

[0084] A first feature, combinable with any of the following features, wherein
the interaction characteristics comprise any one of: a head posture of the user; a three-
dimensional gesture; or a displacement track generated by movement of a visual focus,
the visual focus controlled through the head posture, the three-dimensional gesture, or
an external device.

[0085] A second feature, combinable with any of the previous or following
features, wherein the user identity verification has been unsuccessful, and wherein the
method comprises: based on the unsuccessful user identity verification, determining a
number of unsuccessful verification attempts; determining whether the number of
unsuccessful verification attempts is greater than a preset number; based on the
determination that the number of unsuccessful verification attempts is greater than the
preset number, executing supplemental identity verification for the user; and based on a
successful supplemental identity verification, executing the target task.

[0086] A third feature, combinable with any of the previous or following
features, wherein the user identity verification has been successful, and wherein the
method comprises: obtaining, through the preset sensing hardware, additional
interaction characteristics of the user interacting with the VR terminal, the additional
interaction characteristics comprising behavioral interaction characteristics; comparing
the obtained additional interaction characteristics of the user with behavioral interaction
characteristics of the identity-verified user of the VR terminal to determine whether the
user is the identity-verified user of the VR terminal; and based on the determination that
the user is not the identity-verified user of the VR terminal, executing supplemental
identity verification for the user.

[0087] A fourth feature, combinable with any of the previous or following
features, wherein the comparing the obtained additional interaction characteristics of the
user with behavioral interaction characteristics of the identity-verified user of the VR

terminal comprises: obtaining a preset behavioral interaction characteristic
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identification model representing the behavioral interaction characteristics of the
identity-verified user of the VR terminal, wherein the preset behavioral interaction
characteristics identification model is generated by training with behavioral interaction

characteristics training samples of the identity-verified user of the VR terminal using a
preset deep learning algorithm; and comparing the obtained additional interaction
characteristics of the user with the preset behavioral interaction characteristic
identification model to determine whether the user is the identity-verified user of the VR
terminal.

[0088] A fifth feature, combinable with any of the previous or following
features, wherein the executing supplemental identity verification for the user
comprises: obtaining, through preset biometrics identification hardware, biometric
characteristics of the user; comparing the obtained biometric characteristics with preset
biometric characteristics of the identity-verified user of the VR terminal to determine
whether the user is the identity-verified user of the VR terminal; and based on the
determination that the user is the identity-verified user of the VR terminal, verifying the
identity of the user; or obtaining, from the user, an identity verification password,
comparing the obtained identity verification password with a preset identity verification
password to determine whether the user is the identity-verified user of the VR terminal;
and based on the determination that the user is the identity-verified user of the VR
terminal, verifying the identity of the user.

[0089] A sixth feature, combinable with any of the previous or following
features, wherein the target task comprises a task for unlocking the VR terminal.

[0090] In a second implementation, a non-transitory, computer-readable
medium storing one or more instructions executable by a computer system to perform
operations comprising: obtaining, through preset sensing hardware, interaction
characteristics of a user interacting with a virtual reality (VR) terminal in response to a
request for execution of a target task requiring user identity verification; comparing the
obtained interaction characteristics of the user with preset interaction characteristics of
an authorized user of the VR terminal to verify identity of the user; and based on a
successful user identity verification, executing the target task and authenticating the user

as an identity-verified user of the VR terminal.
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[0091] The foregoing and other described implementations can each, optionally,
include one or more of the following features:

[0092] A first feature, combinable with any of the following features, wherein
the interaction characteristics comprise any one of: a head posture of the user; a three-
dimensional gesture; or a displacement track generated by movement of a visual focus,
the visual focus controlled through the head posture, the three-dimensional gesture, or
an external device.

[0093] A second feature, combinable with any of the previous or following
features, wherein the user identity verification has been unsuccessful, and wherein the
operations comprise: based on the unsuccessful user identity verification, determining a
number of unsuccessful verification attempts; determining whether the number of
unsuccessful verification attempts is greater than a preset number; based on the
determination that the number of unsuccessful verification attempts is greater than the
preset number, executing supplemental identity verification for the user; and based on a
successful supplemental identity verification, executing the target task.

[0094] A third feature, combinable with any of the previous or following
features, wherein the user identity verification has been successful, and wherein the
operations comprise: obtaining, through the preset sensing hardware, additional
interaction characteristics of the user interacting with the VR terminal, the additional
interaction characteristics comprising behavioral interaction characteristics; comparing
the obtained additional interaction characteristics of the user with behavioral interaction
characteristics of the identity-verified user of the VR terminal to determine whether the
user is the identity-verified user of the VR terminal; and based on the determination that
the user is not the identity-verified user of the VR terminal, executing supplemental
identity verification for the user.

[0095] A fourth feature, combinable with any of the previous or following
features, wherein the comparing the obtained additional interaction characteristics of the
user with behavioral interaction characteristics of the identity-verified user of the VR
terminal comprises one or more instructions to: obtain a preset behavioral interaction
characteristic identification model representing the behavioral interaction characteristics
of the identity-verified user of the VR terminal, wherein the preset behavioral interaction

characteristics identification model is generated by training with behavioral interaction
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characteristics training samples of the identity-verified user of the VR terminal using a
preset deep learning algorithm; and compare the obtained additional interaction
characteristics of the user with the preset behavioral interaction characteristic
identification model to determine whether the user is the identity-verified user of the VR
terminal.

[0096] A fifth feature, combinable with any of the previous or following
features, wherein the executing supplemental identity verification for the user comprises
one or more instructions to: obtain, through preset biometrics identification hardware,
biometric characteristics of the user; compare the obtained biometric characteristics with
preset biometric characteristics of the identity-verified user of the VR terminal to
determine whether the user is the identity-verified user of the VR terminal; and based
on the determination that the user is the identity-verified user of the VR terminal, verify
the identity of the user; or obtain, from the user, an identity verification password;
compare the obtained identity verification password with a preset identity verification
password to determine whether the user is the identity-verified user of the VR terminal;
and based on the determination that the user is the identity-verified user of the VR
terminal, verify the identity of the user.

[0097] A sixth feature, combinable with any of the previous or following
features, wherein the target task comprises a task for unlocking the VR terminal.

[0098] In a third implementation, a computer-implemented system, comprising:
one or more computers, and one or more computer memory devices interoperably
coupled with the one or more computers and having tangible, non-transitory, machine-
readable media storing one or more instructions that, when executed by the one or more
computers, perform operations comprising: obtaining, through preset sensing hardware,
interaction characteristics of a user interacting with a virtual reality (VR) terminal in
response to a request for execution of a target task requiring user identity verification;
comparing the obtained interaction characteristics of the user with preset interaction
characteristics of an authorized user of the VR terminal to verify identity of the user;
and based on a successful user identity verification, executing the target task and
authenticating the user as an identity-verified user of the VR terminal.

[0099] The foregoing and other described implementations can each, optionally,

include one or more of the following features:
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[00100] A first feature, combinable with any of the following features, wherein
the interaction characteristics comprise any one of: a head posture of the user; a three-
dimensional gesture; or a displacement track generated by movement of a visual focus,
the visual focus controlled through the head posture, the three-dimensional gesture, or
an external device.

[00101] A second feature, combinable with any of the previous or following
features, wherein the user identity verification has been unsuccessful, and wherein the
system is further configured to: based on the unsuccessful user identity verification,
determine a number of unsuccessful verification attempts; determine whether the
number of unsuccessful verification attempts is greater than a preset number; based on
the determination that the number of unsuccessful verification attempts is greater than
the preset number, execute supplemental identity verification for the user; and based on
a successful supplemental identity verification, execute the target task.

[00102] A third feature, combinable with any of the previous or following
features, wherein the user identity verification has been successful, and wherein the
system is further configured to: obtain, through the preset sensing hardware, additional
interaction characteristics of the user interacting with the VR terminal, the additional
interaction characteristics comprising behavioral interaction characteristics; compare
the obtained additional interaction characteristics of the user with behavioral interaction
characteristics of the identity-verified user of the VR terminal to determine whether the
user is the identity-verified user of the VR terminal; and based on the determination that
the user is not the identity-verified user of the VR terminal, execute supplemental
identity verification for the user.

[00103] A fourth feature, combinable with any of the previous or following
features, wherein the comparing the obtained additional interaction characteristics of the
user with behavioral interaction characteristics of the identity-verified user of the VR
terminal is further configured to: obtain a preset behavioral interaction characteristic
identification model representing the behavioral interaction characteristics of the
identity-verified user of the VR terminal, wherein the preset behavioral interaction
characteristics identification model is generated by training with behavioral interaction
characteristics training samples of the identity-verified user of the VR terminal using a

preset deep learning algorithm; and compare the obtained additional interaction
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characteristics of the user with the preset behavioral interaction characteristic
identification model to determine whether the user is the identity-verified user of the VR
terminal.

[00104] A fifth feature, combinable with any of the previous or following
features, wherein the executing supplemental identity verification for the user is further
configured to: obtain, through preset biometrics identification hardware, biometric
characteristics of the user; compare the obtained biometric characteristics with preset
biometric characteristics of the identity-verified user of the VR terminal to determine
whether the user is the identity-verified user of the VR terminal; and based on the
determination that the user is the identity-verified user of the VR terminal, verify the
identity of the user; or obtain, from the user, an identity verification password; compare
the obtained identity verification password with a preset identity verification password
to determine whether the user is the identity-verified user of the VR terminal; and based
on the determination that the user is the identity-verified user of the VR terminal, verify
the identity of the user.

[00105] Implementations of the subject matter and the functional operations
described in this specification can be implemented in digital electronic circuitry, in
tangibly embodied computer software or firmware, in computer hardware, including the
structures disclosed in this specification and their structural equivalents, or in
combinations of one or more of them. Software implementations of the described
subject matter can be implemented as one or more computer programs, that is, one or
more modules of computer program instructions encoded on a tangible, non-transitory,
computer-readable computer-storage medium for execution by, or to control the
operation of, data processing apparatus. Alternatively, or additionally, the program
instructions can be encoded in/on an artificially generated propagated signal, for
example, a machine-generated electrical, optical, or electromagnetic signal that is
generated to encode information for transmission to a receiver apparatus for execution
by a data processing apparatus. The computer-storage medium can be a machine-
readable storage device, a machine-readable storage substrate, a random or serial access
memory device, or a combination of computer-storage mediums. Configuring one or
more computers means that the one or more computers have installed hardware,

firmware, or software (or combinations of hardware, firmware, and software) so that
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when the software is executed by the one or more computers, particular computing
operations are performed.

[00106] The term “real-time,” “real time,” “realtime,” “real (fast) time (RFT),”
“near(ly) real-time (NRT),” “quasi real-time,” or similar terms (as understood by one of
ordinary skill in the art), means that an action and a response are temporally proximate
such that an individual perceives the action and the response occurring substantially
simultaneously. For example, the time difference for a response to display (or for an
initiation of a display) of data following the individual’s action to access the data can be
less than 1 millisecond (ms), less than 1 second (s), or less than 5 s. While the requested
data need not be displayed (or initiated for display) instantaneously, it is displayed (or
initiated for display) without any intentional delay, taking into account processing
limitations of a described computing system and time required to, for example, gather,
accurately measure, analyze, process, store, or transmit the data.

2 <

[00107] The terms “data processing apparatus,” “computer,” or “electronic
computer device” (or equivalent as understood by one of ordinary skill in the art) refer
to data processing hardware and encompass all kinds of apparatus, devices, and
machines for processing data, including by way of example, a programmable processor,
a computer, or multiple processors or computers. The apparatus can also be, or further
include special purpose logic circuitry, for example, a central processing unit (CPU), an
FPGA (field programmable gate array), or an ASIC (application-specific integrated
circuit). In some implementations, the data processing apparatus or special purpose
logic circuitry (or a combination of the data processing apparatus or special purpose
logic circuitry) can be hardware- or software-based (or a combination of both hardware-
and software-based). The apparatus can optionally include code that creates an
execution environment for computer programs, for example, code that constitutes
processor firmware, a protocol stack, a database management system, an operating
system, or a combination of execution environments. The present disclosure
contemplates the use of data processing apparatuses with an operating system of some
type, for example LINUX, UNIX, WINDOWS, MAC OS, ANDROID, I0S, another
operating system, or a combination of operating systems.

[00108] A computer program, which can also be referred to or described as a

program, software, a software application, a unit, a module, a software module, a script,
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code, or other component can be written in any form of programming language,
including compiled or interpreted languages, or declarative or procedural languages, and
it can be deployed in any form, including, for example, as a stand-alone program,
module, component, or subroutine, for use in a computing environment. A computer
program can, but need not, correspond to a file in a file system. A program can be stored
in a portion of a file that holds other programs or data, for example, one or more scripts
stored in a markup language document, in a single file dedicated to the program in
question, or in multiple coordinated files, for example, files that store one or more
modules, sub-programs, or portions of code. A computer program can be deployed to
be executed on one computer or on multiple computers that are located at one site or
distributed across multiple sites and interconnected by a communication network.

[00109] While portions of the programs illustrated in the various figures can be
illustrated as individual components, such as units or modules, that implement described
features and functionality using various objects, methods, or other processes, the
programs can instead include a number of sub-units, sub-modules, third-party services,
components, libraries, and other components, as appropriate. Conversely, the features
and functionality of various components can be combined into single components, as
appropriate. Thresholds used to make computational determinations can be statically,
dynamically, or both statically and dynamically determined.

[00110] Described methods, processes, or logic flows represent one or more
examples of functionality consistent with the present disclosure and are not intended to
limit the disclosure to the described or illustrated implementations, but to be accorded
the widest scope consistent with described principles and features. The described
methods, processes, or logic flows can be performed by one or more programmable
computers executing one or more computer programs to perform functions by operating
on input data and generating output data. The methods, processes, or logic flows can
also be performed by, and apparatus can also be implemented as, special purpose logic
circuitry, for example, a CPU, an FPGA, or an ASIC.

[00111] Computers for the execution of a computer program can be based on
general or special purpose microprocessors, both, or another type of CPU. Generally, a
CPU will receive instructions and data from and write to a memory. The essential

elements of a computer are a CPU, for performing or executing instructions, and one or
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more memory devices for storing instructions and data. Generally, a computer will also
include, or be operatively coupled to, receive data from or transfer data to, or both, one
or more mass storage devices for storing data, for example, magnetic, magneto-optical
disks, or optical disks. However, a computer need not have such devices. Moreover, a
computer can be embedded in another device, for example, a mobile telephone, a
personal digital assistant (PDA), a mobile audio or video player, a game console, a
global positioning system (GPS) receiver, or a portable memory storage device.
[00112] Non-transitory computer-readable media for storing computer program
instructions and data can include all forms of permanent/non-permanent or
volatile/non-volatile memory, media and memory devices, including by way of example
semiconductor memory devices, for example, random access memory (RAM),
read-only memory (ROM), phase change memory (PRAM), static random access
memory (SRAM), dynamic random access memory (DRAM), erasable programmable
read-only memory (EPROM), electrically erasable programmable read-only memory
(EEPROM), and flash memory devices; magnetic devices, for example, tape, cartridges,
cassettes, internal/removable disks; magneto-optical disks; and optical memory devices,
for example, digital video disc (DVD), CD-ROM, DVD+/-R, DVD-RAM, DVD-ROM,
HD-DVD, and BLURAY, and other optical memory technologies. The memory can
store various objects or data, including caches, classes, frameworks, applications,
modules, backup data, jobs, web pages, web page templates, data structures, database
tables, repositories storing dynamic information, or other appropriate information
including any parameters, variables, algorithms, instructions, rules, constraints, or
references. Additionally, the memory can include other appropriate data, such as logs,
policies, security or access data, or reporting files. The processor and the memory can
be supplemented by, or incorporated in, special purpose logic circuitry.

[00113] To provide for interaction with a user, implementations of the subject
matter described in this specification can be implemented on a computer having a
display device, for example, a CRT (cathode ray tube), LCD (liquid crystal display),
LED (Light Emitting Diode), or plasma monitor, for displaying information to the user
and a keyboard and a pointing device, for example, a mouse, trackball, or trackpad by
which the user can provide input to the computer. Input can also be provided to the

computer using a touchscreen, such as a tablet computer surface with pressure
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sensitivity, a multi-touch screen using capacitive or electric sensing, or another type of
touchscreen. Other types of devices can be used to interact with the user. For example,
feedback provided to the user can be any form of sensory feedback (such as, visual,
auditory, tactile, or a combination of feedback types). Input from the user can be
received in any form, including acoustic, speech, or tactile input. In addition, a computer
can interact with the user by sending documents to and receiving documents from a
client computing device that is used by the user (for example, by sending web pages to
a web browser on a user’s mobile computing device in response to requests received
from the web browser).

[00114] The term “graphical user interface,” or “GUI,” can be used in the singular
or the plural to describe one or more graphical user interfaces and each of the displays
of a particular graphical user interface. Therefore, a GUI can represent any graphical
user interface, including but not limited to, a web browser, atouch screen, or a command
line interface (CLI) that processes information and efficiently presents the information
results to the user. In general, a GUI can include a plurality of user interface (UI)
elements, some or all associated with a web browser, such as interactive fields, pull-
down lists, and buttons. These and other Ul elements can be related to or represent the
functions of the web browser.

[00115] Implementations of the subject matter described in this specification can
be implemented in a computing system that includes a back-end component, for
example, as a data server, or that includes a middleware component, for example, an
application server, or that includes a front-end component, for example, a client
computer having a graphical user interface or a Web browser through which a user can
interact with an implementation of the subject matter described in this specification, or
any combination of one or more such back-end, middleware, or front-end components.
The components of the system can be interconnected by any form or medium of wireline
or wireless digital data communication (or a combination of data communication), for
example, a communication network. Examples of communication networks include a
local area network (LAN), a radio access network (RAN), a metropolitan area network
(MAN), a wide area network (WAN), Worldwide Interoperability for Microwave
Access (WIMAX), a wireless local area network (WLAN) using, for example, 802.11
a/b/g/m or 802.20 (or a combination of 802.11x and 802.20 or other protocols consistent
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with the present disclosure), all or a portion of the Internet, another communication
network, or a combination of communication networks. The communication network
can communicate with, for example, Internet Protocol (IP) packets, Frame Relay frames,
Asynchronous Transfer Mode (ATM) cells, voice, video, data, or other information
between network addresses.

[00116] The computing system can include clients and servers. A client and
server are generally remote from each other and typically interact through a
communication network. The relationship of client and server arises by virtue of
computer programs running on the respective computers and having a client-server
relationship to each other.

[00117] While this specification contains many specific implementation details,
these should not be construed as limitations on the scope of any invention or on the
scope of what can be claimed, but rather as descriptions of features that can be specific
to particular implementations of particular inventions. Certain features that are
described in this specification in the context of separate implementations can also be
implemented, in combination, in a single implementation. Conversely, various features
that are described in the context of a single implementation can also be implemented in
multiple implementations, separately, or in any sub-combination. Moreover, although
previously described features can be described as acting in certain combinations and
even initially claimed as such, one or more features from a claimed combination can, in
some cases, be excised from the combination, and the claimed combination can be
directed to a sub-combination or variation of a sub-combination.

[00118] Particular implementations of the subject matter have been described.
Other implementations, alterations, and permutations of the described implementations
are within the scope of the following claims as will be apparent to those skilled in the
art. While operations are depicted in the drawings or claims in a particular order, this
should not be understood as requiring that such operations be performed in the particular
order shown or in sequential order, or that all illustrated operations be performed (some
operations can be considered optional), to achieve desirable results. In certain
circumstances, multitasking or parallel processing (or a combination of multitasking and
parallel processing) can be advantageous and performed as deemed appropriate.

[00119] Moreover, the separation or integration of various system modules and
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components in the previously described implementations should not be understood as
requiring such separation or integration in all implementations, and it should be
understood that the described program components and systems can generally be
integrated together in a single software product or packaged into multiple software
products.

[00120] Accordingly, the previously described example implementations do not
define or constrain the present disclosure. Other changes, substitutions, and alterations
are also possible without departing from the spirit and scope of the present disclosure.

[00121] Furthermore, any claimed implementation is considered to be applicable
to at least a computer-implemented method; a non-transitory, computer-readable
medium storing computer-readable instructions to perform the computer-implemented
method; and a computer system comprising a computer memory interoperably coupled
with a hardware processor configured to perform the computer-implemented method or

the instructions stored on the non-transitory, computer-readable medium.
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CLAIMS

What is claimed is:

1. A computer-implemented method, comprising:

obtaining, through preset sensing hardware, interaction characteristics of a user
interacting with a virtual reality (VR) terminal in response to a request for execution of
a target task requiring user identity verification;

comparing the obtained interaction characteristics of the user with preset
interaction characteristics of an authorized user of the VR terminal to verify identity of
the user; and

based on a successful user identity verification, executing the target task and

authenticating the user as an identity-verified user of the VR terminal.

2. The computer-implemented method of claim 1, wherein the interaction
characteristics comprise any one of:

a head posture of the user;

a three-dimensional gesture; or

a displacement track generated by movement of a visual focus, the visual focus
controlled through the head posture, the three-dimensional gesture, or an external

device.

3. The computer-implemented method of claim 1, wherein the user identity
verification has been unsuccessful, the method comprising:

based on the unsuccessful user identity verification, determining a number of
unsuccessful verification attempts;

determining whether the number of unsuccessful verification attempts is greater
than a preset number;

based on the determination that the number of unsuccessful verification attempts
is greater than the preset number, executing supplemental identity verification for the
user; and

based on a successful supplemental identity verification, executing the target task.
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4, The computer-implemented method of claim 1, wherein the user identity
verification has been successful, the method comprising:

obtaining, through the preset sensing hardware, additional interaction
characteristics of the user interacting with the VR terminal, the additional interaction
characteristics comprising behavioral interaction characteristics;

comparing the obtained additional interaction characteristics of the user with
behavioral interaction characteristics of the identity-verified user of the VR terminal to
determine whether the user is the identity-verified user of the VR terminal; and
based on the determination that the user is not the identity-verified user of the VR

terminal, executing supplemental identity verification for the user.

5. The computer-implemented method of claim 4, wherein the comparing the
obtained additional interaction characteristics of the user with behavioral interaction
characteristics of the identity-verified user of the VR terminal comprises:

obtaining a preset behavioral interaction characteristic identification model
representing the behavioral interaction characteristics of the identity-verified user of the
VR terminal, wherein the preset behavioral interaction characteristics identification
model is generated by training with behavioral interaction characteristics training
samples of the identity-verified user of the VR terminal using a preset deep learning
algorithm; and

comparing the obtained additional interaction characteristics of the user with the
preset behavioral interaction characteristic identification model to determine whether

the user is the identity-verified user of the VR terminal.

6. The computer-implemented method of claim 3, wherein the executing
supplemental identity verification for the user comprises:

obtaining, through preset biometrics identification hardware, biometric
characteristics of the user;

comparing the obtained biometric characteristics with preset biometric
characteristics of the identity-verified user of the VR terminal to determine whether the
user is the identity-verified user of the VR terminal; and

based on the determination that the user is the identity-verified user of the VR

terminal, verifying the identity of the user; or
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obtaining, from the user, an identity verification password;

comparing the obtained identity verification password with a preset identity
verification password to determine whether the user is the identity-verified user of the
VR terminal; and

based on the determination that the user is the identity-verified user of the VR

terminal, verifying the identity of the user.

7. The computer-implemented method of claim 1, wherein the target task

comprises a task for unlocking the VR terminal.

8. A non-transitory, computer-readable medium storing one or more instructions
executable by a computer system to perform operations comprising:

obtaining, through preset sensing hardware, interaction characteristics of a user
interacting with a virtual reality (VR) terminal in response to a request for execution of
a target task requiring user identity verification;

comparing the obtained interaction characteristics of the user with preset
interaction characteristics of an authorized user of the VR terminal to verify identity of
the user; and

based on a successful user identity verification, executing the target task and

authenticating the user as an identity-verified user of the VR terminal.

9. The non-transitory, computer-readable medium of claim 8, wherein the
interaction characteristics comprise any one of’

a head posture of the user;

a three-dimensional gesture; or

a displacement track generated by movement of a visual focus, the visual focus
controlled through the head posture, the three-dimensional gesture, or an external

device.

10.  The non-transitory, computer-readable medium of claim 8, wherein the user
identity verification has been unsuccessful, and wherein the operations comprise:
based on the unsuccessful user identity verification, determining a number of

unsuccessful verification attempts;
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determining whether the number of unsuccessful verification attempts is greater
than a preset number;

based on the determination that the number of unsuccessful verification attempts
is greater than the preset number, executing supplemental identity verification for the
user; and

based on a successful supplemental identity verification, executing the target

task.

11.  The non-transitory, computer-readable medium of claim 8, wherein the user
identity verification has been successful, and wherein the operations comprise:

obtaining, through the preset sensing hardware, additional interaction
characteristics of the user interacting with the VR terminal, the additional interaction
characteristics comprising behavioral interaction characteristics;

comparing the obtained additional interaction characteristics of the user with
behavioral interaction characteristics of the identity-verified user of the VR terminal to
determine whether the user is the identity-verified user of the VR terminal; and

based on the determination that the user is not the identity-verified user of the

VR terminal, executing supplemental identity verification for the user.

12. The non-transitory, computer-readable medium of claim 11, wherein the
comparing the obtained additional interaction characteristics of the user with behavioral
interaction characteristics of the identity-verified user of the VR terminal comprises one
or more instructions to:

obtain a preset behavioral interaction characteristic identification model
representing the behavioral interaction characteristics of the identity-verified user of the
VR terminal, wherein the preset behavioral interaction characteristics identification
model is generated by training with behavioral interaction characteristics training
samples of the identity-verified user of the VR terminal using a preset deep learning
algorithm; and

compare the obtained additional interaction characteristics of the user with the
preset behavioral interaction characteristic identification model to determine whether

the user is the identity-verified user of the VR terminal.
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13.  The non-transitory, computer-readable medium of claim 10, wherein the
executing supplemental identity verification for the user comprises one or more
instructions to:

obtain, through preset biometrics identification hardware, biometric
characteristics of the user;

compare the obtained biometric characteristics with preset biometric
characteristics of the identity-verified user of the VR terminal to determine whether the
user is the identity-verified user of the VR terminal; and

based on the determination that the user is the identity-verified user of the VR
terminal, verify the identity of the user; or

obtain, from the user, an identity verification password;

compare the obtained identity verification password with a preset identity
verification password to determine whether the user is the identity-verified user of the
VR terminal; and

based on the determination that the user is the identity-verified user of the VR

terminal, verify the identity of the user.

14.  The non-transitory, computer-readable medium of claim 8, wherein the target

task comprises a task for unlocking the VR terminal.

15. A computer-implemented system, comprising:
one or more computers; and
one or more computer memory devices interoperably coupled with the one or
more computers and having tangible, non-transitory, machine-readable media storing
one or more instructions that, when executed by the one or more computers, perform
operations comprising:
obtaining, through preset sensing hardware, interaction characteristics of
auser interacting with a virtual reality (VR) terminal in response to a request for
execution of a target task requiring user identity verification;
comparing the obtained interaction characteristics of the user with preset
interaction characteristics of an authorized user of the VR terminal to verify

identity of the user; and
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based on a successful user identity verification, executing the target task

and authenticating the user as an identity-verified user of the VR terminal.

16.  The computer-implemented system of claim 15, wherein the interaction
characteristics comprise any one of:
5 a head posture of the user;
a three-dimensional gesture; or
a displacement track generated by movement of a visual focus, the visual focus
controlled through the head posture, the three-dimensional gesture, or an external

device.

10 17 The computer-implemented system of claim 15, wherein the user identity
verification has been unsuccessful, and wherein the system is further configured to:
based on the unsuccessful user identity verification, determine a number of
unsuccessful verification attempts;
determine whether the number of unsuccessful verification attempts is greater
15  than a preset number;
based on the determination that the number of unsuccessful verification attempts

is greater than the preset number, execute supplemental identity verification for the user;

and
based on a successful supplemental identity verification, execute the target
20  task.
18. The computer-implemented system of claim 15, wherein the user identity

verification has been successful, and wherein the system is further configured to:

obtain, through the preset sensing hardware, additional interaction
characteristics of the user interacting with the VR terminal, the additional interaction

25  characteristics comprising behavioral interaction characteristics;

compare the obtained additional interaction characteristics of the user with
behavioral interaction characteristics of the identity-verified user of the VR terminal to
determine whether the user is the identity-verified user of the VR terminal; and

based on the determination that the user is not the identity-verified user of the

30 VR terminal, execute supplemental identity verification for the user.
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19.  The computer-implemented system of claim 18, wherein the comparing the
obtained additional interaction characteristics of the user with behavioral interaction
characteristics of the identity-verified user of the VR terminal is further configured to:

obtain a preset behavioral interaction characteristic identification model
representing the behavioral interaction characteristics of the identity-verified user of the
VR terminal, wherein the preset behavioral interaction characteristics identification
model is generated by training with behavioral interaction characteristics training
samples of the identity-verified user of the VR terminal using a preset deep learning
algorithm; and

compare the obtained additional interaction characteristics of the user with the
preset behavioral interaction characteristic identification model to determine whether

the user is the identity-verified user of the VR terminal.

20. The computer-implemented system of claim 17, wherein the executing
supplemental identity verification for the user is further configured to:

obtain, through preset biometrics identification hardware, biometric
characteristics of the user;

compare the obtained biometric characteristics with preset biometric
characteristics of the identity-verified user of the VR terminal to determine whether the
user is the identity-verified user of the VR terminal; and

based on the determination that the user is the identity-verified user of the VR
terminal, verify the identity of the user; or

obtain, from the user, an identity verification password;

compare the obtained identity verification password with a preset identity
verification password to determine whether the user is the identity-verified user of the
VR terminal; and

based on the determination that the user is the identity-verified user of the VR

terminal, verify the identity of the user.
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