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STORAGE MANAGEMENT SYSTEM FOR DOCUMENT IMAGE DATABASE

Background of the Invention

1. Technical Field

The present invention relates generally to a storage management system for a document image database, and more particularly to a method of managing storage in a document image database using document analysis to partition documents into logical regions and document reduction means for reducing storage size of the regions according to various storage preference rules.

2. Discussion

Storage management is a central issue in document image database systems. Users are expressing an increasing interest in being able to save and retrieve documents in image form. However, despite the growing size of hard disks and removable media, current storage capacity in document image database systems is inadequate for supporting a paperless office. To illustrate the problem, a standard 8½ x 11 page (with 1 inch margins on all sides) scanned at 300 dpi would measure 1,950 x 2,700 = 5,265,000 pixels. In grayscale, each pixel requires one byte to represent, and thus would require approximately 5 megabytes of storage. The scanned page in 24-bit color would require 15 megabytes and in bitonal would require 658,125 bytes to store.

Hence, 1,000 similar scanned pages could require between 600 megabytes and 15 gigabytes to store in a document image database. Since the average office contains far more than 1,000 pages, good techniques are needed for effectively managing storage in a document image database.

Within a document image database, there is a classic trade-off between the quality of a document image and the size of its stored data file. Generally, a high quality representation of the document requires more space to store. To maintain an acceptable level of quality, requires a document image database with excessive capacity. By reducing the storage requirements for the lesser important parts of documents, storage capacity may be reduced while maintaining the high quality of the important aspects of documents. Typically, storage management begins by scanning every document at the same predetermined depth and resolution, such that the minimal acceptable settings required to maintain image quality in a particular document are applied to all documents. Scanning each part of every document at the same
depth and resolution irrespective of its contents requires excessive storage space. Furthermore, once entered into the system, the storage size of a document is not further analyzed for possible reduction. Alternatively, storage management may begin with a system user manually specifying the scanning depth and resolution for each document entered into the system. In this way, the scanning parameters and image representation details can be specialized to each situation, but only at the high cost of unnecessary user intervention. Moreover, these manual storage management strategies are only applied at the document level and only at the time a document is inputted into the system.

Accordingly, a need exists for an efficient method for managing storage within a document image database. Sophisticated document analysis and storage management techniques should be used to decrease the size of the document image database while maintaining a high level of quality in document image. It is further desirable that the document analysis methods automatically locate and identify regions in a scanned document image. Different storage management techniques can then be applied to each region, and thus reducing the overall size of a stored document image while maintaining the quality of important regions within a document. Over time, documents can be reanalyzed and storage management techniques can be reapplied to further reduce storage size of previously stored document images.

Summary of the Invention

The present invention is a method of managing the storage of documents in a document image database system. Once a document has been converted into an digital data file within the database system, logical regions are identified within the document according to predetermined rules. The digital data file representing the document can then be partitioned into different regions and modified by storage reduction means according to storage preference rules. After reducing the storage size of each region into a smaller reduced region, the regions are compiled into a reduced data file and stored in a database system. Over time, document analysis and modification can be repeated to further reduce the storage size of previously stored data files.

Brief Description of the Drawings

Additional advantages and features of the present invention will become apparent to those skilled in the art upon reading the following detailed description and
upon reference to the drawings in which:

Figure 1 is a diagram showing suitable configurations for system components to support storage management in a document image database system;

Figure 2 is a block diagram showing the primary components of an apparatus of the present invention;

Figure 3 is a block diagram showing the principal functions of the present invention;

Figure 4 is a functional diagram showing the steps for reducing storage capacity in a document image database using the storage management techniques of the present invention;

Figure 5A is a grayscale histogram for a photographic region of a document;

Figure 5B is a grayscale histogram for a text region of a document;

Figures 6A-6C are text images showing the readability of different font sizes of text sampled at varying resolutions;

Figures 6D-6F are text images showing the OCR output from input text in different font sizes sampled at varying resolutions;

Figures 7A-7D are grayscale images of a fishing boat showing the degradation of lossy compressed image using increasingly aggressive JPEG settings;

Figure 8 is a chart illustrating the effects of three different storage management strategies applied to a hypothetical document image database over a three year period;

Figure 9 is a functional diagram showing the steps for reducing storage capacity in a document image database based on user annotations using the storage management techniques of the present invention;

Figure 10A and 10B are example documents which illustrate user annotations for triggering a predetermined storage preference rule;

Figure 11 is a dialog box of a user interface used for constructing storage preference rules in a document image database system; and

Figure 12A and 12B are example documents which illustrate user annotations that encapsulate a storage preference rule;

Figure 13 is a block diagram showing the components of the apparatus in a preferred embodiment.
Detailed Description of the Preferred Embodiment

The following description of the preferred embodiment is merely exemplary in nature and is in no way intended to limit the invention or its application or its uses.

Figure 1 shows suitable system components to support storage management strategies in a document image database system 10. In the present invention, a variety of input devices may be used to input a document 12 into a document image database system 10. For example, a document 12 may be directly inputted into a document image database system 10 by using a digital copier 17 or a document scanner 18. Alternatively, a previously digitized document 12 may be received into the document image database system 10 from a remote location. For instance, a document may be downloaded from the Internet or sent via a facsimile machine 19 from a remote terminal. Regardless, a document 12 is converted into a digital document file and stored within a document image database 14. Each of the system components are connected along a network 22. A computer user interface 20 allows a system user to view stored documents and to construct storage preference rules for managing the database system 10. In addition, an electronic pen 21 may be attached to the user interface 20 to facilitate identifying storage preferences by the user. For instance, once a document has been inputted into the system, a user may use the pen 21 to electronically "mark-up" important areas within a stored document.

Finally, various remote computers attached along the network 22 serve as output devices 24 which allow users to view document images stored within the document image database system 10. Those skilled in the art will appreciate that a variety of document management components can be used to create different configurations for a document image database system 10.

An apparatus 26 for supporting storage management of documents in a document image database is illustrated in Figure 2. The primary components of the apparatus 26 include a document analyzer module 27 coupled the document image database 14, and a document modification module 28 coupled to at least one of the document analyzer module 27 and the database 14. In addition, an input device 16 and a user interface module 20 are coupled to the document image database 14.

Primary steps for managing the storage of documents in a document image database system 10 are illustrated in Figure 3. Once a document 12 has been
inputted 30 into the document image database system 10, the data file 31 representing the document can be analyzed 32. Document analysis 32 includes identifying logical regions within the document and partitioning the data file into identified regions. Each logical region can be modified 34 by reducing its storage size according to storage preference rules. Storage preference rules can be individually tailored to the unique characteristics of each region. Individual regions are recompiled into a data file 35 before being stored 36 as a stored data file 37 in the database 14. Over time, a trigger message 38 may be generated within the document image database system 10 to reinitiate document modification for either a particular document or for all documents stored within the system.

More particularly, Figure 4 shows a functional diagram applying storage management strategies to an example document. The original document 42 requires 7,648 kbytes to store the scanned document as a data file 43 in the database system 10. However, by analyzing and modifying the data file 43 according to the method of the present invention, the stored data file 54 can be reduced to 528 kbytes.

Document analysis begins by identifying logical regions within the document, and then partitioning identified regions for further storage manipulation. Effective storage management requires being able to automatically locate and identify logical regions within a document. Rules for identifying logical regions may be established within the system based upon various criteria. For example, grayscale histogram analysis or connected-component analysis are techniques that can be used to identify regions according to the type of data (i.e., text, illustrations, photographs, etc.) found in the document. The grayscale histogram for a photo looks quite different from the one for the text region. The histogram for a photographic region, as shown in Figure 5A, consists of a much broader range of grey values, whereas the histogram for the text, as shown in Figure 5B, consists of many white pixels (the background) and a low range of grey pixels culminating in a small peak near black (the characters). These kinds of properties can be exploited to break the page into logical regions based on data type.

Connected-component analysis is another identification method. The bit map image data is analyzed by connected component extraction to identify components or connected components that represent either individual characters or letters or regions of non-text image. More specifically, the invention extracts titles,
captions and photographs from document images using document analysis and computational geometry techniques. The image is stored in a bitmap buffer that is then analyzed using connected-component analysis to extract certain geometric data related to the connected components or blobs of ink that appear on the image page.

This geometric data or connected component data is stored in a data structure that is then analyzed by a classification process that labels or sorts the data based on whether each connected component has the geometric properties of a character, or the geometric properties of a portion of an image, such as a bitmap rendition of a photograph.

Following classification, for text components the system then invokes a nearest-neighbor analysis of the connected component data to generate nearest-neighbor graphs. These are stored in a nearest-neighbor graphs data structure that represents a list of linked lists corresponding to the nearest neighbors of each connected component. The nearest-neighbor graphs define bounding boxes around those connected components of data that correspond to, for example, a line of text in a caption. The nearest-neighbor graphs are then classified as horizontal or vertical, depending on whether the links joining the bounding box centers of nearest neighbors are predominately horizontal or vertical. Vertical text lines, although rarely encountered in the English language, are quite common in other languages, such as Chinese or Japanese.

Next a filter module analyzes the data to determine the average font height of all horizontal data, and a separate average font height for all vertical data. Then, each string of horizontal data is compared with the average; and each string of vertical data is compared with the average, to select those strings that are above the average height or those strings whose height exceeds a predetermined threshold. If desired, further refinement of the analysis can be performed using other geometric features, such as whether the fonts are bold-face, or by identifying which data represent strings that are centered on the page.

After having selected the title candidates, the candidates are referenced back to the original bitmap data. Essentially, the bounding boxes of the connected components are merged into a single bounding box associated with the extracted title and that single bounding box is then referenced back to the bitmap data, so that any bitmap data appearing in the bounding box can be selected as an extracted title. If
desired, the extracted title can be further processed using optical character recognition software, to convert the title image into title text.

Similarly, after having selected the photo candidates, the candidates are again referenced back to the original bitmap data. The bounding boxes of photo candidates which overlap with each other are merged into a single bounding box so that bitmaps appearing within the bounding box can be selected and extracted as part of the photo. If desired, caption text associated with a photo region can be identified and processed using optical character recognition software. The caption text can then be used as a tag to help identify the content of the photo, or for later searching. The connected-components analysis method is generally disclosed in U.S. Serial No. (Attorney Docket No. 9432-000021, entitled "Title, Caption And Photo Extraction From Scanned Document Images" by Jiangying Zhou), filed January 21, 1997, which is hereby incorporated by reference. This analysis can also be used to identify logical regions within a document.

For the example document of Figure 4, a first region 44 with a photograph data type and a second region 46 with a text data type have been identified in the original document 42. Once each region has been identified, the first region (photograph) 44 can be extracted from the second region (text) 46 for additional document modification. Next, the regions will be modified to reduce their storage size. Modification may include a variety of storage reduction means depending upon applicable storage preference rules. The various storage reduction means that can be employed in the modification step are discussed below.

Sampling depth refers to the number of bytes required to represent a single pixel. Common depths supported by current scanner hardware/software include 24 bit (color), 8 byte (grey scale), and 1 bit (bitonal). Other input devices used in a document image database system, such as faxes and digital copiers, may utilize a more limited selection of possible sampling depths. Scanning documents as bitonal instead of grey scale yields an eight times reduction in the amount of space required to store an image. Furthermore, there is three times reduction is space required to store an image as grey scale rather than 24 bit color. Therefore, a twenty-four times reduction can be achieved when saving a 24 bit color region as a bitonal region. Those skilled in the art will recognize that by using thresholding methods the sampling depth of an image can be reduced without having to rescan the original document.
Although lowering the sampling depth has the obvious advantage that it lessens the storage requirements for the document, this storage reduction means must be carefully administered to prevent losing important information from the original document. In the case of photographs, significant detail can be obscured when mapping from color to bitonal, however reduction to a greyscale level may provide adequate detail for many applications. On the other hand, text is often easier to read when it is presented as crisp black characters on a white background and thus is conducive to being stored as a bitonal image. Therefore, the document image database system may utilize a storage preference rule that reduces the sampling depth of a text region to a bitonal level, while only reducing a photographic region to a greyscale level.

Reducing sampling resolution is another storage reduction means. Resolution is the number of samples per unit taken along one dimension of the image. The initial resolution an image is sampled at can vary depending on the input hardware. For instance, the standard resolution used by many flatbed scanners is 300 dpi, whereas a standard CCITT Group 3 fax resolutions are 204 x 196 (high) and 204 x 98 (low). Reducing sampling resolution from 300 dpi to 150 dpi lowers storage space by a factor of 4. Furthermore, reducing resolution of a stored image can be accomplished without rescanning the original document. As with depth reduction, reducing sampling resolution must be cautiously applied to prevent losing important detail in the stored document image. Photographs may look more "coarse". With respect to text, the degree of degradation is dependent on font size. A larger point font can be sampled at a lower resolution and still remain readable; this can be seen in Figures 6A-6C, where the same text is scanned at three different resolutions: 300 dpi, 200 dpi and 100 dpi. To prevent unreadable text, storage preference rules must account for minimum font size within a specific region. Document analysis can be performed to determine the minimum font size of a particular region or document, then that specific area can be down-sampled as appropriate. If a region includes 9-point text, as best seen in Figure 6C, then the text remains readable at 100 dpi reduction. On the other hand, to maintain readability in a region containing 7-point text, as best seen in Figure 6B, sampling should only be reduced to 200 dpi. Accordingly, a storage preference rule should be constructed to reduce sampling resolution based on the minimum font size and the desired readability for the particular region and/or document. Similarly, a document may be reduced by down sampling based on other
minimum feature sizes contained in a region. For example, a line drawing may have a minimum line width which can be used as the minimum feature size.

Furthermore, lower sampling resolutions can greatly reduce the accuracy of optical character recognition (OCR) software. To facilitate subsequent text searching of a document, a document may be initially scanned into the system at a high resolution to adequately support OCR functions. Note that OCR is more sensitive to sampling resolution than a human reader, and thus text that is relatively easy for a human to read generates unreliable OCR results. OCR results generated by running Caere OmniPage Professional (version 6.0) at resolutions of 300 dpi and 200 dpi (100 dpi results not available; OmniPage has minimum input resolution of 200 dpi) are shown in Figures 6D-6F. Once key search terms have been extracted from the stored data file using OCR software, storage preference rules can be applied to further reduce the sampling resolution of the data file. As a result, OCR has captured information needed to support searching functions, and yet the document can be subsequently reduced to minimize storage requirements in the system.

Additional storage reduction means that can be applied to document images includes various compression schemes. Generally compression schemes may be either lossless compression or lossy compression. Lossless compression refers to those schemes where the original data can be recovered perfectly from the compressed version. General purpose lossless algorithms include Huffman and Lempel-Ziv coding. Run length coding scheme is particularly suited to scanned text images and can achieve compression ratios of 7:1. To achieve better compression than this, it is necessary to relax the restriction that the original data be perfectly recoverable. In lossy compression, the image that results from decompression may contain some amount of degradation. The JPEG standard is an example of such a scheme. JPEG is a low pass filter that removes high frequency information from the image to reduce the number of bits needed to represent the image and it is primarily intended for compressing photographs. JPEG can achieve compression ratios of 20:1 or better.

The effects of JPEG compression are illustrated in Figures 7A-7D, where a grayscale image of a fishing boat is shown along with three versions of this same image that have been compressed using increasingly aggressive JPEG settings. Figure 7A is the original document image. In Figure 7C the image is about 10% the
size of the original image without any noticeable degradation, whereas the image in Figure 7D shows obvious degradation. Minor degradations may be acceptable in some applications, and thus different storage preference rules may be appropriate for different applications. For instance, when photographs are essential to understanding the document, then a moderate JPEG compression should be applied. On the other hand, if the primary information of interest is the text of a newspaper article and any associated photograph is only supplementary, then more aggressive JPEG compression may be applied to the photographic region. JPEG does not work well for text, and thus an appropriate storage preference rule may discriminatingly apply JPEG compression only to the photographic regions of the document.

Returning to the example of Figure 4, the storage size of the second region (text) 46 is reduced from 6,000 kbytes to 336 kbytes by reducing sampling depth and then applying a lossless compression scheme. When the 1,776 kbytes from the first region (photo) 44 are compiled with the 336 kbytes of the reduced second region (text) 48, the resulting stored data file 50 is 28% (2,112 kbytes) of the original document 42. At a subsequent time, the stored data file 50 can be further modified according to predetermined storage preference rules. Generally, subsequent modification will occur without having to reinitiate document analysis. Initial document analysis will capture needed information for later document modification. Re-running document analysis may be applicable if: (1) new and better document analysis routines have become available, or (2) the user has changed his/her preferences in a way that requires re-running document analysis.

In this instance, the storage preference rule requires that a moderate lossy compression scheme be applied to photographic regions of the document one month after the document was inputted into the system. By applying this storage preference rule to the stored data file 50, the first region (photo) 44 is reduced to 464 kbytes, and thus the stored data file 50 is further reduced to a first reduced data file 52 which is 10% (800 kbytes) of the original document 42. At an even later time, a more aggressive lossy compression scheme is applied to the first region (photo) 44 of the first reduced data file 52 to achieve a second reduced data file 54 of 528 kbytes or 7% storage size of the original document 42. Therefore, by partitioning the document into regions and reducing the storage size of the regions according to the data type of the region, storage requirements for this example document have been significantly
reduced. Moreover, although compressing photographic regions without losing quality may not appear impressive, applying storage reduction techniques to documents containing text and photos without degrading the overall page quality is critical.

As seen in the above discussed example, applying document reduction means throughout the life of a database system will also drastically decrease system storage requirements. An occurrence of a condition within the database system can initiate this further modification of documents. Since a documents importance generally lessens over time, the importance of an individual document may be determined by the amount of time since the document was inputted into the system or the amount of time since any user last accessed that particular data file. These indicators serve as conditions that will trigger the reanalysis process. Determining that a threshold amount of storage capacity has been reach in the document image database may also serve as a condition for triggering reanalysis. In this instance, all stored data files may be further modified according to storage preference rules.

The effect of three other time-based storage management strategies are illustrated in Figure 8. These three strategies are applied at varying time intervals over a three year period of a system in which it is assumed that a user will enter ten new documents a day into the system, each page requiring 2,112 kbytes to store. Expected growth in the size of this document image database without a storage management approach is indicated by the line marked "raw" in Figure 8. A second approach compresses each document four weeks after it has entered the system by applying a moderate lossy compression scheme to photographic regions. The resulting storage size per page in this case is 529 kbytes and its impact on the system is shown as the "compressed" line. In addition to merely compressing data, stored documents determined to be of lesser importance may simply be discarded. Discarded data may include parts of a document, such as unimportant photos, or the entire document depending on the applicable storage preference rule. Alternatively, "discarding" may encompass moving lesser important documents off-line or to a slower medium outside the document image database. These "discarding" techniques may also systematically occur without the need for (manual) user intervention. By discarding 75% of the data from documents having been stored longer than six months in the system, the third approach (labelled "compressed and discarded") achieves even greater storage reduction. Net storage after three years is merely 1,841
megabytes for the "compressed and discarded" strategy as compared to 4,435 megabytes for "compressed" and 16,474 megabytes for "raw". This example illustrates the amount of storage saving possible by employing storage management strategies over the life of a document image database system. One skilled in the art will appreciate that even better results can be achieved by combining various time-based document modification with storage preference rules tailored to meet the unique requirements of the database system.

The functional diagram shown in Figure 9 relies on annotations made by a system user to identify and modify regions within a stored document. First, user annotations may be used to identify particular regions of a document. An article in a newspaper may be "marked-up" or highlighted by a user before the document is inputted into the database system. A user interface with an electronic pen may also provide a means for annotating documents previously inputted into the system. Document analysis techniques can be used to identify the users marks and extract the associated regions from the stored data file. In the upper identified region, the identified text region is kept at its original resolution, while the remainder of the document is resampled down to 100 dpi or less. In the lower identified region, the identified text is merely extracted and remainder of the document is discarded. Thus, user annotations serve as another basis for identifying logical regions within a scanned document.

Second, user annotations may trigger particular storage preference rules. For example, a post-it note pre-printed with "important" on it or an "X" marked in the upper left corner of a document, as seen in Figure 10A and 10B, can be used to indicate that this individual document has been identified from a batch of documents. The identified document can then be sampled at a higher depth or resolution than other documents in the batch. Alternatively, the identified document may signify that this document is to be reanalyzed less frequently and/or discarded at a later time than other documents in the batch. One skilled in the art will appreciate that various means of annotating a document may be employed, subject to the limitations of image processing techniques. In addition, a variety of different storage preference rules can be triggered by different annotations.

Storage preference rules are stored within the document image database and can be accessed to determine which storage reduction means are
applied to a particular region of a document. Storage preference rules may be set up through a system user interface, extracted from the inputted documents, or generated by an inference module within the system. First, obtaining storage preferences through a dialog box of a user interface is a common approach. A "mock-up" of a dialog box for a document image database is shown in Figure 11. The user is allowed to specify the degree of compression applied to various logical regions of the document, as well as whether documents are further compressed depending on their age and amount of storage space available in the system. Preferences could be specified on a per-document basis or for all documents entered into the system. It should be appreciated by one skilled in the art that more sophisticated user interfaces could be developed for creating more advance storage preference rules.

Second, storage preference rules may be extracted directly from the inputted documents. Rather than merely trigger the application of a predetermined storage preference rule, a user's annotation may encapsulate a storage preference rule. For instance, an annotation, such as "compress all photos" or "discard if not viewed in six months", may be written on the document or a "post-it" note containing a bar code may be attached to the document. Documents with example user annotations are illustrated in Figure 12A and 12B. By interpreting user annotations, the document image database system will apply the appropriate storage reduction means to implement the storage strategy. Unlike existing approaches, a user annotation may be directly targeted to a specific region within the document. Those skilled in the art will readily recognize that by using optical character recognition techniques, system software can be constructed to translate a user's annotation into a defined storage preference rule.

Third, it is desirable that the document image database system have an ability to "learn" preferences over time. Using artificial intelligence or other inference computing techniques, storage preference rules may be generated based upon previous user patterns when interacting with the document image database system. The system may employ a hierarchy for determining which storage preference rule to apply between conflicting rules constructed by different means. For example, user annotations be applied before system generated rules, while user inputted rules will serve as the default. Regardless of the construction means, document modification will be applied to a document based on the applicable storage reference rule.
A preferred embodiment of the apparatus 26 of the present invention is shown in Figure 13. The document image database 14 has been further defined as a document data structure 76 for storing document images and a storage rules data structure 78 for storing storage preference rules. The document analyzer module 27 is coupled to the document data structure 76. A scheduler module 80 is also coupled to the document analyzer module 27 for initiating the document analysis process. To facilitate document analysis, the document analyzer module 27 further comprises a grey scale data analyzer 82, a font size analyzer 84, an annotation recognizer 86, and a connected component analyzer 88. A working buffer 90 is used to hold data files during the document analysis/ modification process and is coupled between the document analyzer module 27 and the document modification module 29. The document modification module 28 includes a thresholder 92, an optical character recognizer 94, a sampler 96, and a compression subsystem 98, where said compression subsystem 98 includes a lossy compressor 100 and a lossless compressor 102 for modifying data files according to storage preference rules accessed from the storage rules data structure 78. An inference generator module 79 also accesses the storage rules data structure 78. These modules comprise the core components of the apparatus 26.

In addition, the user interface 20 is comprised of a browser 110, device controller 108, a rules inputter 106 and a schedule controller 104. The user interface 20 is coupled to the document data structure 76 through the browser 110 for viewing stored documents and coupled to the storage rules data structure 78 through the rules inputter 106 for manipulating storage preference rules. A device controller 108 associated with the user interface 20 is used to control input parameters of an input device 16. The input device 16 is coupled to the document data structure 76 through an input buffer 112 for manipulating document images prior to storage. A rules extraction module 114 is coupled to input buffer 112 for extracting storage preference rules that may be located on inputted documents. Extracted storage preference rules are then stored in storage rules data structure 78. An inference generator module 79 is also coupled to storage rules data structure 78 for inputting generated storage preference rules. Finally, the schedule controller 104 of the user interface 20 is coupled to the scheduler module 80 for user initiated document analysis.
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The foregoing discloses and describes merely exemplary embodiments of the present invention. One skilled in the art will readily recognize from such discussion, and from the accompanying drawings and claims, that various changes, modifications and variations can be made therein without departing from the spirit and scope of the present invention.
CLAIMS

1. A method of managing the storage of documents in a document image database system, said documents having been converted into a digital data file, comprising the steps of:

   analyzing said data files, whereby at least one region is identified within said document according to identification rules and said data file is partitioned into said regions;

   modifying said regions according to storage preference rules, wherein said regions are modified by storage reduction means for reducing storage size of said region into reduced regions;

   compiling said reduced regions into a reduced data file; and

   storing said reduced data file in said database.

2. The method of claim 1 wherein said identification rules identify a region based upon the type of data captured from said document.

3. The method of claim 1 wherein said identification rules identify a region based upon annotations captured from said document.

4. The method of claim 1 wherein said storage reduction means includes reducing storage size of said regions by reducing sampling depth of said region.

5. The method of claim 1 wherein said storage reduction means includes reducing storage size of said regions by reducing sampling resolution of said region, whereby said sampling resolution is determined by minimum feature size in said region having a text data type.

6. The method of claim 1 wherein said storage reduction means includes reducing storage size of said region by compressing a said region.

7. The method of claim 6 wherein said compression is further defined as a lossless compression means, whereby said lossless compression means is applied to said region having at least one of text data type and graphic data type.

8. The method of claim 6 wherein said compression is further defined as a lossy compression means, whereby said lossy compression means is applied to said region having a graphic data type.

9. The method of claim 1 wherein said storage reduction means includes discarding at least one of said regions in said data file.
10. The method of claim 1 wherein said storage preference rules modify said regions based upon the type of data in said region.

11. The method of claim 1 wherein said storage preference rules modify said region based upon user annotations made on said document.

12. The method of claim 1 wherein said storage preference rules modify said regions based on a time parameter associated with said data file.

13. The method of claim 1 wherein said storage preference rules are generated by a preference module, such that the generated preference rules are based upon previous preference patterns used by said system.

14. The method of claim 1 further including the step of:
   reanalyzing said reduced data file, whereby said reanalyzing is triggered by a condition within said database system; and
   modifying said reduced data file according to said storage preference rules.

15. The method of claim 14 wherein said condition is further defined as an amount of time since said document was converted into a data file.

16. The method of claim 14 wherein said condition is further defined as an amount of time since a user last accessed said data file.

17. The method of claim 14 wherein said condition is further defined as exceeding a threshold amount of storage capacity as measured within said database system.

18. A method of managing the storage of documents in a document image database system, said documents having been converted into a digital data file, comprising the steps of:
   analyzing said data file, whereby said analyzing is triggered by a condition within said database system; and
   modifying said data file according to storage preference rules, wherein said data file is modified by storage reduction means for reducing storage size of said data file.

19. The method of claim 18 wherein said condition is further defined as an amount of time since said document was converted into a data file.

20. The method of claim 18 wherein said condition is further defined as an amount of time since a user last accessed said data file.
21. The method of claim 18 wherein said condition is further defined as exceeding a threshold amount of storage capacity as measured within said database system.

22. An apparatus for supporting storage management system for documents in a document image database, said documents having been converted into a digital data file, comprising:

   a database for storing said data files;
   an analyzing module coupled to said database for identifying at least one region in said document and for partitioning said document into said regions; and
   a modification module coupled to at least one of said database and analyzing module for reducing storage size of said regions according to storage preference rules.

23. The apparatus of claim 22 wherein said database includes a document data structure for storing said data files and a storage rules data structure for storing said storage preference rules.

24. The apparatus of claim 22 wherein said analyzing module further comprises a grayscale data analyzer, a connected-component analyzer, a font size analyzer, and a annotation analyzer.

25. The apparatus of claim 22 wherein said modifying module further comprises a thresholder, an optical character recognizer, a sampler, and a compression subsystem, where said compression subsystem includes a lossy compressor and a lossless compressor.

26. The apparatus of claim 22 further comprising a memory accessible by at least one of an input device, said analyzing module, said modification module and said database for processing said data files, wherein said memory includes an input buffer and a working buffer.

27. The apparatus of claim 22 further comprising a scheduler module coupled to said analyzing module for triggering reanalysis of said data files based on a condition within said system.
28. The apparatus of claim 22 further comprising a user interface coupled at least of an input device and said database, wherein said user interface includes a browser means for viewing said data files, a device control means for controlling input parameters of a input device, and a rule input means for manipulating said storage preference rules.

29. The apparatus of claim 22 further comprising a preference extracting module coupled to said database for extracting storage preference rules from said data files.

30. The apparatus of claim 22 further comprising an inference module coupled to said database for generating storage preference rules based upon previous preference patterns used by said system.

31. An apparatus for supporting storage management system for documents in a document image database, said documents having been converted into a digital data file, comprising:

a database for storing said data files;

an analyzing module coupled to said database for identifying at least two regions within said document and for partitioning said document into said regions;

a modification module coupled to at least one of said database and analyzing module for reducing storage size of said regions according to storage preference rules; and

a scheduler module coupled to said analyzing module for triggering reanalysis of said data files based on a condition within said system.

32. The apparatus of claim 31 wherein said condition is further defined as an amount of time since said document was converted into a data file.

33. The apparatus of claim 31 wherein said condition is further defined as an amount of time since a user last accessed said data file.

34. The apparatus of claim 31 wherein said condition is further defined as exceeding a threshold amount of storage capacity as measured within said database system.
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User Preferences

<table>
<thead>
<tr>
<th>Degree of Compression</th>
<th>Progressive Compression</th>
<th>Discard Old Documents</th>
</tr>
</thead>
<tbody>
<tr>
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<td>Off</td>
<td>Never</td>
</tr>
<tr>
<td>Other Graphics</td>
<td>As space gets low</td>
<td>When space gets too low</td>
</tr>
<tr>
<td>Key Text</td>
<td>As documents get old</td>
<td>When older than 120 days</td>
</tr>
<tr>
<td>Peripheral Text</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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