Abstract: An image interpolator is presented that utilizes a block-based motion estimator to provide block-based motion vectors and a motion vector select coupled to the block-based motion estimator to provide pixel-based motion vectors. A first image interpolator provides a first interpolated image from the selected motion vectors. A second image interpolator corrects the selected motion vectors, including a correction for halo reduction. Post-processing can be utilized to further reduce the halo effect.
Image Interpolation With Halo Reduction

RELATED APPLICATIONS

[0001] This application claims priority to U.S. Provisional Application Serial No. 61/015,228, filed on December 20, 2007, and to U.S. Provisional Application Serial No. 61/015,970, filed on December 21, 2007, both of which are herein incorporated by reference in their entirety.

BACKGROUND

1. Field of the Invention

[0002] The present invention relates to reduction of motion compensation artifacts in an image interpolation more specifically to halo reduction in interpolated images.

2. Discussion of Related Art

[0003] Image interpolation based on motion compensation is a well-established technique. One example of motion compensation is frame-rate conversion (FRC), which is often utilized to increase (or decrease) the refresh rate in video and to have more images (or fewer images) shown per second. One advantage of interpolating video to a higher number of images per second is that, with the higher refresh rates available in LCD panels, motion appears more fluid. Another advantage is in the conversion of film content, which is normally at 24 frames per second (fps), to video, which could be 30, 50, 60, 100, 120, 200 or 240 fps. An advantage of interpolating to fewer images is in conversion between commonly used standards such as 60 Hz for National Television System Committee (NTSC) to 50 fps for the Phase Altering Line (PAL) standard.

[0004] FRC is very challenging, particularly in real-time video. Many previous solutions have attempted to address this issue; however, these solutions all introduce artifacts, especially in real-time applications. Most prior art methods use block-based motion vector (MV) estimation for motion compensation (MC) and motion estimation
(ME). These prior art solutions, even for progressive images, cause many artifacts, including the halo effect, flickering, and block artifacts.

[0005] Block artifacts can occur when the MV estimation is based on a block of pixels of fixed and predetermined size. In this case, all pixels in a block are supposed to have the same MV even if within a block there are different objects or regions moving in different manners. Moreover, when adjacent blocks to a given block have different estimated motion vectors for any reason, the block boundaries become more obvious as same-region pixels will be displaced differently in different adjacent blocks.

[0006] Flickering is another artifact in motion compensated image interpolation. This artifact occurs when the motion vectors of a few pixels in the image sequence are not consistent from one frame to another frame. The inconsistency is generally due to erroneous motion vector calculations in a small region.

[0007] Halo effects occur around a foreground object in an image in a video sequence when the object is moving relative to a background. The background could be stationary and the object moving or vice versa. In some cases, both the object and the background are moving, as may be the case, for example, in a video game sequence. The origin of the halo effect is erroneous MV estimation in occlusion areas. The visual perception of the halo effect is that objects seem to have a halo of different characteristic around them. For example, the face of a person walking in a scene could seem to be surrounded by a halo, as if a portion of the background was moving along with the face.

[0008] There have been various halo reduction algorithms developed. Halo reduction can be based on Object-based Interpolation as described in U.S. Patent No. 6,625,333. However, this technique implies object segmentation and object coloring, which requires additional frame memory and additional bandwidth. Moreover, the proposed MV correction requires multiple frame-based iterations which are not suitable for real-time processing.

[0009] Multi-frame solutions, those that involve analysis of more than two frames of data, have also been proposed. See, e.g., U.S. Patent No. 6,005,639; U.S. Patent No. 6,011,596; U.S. Patent No. 7,010,039; U.S. Application Publication No. 2007/0121725A1; and K. Sugiyama, T. Aoki & S. Hangai, "Motion Compensated Frame
Rate Conversion Using Normalized Motion Estimation", 2005 IEEE Workshop on Signal Processing Systems - Design and Implementation (SiPS 2005), Athens, Greece. Multi-frame solutions for covering/uncovering/no occlusion detection and MV correction are based essentially from previous-previous and far-future images frames. Multi-frame solutions require large image memory and highly increased bandwidth between the memory and the processor.

[0010] Two-frame solutions that have been proposed are based on MV correction (or re-estimation), Interpolation strategies, and/or a mixing of these two methods. In MV correction, separating foreground and background motion vectors is also a possible way to reduce the halo effects. The use of some motion vectors set at borders of the image as possible background MV has been proposed in U.S. Publication No. US 2006/0072790 A1. The assumption that the border MV is the background MV, however, is not necessarily valid and the background MV estimation requires additional frame latency and extra memory.

[0011] Median Filtering, an example of interpolation strategy, is proposed in G. de Haan, "IC for Motion-Compensated De-Interlacing, Noise Reduction and Picture Rate Conversion", IEEE Trans, on CE, Vol. 45, No.3, Aug 1999. In this reference, Median Filtering Interpolation is the median value of forward image interpolation, backward image interpolation, and the averaging value of the two existing images. Moreover, forward and backward MV are obtained using a single recursively estimated MV. Median Filtering Interpolation, as described, can yield generally good results in no-occlusion regions. However, in occlusion regions the estimated MV utilizing the Median Filtering method is no longer correct.

[0012] A weighted mean of individual interpolations is proposed in US Patent No. 7,039,109. Each individual interpolation provided by the MV in a neighbor group is based again on Median Filtering of forward and backward interpolations and the mean value of the two existing images. MVs described in this patent are block-based and forward estimated from the present image to the next image. The weight specified for an individual interpolation is a measure of reliability in function of the difference of a predicted luminous intensity and/or of the relative frequency of occurrence of the MV in
the neighboring groups. MV edge detection is also provided for complexity reduction purposes. However, the group or block-based MV solution can provide blocking effects. Additionally, a single (forward) MV for a block can be insufficient in occlusion parts of the picture. Further, MV edge detection is only good for software simulation. Also, pixel-based image averaging can blur the interpolated image in the occlusion regions or yield an image doubling effect when the MV is large.

[0013] Covering/Uncovering Detection, a second block-based ME with error at 2nd or 4th power, is proposed for more precision in U.S. Patent No. 6,219,436. MV Correction by using MV at shifted locations in the function of detected "real" covering uncovering regions is proposed. However, various median filtering strategies with appropriate mean values for detected regions are in fact the preferable solution presented in the patent.

[0014] In both U.S. Patent No. 6,487,313 and U.S. Patent No. 7,058,227, it is assumed that the discontinuities in MV field correspond to the borders of moving objects. The use of MV length to determine the occlusion areas, an additional bidirectional interpolation error calculation with small block size for increasing the precision of detected occlusion areas, and various median filtering for final interpolation is thus proposed. However, MV length is not necessarily a reliable parameter when the objects are composed of flat but noisy regions. The discontinuities in MV field and borders of moving objects require some expensive precision, and median filtering is still an ad-hoc technique since MV is not corrected.

[0015] Therefore, there is a need to provide a fast interpolation of image planes that does not require large amounts of memory to accomplish.

SUMMARY

[0016] An image interpolator that is consistent with embodiments of the present invention can include a motion estimator that estimates block-based motion vectors between a first image and a second image; a motion vector select coupled to the motion estimator that provides selected motion vectors based on the block-based motion vectors; a first interpolator coupled to receive the selected motion vectors and provide a first
interpolated image for a plane between the first image and the second image; and a second interpolator coupled to receive the first interpolated image that corrects the selected motion vectors to form corrected motion vectors and provides a second interpolated image based on corrected motion vectors.

[0017] Another image interpolator that is consistent with the present invention may include a block-based motion estimator coupled to receive adjacent images, the block-based motion estimator providing a block-based motion vector, a block-based motion vector, a forward error, and a backward error; a motion vector select coupled to the block-based motion estimator, the motion vector select providing pixel based selected forward motion vector and selected backward motion vector, and providing pixel based forward and backward errors; a first image interpolator coupled to the block-based motion estimator and the motion vector select, the first image interpolator providing a first interpolated image from the selected forward motion vector and the selected backward motion vector; a second image interpolator coupled to the first image interpolator and the motion vector select, the second image interpolator providing a second interpolated image and corrected forward motion vectors and corrected backward motion vectors; and a post processing block coupled to the first image interpolator and the second image interpolator, the post processing block providing a final interpolated image from the second interpolated image and the corrected forward motion vectors and the corrected backward motion vectors.

[0018] A method for interpolating an image between first and second adjacent images consistent with embodiments of the present invention includes estimating a block-based forward motion vector and a block-based backward motion vector between the first and second adjacent images; selecting a forward motion vector for each pixel in the image based on the block-based forward motion vector and a forward error function; selecting a backward motion vector for each pixel in the image based on the block-based backward motion vector and a backward error function; interpolating a first image from the selected backward motion vectors, the selected forward motion vectors, a block-based forward estimation error, and a block-based backward estimation error; interpolating a second image from the first image based on forward and backward weighted errors of the
selected forward motion vector and the selected backward motion vector; and
determining the image from the second image.

[0019] These and other embodiments consistent with the invention are further
described below with reference to the following figures.

BRIEF DESCRIPTION OF THE DRAWINGS:

[0020] Figure 1 illustrates interpolation of an image plane between two adjacent
images.

[0021] Figure 2 shows a block diagram of an embodiment of an image
interpolator consistent with the present invention.

[0022] Figure 3 illustrates foreground and background and covering and
uncovering regions utilized in some embodiments consistent with the present invention.

[0023] Figure 4A illustrates a moving object and a sliding window centered in a
foreground region.

[0024] Figure 4B illustrates a moving object and a sliding window centered in an
occlusion region.

[0025] Figure 5A illustrates a sliding and three-region segmented window
centered in the foreground region.

[0026] Figure 5B illustrates a sliding and three-region segmented window
centered in the occlusion region.

[0027] Figure 6 illustrates a possible decision for MV correction.

[0028] Figure 7 illustrates interpolating multiple images between two existing
consecutive images.

[0029] Figure 8 illustrates a second motion interpolator as shown in Figure 2 for
halo reduction.

[0030] Figure 9 illustrates further processing for halo reduction in background
lattice post processing.
[0031] Figure 10 illustrates processing for flicker reduction that can be performed in post processing.

[0032] In the figures, to the extent possible, elements having the same or similar functions have the same designations.

**DETAILED DESCRIPTION**

[0033] In a frame rate conversion (FRC) application, the "Halo Effect" is a visual artifact that occurs when a foreground object is moving against a detailed background. A system for reducing the Halo Effect consistently with the present invention includes a pixel-based motion vector (MV) selection, a preliminary interpolation, local shape adaptive windowing for MV foreground/background correction, and a final interpolation with some additional post-processing. The preliminary and final image interpolations are based on occurrence frequency of local Sum of Absolute Differences (SADs) of the forward and backward motion vector estimations. The MV correction for halo reduction can then be based substantially on local image intensities and on local MV variations. Some embodiments are non-iterative techniques that are efficient for image memory usage and communication bandwidth between the image memory and the image processor.

[0034] Figure 1 illustrates the time position of an interpolated image (α-plane) 102 to be interpolated from two consecutive images 104 and 106. Contrary to proposed multi-frame solutions (See U.S. Patent No. 6,005,639; U.S. Patent No. 6,011,596; U.S. Patent No. 7,010,039; U.S. Publication No. 2007/0121725A1, and K. Sugiyama, T.Aoki & S. Hangai, "Motion Compensated Frame Rate Conversion Using Normalized Motion Estimation"), interpolated image 102 is based on information from only two consecutive images, image 104 I_n and image 106 I_{n+1}. Images 104 and 106 are used to interpolate image 102 at an arbitrary temporal distance referred to as the "Alpha (α) plane", located a distance α in time from image 104 I_n and a distance (1-α) from image 106 I_{n+1}, as shown in Figure 1. Because only two existing images are used for the interpolation, some embodiments consistent with the present invention are advantageous in terms of memory, bandwidth, and speed. Some embodiments of the present invention yield visually desirable interpolated images and provide acceptable real-time FRC solutions.
Figure 2 illustrates an embodiment of an image interpolator 200 consistent with the present invention. Data representing images 104 and 106, I_{n-1} and I_n, are input to image interpolator 200. An interpolated image, I_f, corresponding to the image in α-plane 102, is output from image interpolator 200. Image interpolator 200 includes a motion estimator (ME) 202, a motion vector selector (MVS) 204, a first motion interpolator (Mil) 210, a second motion interpolator (MI2) 206, and a post processing (PP) block 208. The image inputs I_{n-1} and I_n are received by each of ME 202, MVS 204, Mil 210, MI2 206, and PP 208.

Motion Estimator 202 analyzes image data I_n and I_{n-1} and provides forward motion vectors (MVF) and backward motion vectors (MVB), as shown in Figure 1 for a single block. ME 202 may be a block matching algorithm used to estimate forward motion vector MVF and backward motion vector MVB. Forward motion vector (MVF) indicates the displacement of a given image block in image 104, I_{n-1}, with respect to a matched block in image 106, I_n. Backward motion vector (MVB) indicates the displacement of a given block in image 106, I_n, with respect to a matched block in image 104, I_{n-1}. In addition, ME 202 generates a forward and backward Sum of Absolute Differences Errors SADF and SADB for the full search estimated to produce MVF and MVB, respectively. Mathematically, SADF, SADB, MVF, and MVB can be defined as follows:

\[
\text{SADF} = \min_k \left( \frac{\sum_{y \in \text{BW}} | l_{n-1}(x+y) - l_n(x+y+k) |}{N(\text{BW})} \right);
\]

\[
\text{SADB} = \min_k \left( \frac{\sum_{y \in \text{BW}} | l_{n}(x+y) - l_n(x+y+k) |}{UyeBw J} \right);
\]

\[
\text{MVF} = k^* \text{ minimizing SADF in a given search zone}; \quad \text{and}
\]

\[
\text{MVB} = k^* \text{ minimizing SADB in a given search zone.}
\]

In the equations, \(N(\text{BW})\) denotes the size of the block BW, x are pixel coordinates of the current block BW and, y are the coordinates of pixels within the current block BW. For precision purposes, the SADF, SADB and the corresponding motion vectors can be
associated with a small window block B of pixel size m x n located inside block BW. A block-based MV field is therefore generated as a result for each of the images 104, I_n, and 106, I_n. An example of a motion estimator that can be utilized as motion estimator 202 is further described in U.S. Pat. App. {Attorney Docket No. 09145.0091-00000}, filed contemporaneously with the present disclosure, which is herein incorporated by reference in its entirety.

[0037] In some embodiments, the motion estimation performed in ME 202 can be adaptive for a particular search range, with or without lattice detection or estimation. ME 202 with Lattice detection can also provide a block-based periodic detected signal and a global MV, when it is available.

[0038] In embodiments appropriate for interlaced images, the motion estimation performed in ME 202 can be performed directly on adjacent fields with same and/or opposite parity. Alternatively, in some embodiments adapted to minimize eventual aliasing effects, motion estimation can be performed on de-interlaced image versions with suitable filtering and cadence detection.

[0039] MV Selector (MVS) 204 converts the MV field (i.e., all the MVFs and MVBs from ME 202) from block-based to pixel-based in the alpha (α) plane of image 102. As such, MVS 204 is coupled to receive the forward and backward motion vectors MVF and MVB and the values SADF and SADB from ME 202 as well as image data I_n-1 and I_n. Conversion from block-based data to pixel-based data, in some embodiments, is effective in reducing the blocking effect. MVS 204 provides each pixel with its own forward MV and its own backward MV and generates two pixel-based MV fields corresponding to forward and backward motion vectors.

[0040] MVS 204 takes the fields MVF and MVB and performs pixel-based motion vector selection for each of MVF and MVB in the α-plane of image 102. For each temporal and spatial pixel position P in the α-plane, a m x n pixel block surrounding pixel position P is considered, where P is significantly central to the m x n block of pixels. Next, areas in both images 104, I_n, and 106, I_n-1, consisting of a number p x q of
equivalent blocks of m x n pixels around the positions corresponding to P in images 104 and 106 are examined, which amounts to p x q x m x n block-of-pixels areas. These areas in data I_n of image 104 and data I_{n-1} of image 106 are therefore p x q times larger than the m x n block in the α-plane 102. Two m x n pixel blocks in the two image planes 104, I_n, and 106, I_{n-1}, which correspond to the spatial position of the current m x n pixel block in α-plane 102, as illustrated by Figure 1, are significantly central to these larger areas respectively. All the block-based MVFs that are the output from ME 202 and are pointing from plane 104, I_n, to plane 106, I_{n-1}, plane are examined and the best MVF is identified and selected, as described below. Similarly, the best MVB is found pointing from plane 106, I_{n-1}, to plane 104, I_n, in the neighborhood defined by the p x q x m x n pixels. These selected MVF and MVB results, F_s and B_s, are output from MVS 204.

[0041] The horizontal Neighbor Block Number p, for example, could be determined as a function of the horizontal component length of motion vector MVF, the α value, and the horizontal block size m. However, in some embodiments, a fixed square (±2 x ±2) (p=5 and q=5) of neighbor vectors around pixel x can be considered for all α.

[0042] At a considered pixel of coordinates x, for each of 25 MVF candidates, a local error LERF_{pq}(x) can be calculated in a given window w of N(w) pixels as follows. LERF_{pq}(x) can be given by

\[ \text{LERF}_{pq}(x) = \sum_{k=-w}^{w} |n(x + k + \alpha \text{MVF}_{pq}) - l_{n-1}(x + k - (1 - \alpha \text{MVF}_{pq})| / N(w) \quad (2) \]

Because x, k, and MVF_{pq} are integers and α is fractional, the required values \( I_n(x+k+\alpha \text{MVF}_{pq}) \) and \( I_{n-1}(x+k-(1-\alpha) \text{MVF}_{pq}) \) in Eq. (2) can be obtained by using appropriate spatial interpolation of the two images.

[0043] In some embodiments, a composite local error CERF_{pq}(x) defined as below yields better results:

\[ \text{CERF}_{pq}(x) = a \text{LERF}_{pq}(x) + (1-a) \text{SADF}_{pq} \quad (3) \]

in which the parameter a is greater than \( \sqrt{2} \).
In order to protect the smoothness in the MV field, a penalty factor pf and a penalty offset po are introduced in the following weighted local error WERF$_{pq}(x)$:

$$WERF_{pq}(x) = pf.CERF_{pq}(x) + po.$$  \(4\)

In some embodiments, for example, pf can be set to 2 and po can be set to either 1 or 2 when the horizontal or vertical component of the motion vector MVF differs from a corresponding neighbor mean value by a given threshold. Otherwise, pf can be set to 1 and po set to 0. In the presence of lattice at the current pixel location, the threshold value can be set to be smaller.

The selected forward and backward motion vector F$_s$ is the one that minimizes the error function. For example, if the weighted error function is utilized the selected forward motion vector F$_s$ corresponds to the MVF$_{p^*q^*}$ that minimizes WERF$_{pq}(x)$. Moreover, in order to avoid some conflict situations when some WERF$_{pq}(x)$ are equal for some values of p and q, certain block priorities P$_{pq}$ can be defined. The priority can be a function of distance from the central block, which has the highest priority.

The selected backward motion vector B$_s$ can be similarly chosen. The associate local error LERB$_{pq}(x)$, the composite error CERB(x) and the weighted error WERB(x) are given respectively by:

$$LERB_{pq}(x) = \sum_{k \in W} [I_\alpha(x + k - cMYB_{pq}) - I_{N+(x + k + (l - \alpha)MVB_{pq})}] / N(w)$$  \(5\)

$$CERB_{pq}(x) = a.LERB_{pq}(x) + (1 - a)SADB_{pq}$$  \(6\)

$$WERB_{pq}(x) = pf.CERB_{pq}(x) + po$$  \(7\)

Thus, at each pixel x in the $\alpha$-plane 102, MVS 204 outputs a pair of forward and backward motion vectors F$_s$ and B$_s$ and their respective associate optimum weighted local error WERMF and WERMB. The results of the calculations performed in MVS 204 can then be utilized in First and Second Motion Interpolators, Mil 210 and MI2 206.
In some embodiments, Mil 210 and MI2 206 provide Halo effect reduction and image interpolation. Contrary to solutions previously described (e.g. in U.S. Patent No. 6,219,436 (which teaches utilization of a second motion estimator) and U.S. Patent Nos. 6,487,313 or US 7,058,227 (which teach utilizing a MV length)), the occlusion covering and uncovering regions are not explicitly detected in Mil 210 and MI2 206.

In some embodiments, First Motion Interpolator (Mil) 210 operates "on-the-fly" or in a pipeline. Mil 210 may not utilize the entire interpolated image for processing in MI2 206. Mil produces a preliminary interpolated image in \( \alpha \)-plane 102 from original images 104, \( I_{n} \), and 106, \( I_{n-1} \). The preliminary interpolation further performed in Mil 210 may also utilize the selected MVF, \( F_s \), selected MVB, \( B_s \), local SADF, and local SADB. In principle, one of the selected MVF and MVB is used in the occlusion covering and uncovering areas.

Covering and occluded areas are illustrated in Figure 3. As shown in Figure 3 for covering region [3J] the intersection of the MVs and \( \alpha \)-plane 102 corresponds to background region 306 in \( I_{n-1} \) and to foreground region 302 in \( I_{n} \). Accordingly, the selected MVB, \( B_s \), and \( I_{n-1} \) are used for this region. This procedure can minimize the probability of the selected MVF \( F_s \) pointing from a background object to a foreground object and vice versa, as shown in figure [J]. Similarly, for uncovering regions 308, the selected MVF, \( F_s \), and \( I_{n} \) are used. However, in the occlusion regions which is the union of covering and uncovering regions 304 and 308, neither motion vectors \( F_s \) or \( B_s \) are valid. Moreover, in order to provide more robustness, a context-based interpolation can be used by combining \( (I_{n}, F_s) \) and \( (I_{n-1}, B_s) \). The context is based on the pixel number NbFB in a MxN sized sliding window, NbFB is, in turn, the number of pixels which should to be interpolated with \( B_s \), the selected MVB.

Let SF and SB be pixel-based values of SADF and SADB, respectively. Further, let S1 and S2 be appropriate threshold values. The value for the number of pixels NbFB can be defined as a number of pixels in the sliding window MxN such that:

If \( \alpha \) is greater than or equal to \( \frac{1}{2} \), then
\[ \text{NbFB} = \# \text{of pixels} : (SB < S1) \text{or} [(SB > S1) \& (SB < SF + S2)] \]  
\[ (8) \]

In other words, NbFB is the number of pixels such that their SB is smaller than the threshold S1 or their SB is greater or equal to the threshold S1 and smaller than the sum of their SF and a second threshold value S2.

If \( \alpha \) is smaller than \( \alpha \), then

\[ \text{NbFB} = (M_x N) \# \text{of pixels} : (SF < S1) \text{or} [(SF > S1) \& (SF < SB + S2)] \]  
\[ (9) \]

In other words, NbFB is now the complement of the number of pixels such that their SF is smaller than the threshold S1 or their SF is greater or equal to the threshold S1 but smaller than the sum of their SF and a second threshold value S2. S1 and S2 can be set equal respectively 5 and 1.

[0052] Let EF be the value of NbFB normalized by the window size and EB the corresponding complementary value. In some embodiments, Mil 210 can then perform the context based interpolation.

\[ I_n(x) = EB.I_{n-1}(x+\alpha F_s) + EF.I_{n-1}(x+(1-\alpha)B_s) \]  
\[ (10) \]

In some embodiments, instead of the interpolation described in Eq. 10, Mil 210 can form an interpolation that is a function of temporal distance \( \alpha \) such as the following:

\[
\begin{align*}
I_n(x) &= \text{EB}.I_{n-1}(X-(1-\alpha)F_s) + \text{EF}.I_{n-1}(X+(1-\alpha)B_s), & \text{if } 1 > \alpha \geq 3/4; \\
I_{11}(x) &= \text{EB}.I_n(X+\alpha F_s) + \text{EF}.I_n(X-\alpha B_s), & \text{if } 1/4 \geq \alpha > 0; \\
I_{11}(x) &= \text{EB}.I_n(X+\alpha F_s) + \text{EF}.I_{n-1}(X+(1-\alpha)B_s), & \text{if } 3/4 > 0 > 1/4.
\end{align*}
\]

Mil 210 then outputs the interpolated image I,i, the local pixel number NbFB, the local pixel-based SF, and the local pixel-based SB to MI2 206, which performs halo reduction and a second image interpolation.

[0053] Second Motion Interpolator (MI2) 206 utilizes the results produced by Mil 204 as well as those produced by MVS 204 with shape-adaptive windowing in \( \alpha \)-
plane 102 for a second interpolation of the α-plane 102. Figure 8 illustrates an embodiment of MI2 206 consistent with the present invention. As shown in Figure 8, in some embodiments, MI2 206 includes a Halo reduction block 802, a MV blending block 804, an isolated MV filtering block 806, and an image second interpolation block 808.

[0054] In some embodiments, Halo reduction 802 uses a local sliding window through the first interpolated image \( I_{\alpha} \) and the MV field \( F_s \) and \( B_s \) in α-plane 102 to filter the MV and thereby generate the α-plane image 102. Explicit detection of covering regions 304 or uncovering regions 308 need not be utilized. The local sliding window consists of a block of \( I \times J \) pixels and sweeps across and down α-plane 102, one pixel at a time.

[0055] There are two binary segmentations based on intensity (luma) and MV uniformities in the local sliding window, as illustrated in Figures 5A and 5B. Adjustment of a motion vector MV, which is either \( F_s \) and \( B_s \), is described below. The operation described below for MV correction can be applied independently and in parallel for the two selected forward and backward MV \( F_s \) and \( B_s \) received from MVS 204.

[0056] Figures 5A and 5B illustrate windows 520 and 522, respectively. Window 520 shown in Figure 5A, where the central pixel is not in a Halo region, is also illustrated in Figure 4A. Window 522 shown in Figure 5B, where the central pixel is in a Halo region, is illustrated in Figure 4B.

[0057] According to the first binary segmentation, the window, based on \( I_{luma} \), is divided into two regions based on the luma level of each pixel relative to that of the central pixel in the window. All pixels with similar luma levels to the central pixel fall into one segment whereas pixels with different luma levels than that of the central pixel fall into the other segment. The second binary segmentation in the window is based on the MV values for each pixel relative to that of the central pixel in the window. All pixels with similar MV values to that of the central pixel in the window fall into one segment, whereas pixels with different MV values than that of the central pixel fall into the other segment.
In combining these two binary segmentations, pixels in a window 520 about a central pixel fall into three groups of interest: group 1 502, group 2 504, and group 3 506. Group 1 502 consists of a local group of pixels with small weighted local error \( \text{WERM} = \frac{\text{WERMF}}{\text{WERMB}} \) and similar luma levels and similar MV values to that of the central pixel as illustrated by Figure 5A. Group 2 504 consists of a local group of pixels with large WERM and different luma level but similar MV values than that of the central pixel. Group 3 506 consists of a local group of pixels with small WERM and different luma levels and different MV values than that of the central pixel. Group 2 504 could be used as indication of a halo region. In some embodiments, only group 1 502 and group 2 504 are utilized. Group 1 502 can be utilized for MV smoothing. Group 2 504 can be utilized for Halo reduction.

In Figure 5B, the central or considered pixel of a window 522 is now in a suspected halo region, i.e. a pixel within group 2 504 of window 520. These two binary segmentations divide the window into three groups of interest: Group 1 508, group 2 510, and group 3 512. Group 1 508 consists of a local group of pixels with small WERM and similar MV value but different luma level to the central pixel of window 522. Group 2 510 consists of a local group of pixels with large WERM and similar luma levels and similar MV values to that of the central pixel of Figure 5B. Group 3 512 consists of a local group of pixels with small WERM and different MV values but with similar luma levels to that of the central pixel of window 522. Group 2 510 could be used again as indication of a halo region. In some embodiments presented herein, only the last two groups, group 2 510 and group 3 512, are used for halo reduction. Once a halo region is confirmed, the corrected motion vector for the central pixel is based on motion vectors of group 3 512 for true halo reduction. For the smoothness purpose in MV field, the MV in each group of window 522 can be re-estimated using the local mean.

Although the dimensions of windows 520 and 522 can be of any size, in some embodiments, the dimensions of window 522, 1by J, may be large enough to sufficiently obtain pixels representing each of the groups when the current pixel is located in a suspected halo region. Moreover, I and J may be small enough to avoid wrong information which can falsify the MV estimation. In some embodiments, if ME 202 utilizes a block-based approach with a block having mxn pixels, window 522 can
have a (horizontal) length J chosen between n and 2.5n pixels and can have a window height I, for economical purpose, that is chosen between 0.5m to m.

[0061] In some embodiments, the MV in a given group of window 522 will be corrected if the MV estimation error WERM at the current pixel is larger than a threshold value and, in window 522, the number $N_{DE}$ of pixels with small estimation error and different MV values to that of the central pixel is large enough. In this case, the corrected MV will be the mean of these different motion vectors that already yield small errors. Thus, as illustrated by Figure 4B, the MV in group 2 510 will be substituted by the mean value of motion vectors of group 3 512. In Figure 4A, the MV in group 1 502 will not be corrected.

[0062] If the above condition is not true, i.e. the MV estimation error is relatively big or $N_{DE}$ is not important, the MV correction can be based on the cardinal numbers of the different groups. Let $N_R$ be the number of pixels that resemble the central considered pixel for similar intensity and similar MV. Let $N_D$ be the number of pixels of similar intensity but different MV values to that of the central pixel. Let $N_{RD}$ be the number of pixels with similar intensities as the central pixel in the window. As a result, $N_{RD}$ is equal to the sum of $N_R$ and $N_D$. $N_{RD}$ is smaller than the window size. As such, $N_{RD}$ is a relative number whereas the window size I*J is an absolute number indicating the size of the sliding window, windows 520 and 522.

[0063] Figure 6 illustrates MV selection or correction. As shown in Figure 6, in some embodiments MV selection or correction is a three-level decision in a two dimensional space based on the parameter $N_R$. The horizontal axis in Figure 6 is the absolute number, whose maximum is the window size I*J. The vertical axis is the relative number whose maximum is $N_{RD}$. If $N_R$ is again the number of pixels of similar intensity and similar MV to that of the current central pixel, the selected MV can be one or none of two different estimated MV as shown in Figure 6. In the upper right corner where $N_R$ is relatively equal to both cardinal numbers, the central pixel is assigned the mean of these same or similar motion vectors, which means that the mean of MV of group 1 502 in Figure 4A or Figure 5A. In the lower left corner, where $N_R$ is relatively small in comparison with the two cardinal numbers, the central pixel is assigned the mean
of these different motion vectors, which is the MV of group 3 512 in Figure 4B or Figure 5B. In the case when none of these criteria is met, no MV of the above groups is selected and the original MV produced in Mil 210 is reused. Therefore, contrary to the prior art, the MV correction process utilized in some embodiments of the present invention do not require explicit detection of Covering/Uncovering regions.

[0064] In some embodiments, segmentation of the pixels in the local sliding window can be based on chroma levels. This gives additional confidence to the luma level segmentation described above with respect to Figures 5A and 5B. The grouping of pixels in these embodiments may, for example, use luma and chroma difference on the one hand and motion vectors on the other hand.

[0065] It should be obvious to those skilled in the art that the segmentations of luma and chroma as well as motion vectors in a local sliding window, as discussed above and illustrated in Figures 4A, 4B, 5A, and 5B are examples. In addition, the use of two cardinal numbers to partition the square illustrated in Figure 6 is also exemplary. One could envision alternative selection and other cardinal numbers without departing from the scope of disclosed embodiments.

[0066] The corrected motion vectors $F_i$ and $B_i$, which correspond to the corrected $F_s$ and corrected $B_s$, respectively, produced by Halo reduction 802, for example according to the above decision rules, are input to MV blending 804. In order to avoid the spiky effect of any hard decision, the MV $F_i$ is blended with the selected MV $F_s$ of MVS 204 in a function of pixel-based forward estimation error (ef) of WERMF to provide MV output $F_2$. $F_2$ is then given by

$$F_2 = F_s + (F_i - F_s)(ef).$$

(12)

In a similar manner, $B_2$, the blended version of $B_i$ is given by:

$$B_2 = B_s + (B_i - B_s)(eb).$$

(13)

where (eb) is the current pixel-based backward estimation error of WERMB.

[0067] The output from MV blending 804, $F_2$ and $B_2$, is input to Isolated MV Filtering 806. The obtained MV $F_2$ is then substituted by its $P_xQ$ neighbor median MV if
the F₂ at the current pixel is relatively isolated. Precisely, the current MV output Fo can be written as follows:

If, in the window of size PxQ, the number of MVs similar to that of the current central pixel is smaller than a threshold value, then

\[ \text{Fo} = \text{median vector} \left( \text{F}_2, l(ij)eWindow \right) \]  \hspace{1cm} (14)

If not, \( \text{Fo} = \text{F}_2, (0,0) \) is the window central pixel indice.  \hspace{1cm} (15)

Bo, the median filtered version of B₂, can be obtained in similar fashion. The values Fo and Bo output from isolated MV filtering 806 is input to image 2nd interpolation 808.

In Image 2nd Interpolation 808, the above obtained motion vectors, Fo and Bo, are utilized in an interpolation. The 2nd interpolation is similar to the 1st interpolation Mil 210, and may use one of the following interpolations:

\[ I_{i2}(x) = \text{EB. } I_n(x + \alpha \text{Fo}) + \text{EFI}_{n-1}(x + \beta \text{Bo}) \]  \hspace{1cm} (16)

or

\[ I_{i2}(x) = \text{EB. } I_n(x - (1 - \alpha) \text{Fo}) + \text{EFI}_{n-1}(x + (1 - \alpha) \text{Bo}) \]  \hspace{1cm} (17)

When small motion judder is tolerable in a multi-frame interpolation, the following interpolation can be considered instead of the interpolation of Eqs. 16 or 17. This interpolation may increase the picture sharpness and result in more halo reduction. hi this interpolation, the alpha value \( \alpha \) is modified non-linearly by \( \alpha' \) as follows (quadratic modification for example):

If \( 0 < \alpha < \nu_2 \) then \( \alpha' = 2\alpha^2 \). If \( \nu_2 < \alpha < 1 \) then \( \alpha' = 1 - 2(1 - \alpha)^2 \)

\[ I_{i2}(x) = \text{EB. } I_n(x - (1 - \alpha') \text{Fo}) + \text{EFVi}(x + (1 - \alpha') \text{Bo}) \], \hspace{1cm} \text{if } 1 > \alpha' \geq 3/4 ;

\[ I_{i2}(x) = \text{EB. } I_n(x + \alpha' \text{Fo}) + \text{EFI}_n(x - \alpha' \text{Bo}) \], \hspace{1cm} \text{if } 1/4 > \alpha' > 0 ; \hspace{1cm} (18)
\[ \psi_2 (x) = \text{EB.} \, [X + c \tau F_0 ] + \text{EFV.} \, [X + (1 - \alpha^\omega) B_0 ], \quad \text{if } 3/4 > 0 > 1/4. \]

The output from MI2 206, as shown in Figure 2, is the interpolated alpha-plane image 102, \( \psi_2 \), along with forward and backward motion vectors \( F_0 \) and \( B_0 \). Post Processor (PP) 208 receives the image data \( \psi_2 \) and the motion vectors \( F_0 \) and \( B_0 \) and may reduce again some remaining halo in the presence of a lattice background and may also reduce flickering effects caused by isolated erroneous interpolated pixels in the occlusion regions or resulting from isolated MVs.

Figure 9 illustrates a Halo reducer 900, which is part of post processor 208, for use with a lattice in the background. When a lattice is present in the background, small MV errors in occlusion regions can break the lattice structure in the interpolated image and the effect will be objectionable. As shown in Figure 9, halo reducer 900 can include a Detector of Lattice Background in Occlusion Regions 902, a Lattice MV Corrector 904, an Image Interpolator for Lattice background 908, and a Soft Mixer 910.

The Occlusion Regions Detection in detector 902 can be based on whether or not SADF or SADB is greater than a threshold value. Moreover, in the occlusion regions, the forward and backward motion vectors are generally not aligned, i.e. the absolute of the sum (\( F_0 + B_0 \)) is larger than a threshold value. It is worthwhile to note that detector 902 detects occlusion regions, but does not need to detect separate covering or uncovering areas. The lattice detection can be accomplished by block-based FFT analysis in ME 202. The binary signal PERD represents the periodic detection on/off result of a lattice. Furthermore, in order to correct the erroneous MV, a component-wise comparison can be performed between the vectors \( F_0 \) and \( G \) and \( B_0 \) and \( G \), where the MV \( G \) is defined as a global MV estimated via suitable histogram analysis in ME 202. For example if the background is still or MV \( G \) is not available, \( G \) can be set equal to 0. The MV \( G \) can be also estimated by using a suitable sliding window locally segmented to three pixel groups as discussed above with respect to MI2 206. The detector binary signal output DLBOR activates the Lattice MV Corrector 904. DLBOR is applied also to the input of a Low Pass Filter 906 which yields in turn an analogue signal (a) which is input to soft mixer 910.
Lattice MV Corrector 904, when activated by detector signal DLBOR, substitutes Fo and Bo by G to produce motion vectors Fe and Bc. Accordingly, Fe and Bc are the forward and backward motion vectors provided by MV corrector.

Image Interpolator for Lattice background 908, when the motion vectors Fe and Bc are available, can be described by the previous interpolation model of Eq. 16. The Image Interpolation result, \( I_L \), can then be defined as follows:

\[
I_L(X) = I_E. I_n(x+\alpha F_c) + EF. I_{n-1}(x+(1-\alpha)B_c).
\]  

In order to reduce the detection boundary effect, soft mixer 910 is utilized to provide an image output \( I_{HL} \) for the halo-lattice correction:

\[
I_{HL}(X) = I_2(X) + [I_L(X) - I_2(x)](\alpha).
\]  

The image output \( I_{HL} \) can then be applied to a Flicker Reducer for the final correction. Figure 10 illustrates a Flicker Reducer 1000, which is part of post processor 208. Flicker reducer 1000 can be the final stage of post processor 208 shown in Figure 2. As shown in Figure 10, flicker reducer 1000 can include a flicker detector 1002, a neighbor average calculator 1004, and a soft mixer 1008.

Flicker detector 1002 detects possible flickering effect, which is due primarily to isolated erroneous interpolated pixels in occlusion regions or to isolated MVs. Occlusion regions detection previously described is based on SADF, SADB, the sum of forward and backward motion vectors, and the difference between the current intensity and its neighbor (for example eight-neighbor) average value. The isolated MV detection is based on, in a small widow, the number of pixels with the different MV from the current one. The difference is considered for each horizontal or vertical component of forward and backward MV Fo and Bo. The binary signal output of the detector is applied to a Low Pass Filter 1006, which yields in turn an analogue signal (b) for further mixing purposes. Average Calculator 1004 provides at its output an intensity average value \( I_M \) of neighboring pixels (for example eight neighboring pixels) to the current pixel.

Soft Mixer 1008 provides the final image \( I_f \) according to the following relation:

\[
I_f(X) = I_{HL}(X) + [I_M(X) - I_{HL}(x)](b).
\]
The image $I_0(x)$, then, represents the image in the alpha plane 102 shown in Figure 1.

In some embodiments, interpolating more than one frame between existing frames is performed. For example, converting 24 fps film content to 120 HZ video requires interpolating four frames between any two original frames, as is illustrated by alpha-planes 702, 704, 706, and 708 in Figure 7. Motion estimation (ME) in ME 202 is performed between the original two images 104 and 106, $I_n$ and $I_{n+1}$, respectively, and it is therefore the same as the method described above. The MVF and MVB selection in this case is the same as the example of the single frame interpolation given above. Accordingly, motion vector selection (MVS) 204 performs similarly to that described above. For each interpolated plane, a similar MVS can be used in a suitable combination of parallel and/or series as a function of available calculation power. The first motion interpolation Mil 210 can be accomplished similarly by estimating pixel values at different time intersection of the motion vectors. The second motion interpolation performed in MI2 is also similar for each alpha plane. Finally, for high frame rate output, MVS 204, Mil 210, MI2 206, and PP 208 can be performed in a suitable combination of parallel and/or series processing as a function of available calculation power.

Embodiments of the application can be implemented on any machine capable of processing image data. For example, embodiments can be implemented on a processor executing software code that implements the functions discussed here. Such software can be stored on any computer medium, including, for example, hard drives, memory, removable drives. Additionally, embodiments can be implemented on a dedicated ASIC with a processor and memory.

Some embodiments of the present invention can significantly reduce the appearance of halo, flickering and block artifact in interpolated images for real-time applications. It should be obvious to those skilled in the art that this selection of MV and the corresponding interpolation of the intermediate $\alpha$-plane are exemplary and other multi-level decisions could be made or different groups may be considered differently to select/correct MV and generate an intermediate image without departing from the scope of the embodiments given herein. It should be appreciated by those skilled in the art that certain steps or components could be altered without departing from the scope of the
embodiments presented herein. As such, the present invention should be limited only by the following claims.
CLAIMS

We claim,

1. A method for interpolating an image between first and second adjacent images, comprising:
   - estimating a block-based forward motion vector and a block-based backward motion vector between the first and second adjacent images;
   - selecting a forward motion vector for each pixel in the image based on the block-based forward motion vector and a forward error function;
   - selecting a backward motion vector for each pixel in the image based on the block-based backward motion vector and a backward error function;
   - interpolating a first image from the selected backward motion vectors, the selected forward motion vectors, a block-based forward estimation error, and a block-based backward estimation error;
   - interpolating a second image from the first image based on forward and backward weighted errors of the selected forward motion vector and the selected backward motion vector; and
   - determining the image from the second image.

2. The method of claim 1, wherein estimating the block-based forward estimator and estimating the block-based backward estimator includes calculating a forward sum of absolute differences error and a backward sum of absolute differences error.

3. The method of claim 1, wherein estimating the block-based forward motion vector and the block-based backward motion vector is adaptive.
4. The method of claim 1, wherein estimating the block-based forward motion vector and the block-based backward motion vector is performed on interlaced images.

5. The method of claim 1, wherein selecting the forward motion vector or selecting the backward motion vector includes converting block-based motion vectors to pixel based motion vectors of the image.

6. The method of claim 1, wherein the forward error function and the backward error function is the sum of the differences between motion vectors in the image estimated from the first and second adjacent images.

7. The method of claim 1, wherein the forward error function and the backward error function is a composite local error.

8. The method of claim 1, wherein the forward error function and the backward error function is a weighted local error.

9. The method of claim 1, wherein interpolating the first image includes calculating a number of pixels based on pixel based values of block error functions and a location \( \alpha \) of the image relative to the first and second adjacent planes; calculating the first image based on the selected forward motion vector, the selected backward motion vector, a normalized number of pixels based on the number of pixels, and the location \( \alpha \).

10. The method of claim 9, wherein interpolating the first image is a context based interpolation.
11. The method of claim 9, wherein interpolating the first image includes a function of temporal distance.

12. The method of claim 1, wherein interpolating the second image includes reducing a Halo effect; blending motion vectors; filtering motion vectors; and image interpolating.

13. The method of claim 12, wherein reducing the halo effect includes segmenting from local intensity information in a plane of the image, the selected forward motion vector, and a corresponding local weighted forward minimum error, a local sliding segmented window having a plurality of pixel groups of interest for forward motion vectors;

    segmenting from the local intensity information the plane of the image, the selected backward motion vector, and a corresponding local weighted backward minimum error, a local sliding segmented window having a plurality of pixel groups of interest for backward motion vectors;

    correcting the selected forward motion vector based on the current position of one of the plurality of pixel group of interest for providing a corrected forward motion vector that reduces a halo effect; and

    correcting the selected backward motion vector based on the current position of one of the plurality of pixel group of interest for providing a corrected backward motion vector that reduces a halo effect.
14. The method of claim 13, wherein blending motion vectors includes calculating an adjusted forward motion vector by adding a forward estimated error times a difference between the corrected forward motion vector and the selected forward motion vector to the selected forward motion vector.

15. The method of claim 14, wherein blending motion vectors further includes calculating an adjusted backward motion vector by adding a backward estimated error times a difference between the corrected backward motion vector and the selected backward motion vector to the selected backward motion vector.

16. The method of claim 15, wherein filtering motion vectors includes substituting the adjusted forward motion vector with a median forward motion vector and the adjusted backward motion vector with a median backward motion vector.

17. The method of claim 16, wherein image interpolating includes forming the second image from the adjusted forward motion vector and the adjusted backward motion vector.

18. The method of claim 17, wherein forming the second image includes interpolating with a quadratic modification of the temporal location of the image.

19. The method of claim 1, wherein determining the image includes post processing the second image by
   - reducing a halo effect; and
   - reducing a flicker effect.

20. The method of claim 19, wherein reducing the halo effect includes
   - detecting a lattice background;
correcting motion vectors;
interpolating a final image; and
mixing a correction into the final image.

21. The method of claim 20, wherein reducing the flicker effect includes
detecting flicker;
determining neighborhood average; and
mixing the neighborhood average with the final image to form the image.

22. An image interpolator, comprising:
a block-based motion estimator coupled to receive adjacent images, the block-based
motion estimator providing a block-based motion vector, a block-based motion
vector, a forward error, and a backward error;
a motion vector select coupled to the block-based motion estimator, the motion
vector select providing pixel based selected forward motion vector and selected backward
motion vector, and providing pixel based forward and backward errors;
a first image interpolator coupled to the block-based motion estimator and the
motion vector select, the first image interpolator providing a first interpolated image from
the selected forward motion vector and the selected backward motion vector;
a second image interpolator coupled to the first image interpolator and the motion
vector select, the second image interpolator providing a second interpolated image and
corrected forward motion vectors and corrected backward motion vectors; and
a post processing block coupled to the first image interpolator and the second
image interpolator, the post processing block providing a final interpolated image from
the second interpolated image and the corrected forward motion vectors and the corrected backward motion vectors.

23. The image interpolator of claim 22, wherein the second image interpolator includes

   a halo reducer that utilizes a sliding window to correct the selected forward motion vector and the selected backward motion vector;

   a MV blending block that further corrects the selected forward motion vector and the selected backward motion vector;

   an isolated MV filter that further corrects the selected forward motion vector and the selected backward motion vector to produce the corrected forward motion vector and the corrected backward motion vector; and

   a second image interpolator that interpolates an image from the corrected forward motion vector and the corrected backward motion vector.

24. The image interpolator of claim 22, wherein the post processing block includes

   a halo reducer; and

   a flicker reducer.

25. The image interpolator of claim 24, wherein the halo reducer includes

   a lattice background detector;

   a lattice motion vector corrector coupled to the latter background detector, the lattice motion vector corrector correcting the corrected forward motion vector and the corrected backward motion vector; and
an image interpolator that interpolates an image from motion vectors corrected by the lattice motion vector corrector.

26. The image interpolator of claim 24, wherein the flicker reducer includes

a isolated element detector, the isolated element detector detecting an isolated motion vector or an isolated pixel; and

a neighbor average calculator.

27. An image interpolator, comprising

a motion estimator that estimates block-based motion vectors between a first image and a second image;

a motion vector select coupled to the motion estimator that provides selected motion vectors based on the block-based motion vectors;

a first interpolator coupled to receive the selected motion vectors and provide a first interpolated image for a plane between the first image and the second image; and

a second interpolator coupled to receive the first interpolated image that corrects the selected motion vectors to form corrected motion vectors and provides a second interpolated image based on corrected motion vectors.
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