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A SYSTEM AND METHOD FOR PROVIDING WIRELESS TELEMATICS
STORE AND FORWARD MESSAGING FOR PEER-TO-PEER AND PEER-TO-
PEER-TO-INFRASTRUCTURE IN A COMMUNICATION NETWORK

BACKGROUND OF THE INVENTION

Field of the Invention:

[0001] The present invention relates to a system and method for wireless
communication between mobile transceivers and wireless infrastructure elements
through the use of intermediary mobile transceivers having store-and-forward
message passing capabilities. Specifically, the present invention relates to a system
and method for providing communication between mobile wireless transceivers and
wireless infrastructure elements beyond the coverage of wireless infrastructure

elements through the use of direct transceiver to transceiver communication.

Description of the Related Art:

[0002] In recent years, a type of mobile communications network known as an “ad-
hoc” network has been developed for use by the military. In this type of network,
each user terminal (hereinafter “mobile node”) is capable of operating as a base
station or router for the other mobile nodes, thus eliminating the need for a fixed
infrastructure of base stations. Accordingly, data packets being sent from a source
mobile node to a destination mobile node are typically routed through a number of
intermediate mobile nodes before reaching the destination mobile node. Details of an
ad-hoc network are set forth in U.S. Patent No. 5,943,322 to Mayor, the entire content
of which is incorporated herein by reference.

[0003] More sophisticated ad-hoc networks are also being developed which, in
addition to enabling mobile nodes to communicate with each other as in a
conventional ad-hoc network, further enable the mobile nodes to access a fixed
network and thus communicate with other types of user terminals, such as those on
the public switched telephone network (PSTN) and on other networks such as the
Internet. Details of these types of ad-hoc networks are described in U.S. patent
application Serial No. 09/897,790 entitled “Ad Hoc Peer-to-Peer Mobile Radio
Access System Interfaced to the PSTN and Cellular Networks”, filed on June 29,
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2001, in U.S. patent application Serial No. 09/815,157 entitled “Time Division
Protocol for an Ad-Hoc, Peer-to-Peer Radio Network Having Coordinating Channel
Access to Shared Parallel Data Channels with Separate Reservation Channel”, filed
on March 22, 2001, and in U.S. Patent Application Serial No. 09/815,164 entitled
“Prioritized-Routing for an Ad-Hoc, Peer-to-Peer, Mobile Radio Access System”,
filed on March 22, 2001, the entire content of each said patent application being
incorporated herein by reference.

[0004] However, in current wireless systems designed to support mobile subscribers,
the subscriber may only communicate with another subscriber through the network’s
traditional infrastructure elements. Cellular networks, such as the Analog Mobile
Phone System, Time Division Multiple Access (TDMA) or Code Division Multiple
Access (CDMA) cellular systems, Personal Communication Systems (PCSs), or other
cellular and data networks, such as Metricom’s data network and the former Ardis
network, only allow subscriber communication with another subscriber through the
network’s infrastructure. Subscribers to the service provided by such mobile
communication systems cannot communicate directly with one another using their
subscriber radios or cellular telephones and therefore, need to be within range of an
[infrastructure element such as a base station or wired access point. Unfortunately
therefore, the subscriber’s ability to communicate is limited to geographical areas
having such infrastructure equipment coverage.

[0005] Other wireless communication systems, such as wireless local area networks
(LANS) and, in particular, 802.11 wireless LANs, have a peer-to-peer mode that
enables subscriber equipment, such as Personal Computer Memory Card International
Association standard (PCMCIA) card radios, to communicate directly with one
another, without any infrastructure equipment, such as an access point. However,
these communication systems are not designed to support mobile (i.e. vehicle based)
users. The radios of such systems are typically designed to provide high throughput
in an office or campus environment with little processing gain or range. They
typically are not capable of providing the Doppler offsets that are found in radios
traveling at highway speeds. Furthermore, these communication systems have no
provision for special protocol that can provide a “store-and-forward” message-passing
capability that is initiated in peer-to-peer communication and completed when the

second peer arrives within range of infrastructure elements.
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[0006] Moreover, in mobile wireless systems, there is no way to hand off messages
without infrastructure elements. In wireless LAN systems, there is neither support for
mobile subscribers, nor protocol that provides for the special classes of message that
can be handled in a special manner.

[0007] Therefore, a need exists for a system and method of communication in which
mobile subscribers may communicate directly with one another beyond infrastructure
equipment coverage, and which includes protocol to provide store-and-forward
message-passing capability that is initiated in peer-to-peer communication and
completed when the storing peer arrives within infrastructure coverage to pass the

stored information to the infrastructure.

SUMMARY OF THE INVENTION

[0008] An object of the present invention is to provide a system and method of peer-
to-peer and peer-to-peer-to-infrastructure  store-and-forward communication
capabilities between communication subscribers in a communication network.

[0009] Another object of the present invention is to provide a system and method of
peer-to-peer communication that is capable of providing appropriate Doppler offsets
to enable peer-to-peer communications between highly mobile communication
subscribers.

[0010] A further object of the present invention is to provide a protocol through
which information communicated between mobile subscribers in peer-to-peer
communication may be stored and later forwarded to a destination through wireless
infrastructure elements when detected by the mobile subscriber that is storing the
information.

[0011] These and other objects are substantially achieved by providing a system and
method for sending and receiving status and request-for-help messages automatically
between mobile host computers and transceivers and ultimately, to an appropriate
destination via a wireless infrastructure. When wireless infrastructure coverage is not
available, a host computer and transceiver will communicate the necessary
information to a wireless infrastructure via a passing mobile host computer and
transceiver located, for instance, in a vehicle. In this case, the message would be

stored in the passing mobile host computer and transceiver until they are within range
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of infrastructure coverage, and then transmitted from that mobile host computer and

transceiver through wireless infrastructure equipment to an appropriate destination.

BRIEF DESCRIPTION OF THE DRAWINGS

[0012] These and other objects, features and characteristics of the present invention
will become more apparent to those skilled in the art from a study of the following
detailed description in conjunction with the appended claims and drawings, all of
which form a part of this specification. In the drawings:

[0013] Figure 1A is a conceptual block diagram illustrating the initial relationship
between vehicle host computers and a central facility in accordance with an
embodiment of the present invention;

[0014] Figure 1B is a conceptual block diagram illustrating the subsequent
relationship between vehicle host computers and a central facility in accordance with
an embodiment of the present invention;

[0015] Figure 2 is a block diagram illustrating an example of a user terminal
employed in the network shown in Figures 1A and 1B;

[0016] Figure 3 is a table illustrating message types in use with the embodiment of
the present invention shown in Figures 1A and 1B; and

[0017]) Figure 4 is a flow chart illustrating an example of the functions executed by
host computers within peer-to-peer and peer-to-peer-to-infrastructure communication

as shown in Figures 1A and 1B.

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS
[0018] An embodiment of the present invention provides for sending status and
request-for-help messages automatically to an appropriate destination via a wireless
infrastructure. When such infrastructure is not available, as determined by the lack of
the discovery of any infrastructure coverage, a host computer and transceiver will
communicate the necessary information via a passing vehicle equipped with a like
transceiver and host. That is, when the transceiver fails to locate wireless
infrastructures, the host computer prepares for peer-to-peer communication, during
which the necessary information is communicated to passing vehicles equipped with a

like transceiver and host. Using store-and-forward message passing protocol, the
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vehicle status information and request for help would be stored in the transceiver of
the passing vehicle, then transmitted from that vehicle through wireless infrastructure
equipment to an appropriate destination, once such equipment is in range of this
second vehicle.

[0019] Figures 1A and 1B are a conceptual block diagram illustrating the
relationships between vehicle host computers and a central facility in a
communication network 100 in accordance with an embodiment of the present
invention. In Figure 1A, first, second and third host computers 102, 103 and 104,
respectively, are shown as an example of mobile communication subscribers
operating beyond the coverage area of traditional wireless infrastructure elements
110, such as a base station, an access point to a wireless network, or to a local area
network (LAN) as described in U.S. patent application Serial Nos. 09/897,790,
09/815,157 and 09/815,164, the entire contents of each being incorporated herein by
reference.

[0020] Each host computer in this embodiment is located in a respective vehicle 111,
112 and 113, such as an automobile, and is configured to monitor conditions in and
around the vehicle, such as date, time, mileage, vehicle identification number,
geographic location, accident status, speed, fluid levels, and so on. Furthermore, each
host computer 102, 103 or 104, depending upon application, may prepare a message
regarding these monitored conditions or discretionary matters, for communication
with any of several destinations as discussed in more detail below.

[0021] Each host computer 102, 103 and 104 of Figures 1A and 1B can include, or be
coupled to, a transceiver for sending and receiving messages to destinations that can
send help, such as police or hospital in the case of accident messages, and a garage in
the case of maintenance messages. As shown in Figure 2, each host computer 130
can be electrically coupled to a controller 126 of a transceiving unit 127. The
controller 126 in turn, is electrically coupled to a transceiver 124, which is coupled to
an antenna 122 capable of receiving and transmitting signals such as packetized data
signals via a modem. The packetized data signals can include voice, data or
multimedia. Furthermore, the transceiver 124 is capable of transmitting the signals
with the appropriate Doppler offsets that are found in signals transmitted by radios
traveling at highway speeds as can be appreciated by one skilled in the art. The
controller 126 is further electrically coupled to a memory 128, such as a random

access memory (RAM), that is capable of storing, among other things, routing
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information pertaining to itself and other devices in the network. Each controller 126
also includes the appropriate hardware and software to perform Internet Protocol (IP)
and Address Resolution Protocol (ARP), the purposes of which can be readily
appreciated by one skilled in the art. Optionally, the appropriate hardware and
software to perform transmission control protocol (TCP) and user datagram protocol
(UDP) may also be included.

[0022] In Figures 1A and 1B, the controlled transceiver described above enables the
status and request-for-help messages to be sent automatically to an appropriate
destination via the wireless infrastructure equipment 110. When such infrastructure is
not available, as determined by the vehicle’s transceiver, the vehicle’s host computer
and transceiver will communicate the necessary information via a passing vehicle
equipped with a like transceiver and host. In this case, using store-and-forward
message passing protocol, the vehicle status information and request-for-help message
would be stored in the transceiver of the passing vehicle until within range of
infrastructure coverage, then transmitted from that vehicle through wireless
infrastructure equipment to an appropriate destination.

[0023] In one embodiment of the present invention shown in Figure 1A, should
vehicle host computer 102 require the communication of a prepared message
regarding vehicle conditions, direct communication via wireless infrastructure
equipment 110 is not possible, as host computer 102 is beyond the coverage area
shown as bounded by 106. Therefore, the prepared message is communicated to
vehicle host computer 103. Each host computer 102, 103 and 104 includes a protocol
allowing the storage of communicated messages, followed by transmission of stored
messages from the receiving vehicle to wireless infrastructure equipment once such
equipment coverage is detected. Therefore, as shown in Figure 1B, as the mobile
vehicle host computer 103 enters the coverage area bounded by 106, protocol directs
the transmission of the stored message received from host computer 102, to a final
destination via infrastructure equipment 110.

[0024] Prior to transmission, however, the receiving host computer 103 first
determines utilization of infrastructure equipment 110 and will transmit the stored
message received from host computer 102 only after a comparison of message type
and equipment utilization. Three message types are shown in Figure 3 as one example
of message types used with an embodiment of the present invention. In Figure 3,

each message would have a descending level of transmission priority, with distress
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messages having the highest level of priority, management messages having a
somewhat less level of priority, and discretionary messages having the lowest level of
priority.  Distress messages would be forwarded at the first access point to
infrastructure equipment 110 (first intelligent access point IAP) identified by the
vehicle host computer 103. Management messages would be forwarded under certain
conditions, for example, when the utilization of the infrastructure equipment 110 is
below some predetermined percentage, likewise, discretionary messages would be
forwarded when utilization is below some lower predetermined percentage. In doing
so, capacity is protected for distress messages in areas with limited infrastructure
equipment capacity.

[0025] A central facility, such as a Mobile Internet Switching Controller (MISC),

shown at 118 in Figures 1A and 1B, would maintain a store-and-forward server that

all “fire and forget” messages would be delivered to. As shown in Figure 3, message
examples may include,

[0026] (1) distress messages, which are configured to include information such as
geographical location and time information,

[0027] (2) management messages, which may also be configured with geographical
location and time information, in addition to quantitative values for
maintenance/vehicle management purposes, and

[0028] (3) discretionary communication information, which may be configured to
include any information.

[0029] Each resulting message, based upon it’s content, will be directed to different

destinations. Distress messages would be sent to the police or some comparable

agency for immediate action. Management information would be sent to a destination
identified by the vehicle owner and would be triggered by rules that the vehicle owner
would specify. Triggers that might be employed include geographical, temporal, and
vehicle speed. Discretionary message communication would be limited to relatively
short messages in order to keep overhead within reason and may be limited to the

Maximum Transmission Unit (MTU) size. The number sent by one transceiver would

be limited over a period of time by the vehicle transceiver, and may also be

configured in reply to the subscriber’s management information base (MIB) from the

MISC by Simple Network Management Protocol (SNMP) or some other similar

protocol.
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[0030] In many instances, a number of identical messages must be sent to reasonably
insure one reaches the final destination. Therefore the host computer 102 in Figures
1A and 1B calculates an optimum number of identical messages and sends one to
each passing vehicle until this value is reached. The total number of messages sent
would be determined based on the capacity of the network in the area of a given
Mobile Internet Switching Controller (MISC), optimized over time to achieve both a
high probability of rapid delivery and a minimal impact on network overhead. This
number would be configured within the host computer’s management information
base, and may be changed from the MISC through a protocol, such as Simple
Network Managemént Protocol (SNMP).

[0031] Figure 4 is a flow chart of an embodiment of the present invention illustrating
the functions executed by host computers within peer-to-peer and peer-to-peer-to-
infrastructure communication. In the example outlined in Figure 4, steps 1-6 apply to
a first vehicle which has prepared a message for communication but is unable to do so
due to being beyond infrastructure coverage. This first vehicle corresponds to the
vehicle 111 described in Figures 1A and 1B, and the first host computer executing
steps 1-6 corresponds to host computer 102 as described in Figures 1A and 1B. Steps
7-12 apply to a second vehicle receiving the prepared message in passing. This
second vehicle corresponds to vehicle 112 described in Figures 1A and 1B and the
second host computer executing steps 7-12 corresponds to host computer 103 as
described in Figures 1A and 1B.

[0032] In step 1, the first host computer may be configured to continuously monitor
the vehicle and a variety of surrounding conditions, such as geographic location,
vehicle accident status, vehicle speed, or miscellaneous vehicle fluid levels. Both first
and second host computers contain protocol allowing the preparation, storage and
transmission of various communication messages based on this monitored
information, as well as discretionary messages as directed by the host computer. In
step 2, the first host computer prepares a message based upon the monitored vehicle
conditions or discretionary information and assigns a priority level. Based upon the
created message, the first host computer determines a message destination in step 3,
which can adequately address the monitored condition. Destinations may include
police or medical assistance for priority accident messages, or maintenance facilities

for vehicle condition messages.
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[0033] In step 4, the first host computer directs the search for the presence of wireless
infrastructure coverage for direct message contact. If infrastructure coverage is
detected, the message is sent via infrastructure in step 5 and the communication ends.
If an absence of coverage is detected, the first host computer prepares for peer-to-
peer, and subsequently, peer-to-peer-to-infrastructure communication. In step 6 the
first host computer determines the number of identical prepared messages which must
be sent to reasonably insure one reaches the final destination and thereafter, sends one
prepared message to each passing vehicle containing like host computers until this
value is reached.

[0034] In step 7, using store-and-forward message passing protocol, the second host
computer receives and stores the message sent by the first host computer. As the
second host computer is directed to send the stored message upon detection of
infrastructure coverage, the second host computer directs the search for the presence
of wireless infrastructure coverage in step 8. If infrastructure coverage is not
detected, the second host computer directs the continued search for coverage in step 9.
If infrastructure coverage is detected, the second host computer determines the
capacity of the infrastructure coverage and evaluates the priority of the stored
message in step 10. As discussed above, distress messages would be forwarded at the
first access point to infrastructure equipment. Management messages would be
forwarded only when the utilization of the infrastructure equipment is below some
predetermined percentage, and discretionary messages would be forwarded when
utilization is below some lower predetermined percentage.

[0035] If the second host computer determines infrastructure coverage capacity is
sufficient, the stored message is sent and the communication ends. If the coverage
capacity is not sufficient, in step 12 the second host computer will not send the
message and return to step 8 and search for alternate infrastructure coverage. The
second host computer will continuously search for infrastructure coverage with
adequate capacity until the message is sent.

[0036] The context for use of the system and method is the situation in which a
vehicle has reached an area that is outside the coverage of wireless infrastructure
elements. The vehicle may be disabled, for example, having run out of gas or having
run into a tree, and a message containing this information and requests for assistance

needs to be sent. Additional information concerning the geographic location of the
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disabled car may also be sent. This information can be derived through a GPS
receiver in the vehicle or though some other means.

[0037] Following the disabling event, a host computer in the vehicle that monitors
vehicle functions would then initiate a distress communication through a wireless
transceiver in the vehicle in the manner described above. A message would be
created that contains information that a collision has occurred, that the vehicle is out
of service, and assistance is required.

[0038] Another scenario in which an embodiment of the present invention may be
used includes the tracking of a vehicle traveling outside an area served by wireless
infrastructure equipment. At predetermined intervals, the host computer could be
programmed to send out location information to a parent, police or car rental
company. The host computer may also be programmed to send out location
information when certain predetermined events occur, such as the vehicle’s stopping,
starting or exceeding a particular speed or traveling beyond some predetermined
boundary.

[0039] Another scenario in which an embodiment of the present invention may be
used is to notify a remote agent of the need for certain maintenance, such as an oil
change or tire rotation

[0040] Still another scenario in which an embodiment of the present invention may be
used is to communicate non-automated information such as short text messages and
small voice, graphics or video files to another person not within the general vicinity
(or multi-hop wireless range) of the sending vehicle. Such messages may not be
limited to vehicle status and may include any subject matter.

[0041] Although only a few exemplary embodiments of the present invention have
been described in detail above, those skilled in the art will readily appreciate that
many modifications are possible in the exemplary embodiments without materially
departing from the novel teachings and advantages of this invention. Accordingly, all
such modifications are intended to be included within the scope of this invention as

defined in the following claims.
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What is claimed is:

1. A method for enabling a terminal at a location outside a coverage area of
infrastructure equipment to communicate with said infrastructure equipment,
comprising:

monitoring at least one condition of a first vehicle at which a first terminal is
disposed;

preparing a message based on said monitored vehicle condition;

controlling said first terminal to send said message to another vehicle when a lack
of infrastructure equipment coverage is detected;

storing said message in a second terminal disposed on said second vehicle; and

sending said message from said second terminal to said infrastructure equipment
when said second terminal detects a presence of said infrastructure equipment

coverage.

2. A method as claimed in Claim 1, wherein said monitored condition comprises at
least one of the following relative to said first vehicle:
geographic location, accident status, speed, fluid levels and discretionary

message inputs.

3. A method as claimed in Claim 1, wherein said prepared message comprises

information pertaining to said monitored condition.

4. A method as claimed in Claim 1, wherein said first terminal is adapted to
determine a destination for said prepared message based on said monitored vehicle

conditions.

5. A method as claimed in Claim 1, wherein said first terminal is adapted to

determine a cumulative number of said prepared messages to send.

6. A method as claimed in Claim 1, wherein said first terminal is adapted to assign

said message one of a plurality of priority levels.

7. A method as claimed in Claim 1, wherein said first terminal is adapted to detect

infrastructure equipment coverage.
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8. A method as claimed in Claim 1, wherein said first terminal is adapted to send said

message with Doppler effect offsets.

9. A method as claimed in Claim 1, wherein said second terminal is adapted to

receive and store said message using store-and-forward protocols.

10. A method as claimed in Claim 1, wherein said second terminal is adapted to

detect infrastructure equipment coverage.

11. A method as claimed in Claim 1, wherein said second terminal is adapted to
determine whether utilization levels of said infrastructure equipment coverage will

allow sending messages of a particular one of a plurality of priority levels.

12. A system of wireless communications between infrastructure equipment and a
terminal at a location outside a coverage area of said infrastructure equipment,
comprising:

a first terminal, adapted to monitor at least one condition of a first vehicle at
which said first terminal is disposed, and to send a message based on said monitored
condition to another vehicle when a lack of infrastructure equipment coverage is
detected by said first terminal; and

a second terminal, disposed at a second vehicle, and adapted to receive and store
said message, and further adapted to send said message from said second terminal to
said infrastructure equipment when said second terminal detects a presence of said

infrastructure equipment.

13. A system as claimed in Claim 12, wherein said first terminal comprises:
a first transceiver, adapted to transmit said message; and
a first host computer, adapted to monitor said condition and to provide said

message to said transceiver.

14. A system as claimed in Claim 12, wherein said monitored condition comprises at

least one of the following relative to said first vehicle:
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geographic location, accident status, speed, fluid levels and discretionary

message inputs.

15. A system as claimed in Claim 12, wherein said prepared message comprises

information pertaining to said monitored condition.

16. A system as claimed in Claim 12, wherein said first terminal is further adapted to
determine a destination for said prepared message based on said monitored vehicle

conditions.

17. A system as claimed in Claim 12, wherein said first terminal is further adapted to

determine a cumulative number of said prepared message to send.

18. A system as claimed in Claim 12, wherein said first terminal is further adapted to

assign said message one of a plurality of priority levels.

19. A system as claimed in Claim 12, wherein said first terminal is further adapted to

detect infrastructure equipment coverage.

20. A system as claimed in Claim 12, wherein said first terminal is further adapted to

send said message with Doppler effect offsets.

21. A system as claimed in Claim 12, wherein said second terminal comprises:
a transceiver, adapted to receive said message;
a memory, adapted to store said message; and
a controller, adapted to control said transceiver to retransmit said message to said

infrastructure equipment upon detection of said infrastructure equipment.

22. A system as claimed in Claim 12, wherein said second terminal is further adapted

to receive and store said message using store-and-forward protocols.

23. A system as claimed in Claim 12, wherein said second terminal is further adapted

to detect infrastructure equipment coverage.
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24. A system as claimed in Claim 12, wherein said second terminal is further adapted
to determine whether utilization levels of said infrastructure equipment coverage will

allow sending messages of a certain priority level.

25. A terminal for wireless communication at a location outside a coverage area of
infrastructure equipment, comprising:

a transceiver; and

a controller, adapted to monitor at least one condition of a vehicle at which said
terminal is disposed, and to control said transceiver to send a message including
information pertaining to said monitored condition to another vehicle when said

controller detects a lack of presence of said infrastructure equipment.

26. A terminal as claimed in Claim 25, wherein:

said transceiver is further adapted to receive and store another message from
another terminal; and

said controller is further adapted to control said transceiver to send said stored
message to said infrastructure equipment when said controller detects a presence of

said infrastructure equipment.
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