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FINE-GRAINED NETWORK MONITORING

BACKGROUND

[0001] A datacenter network interconnects an enormous number of devices and enables
data transmission from one device to another device in the network. In order to provide
reliable data transmission, a topology of the datacenter network is normally designed to
allow multiple paths between two devices in the network for data transmission. Although
the multiple-path design may provide smooth degradation in performance in times of
failure and traffic congestion, this design may also increase the difficulty of identifying
any failed or unhealthy device or connection link between devices in the network.
SUMMARY
[0002] This summary introduces simplified concepts of fine-grained network
monitoring, which are further described below in the Detailed Description. This summary
is not intended to identify essential features of the claimed subject matter, nor is it
intended for use in limiting the scope of the claimed subject matter.
[0003] This application describes example embodiments of fine-grained network
monitoring. In one embodiment, a sending node determines or selects one or more specific
nodes or connection links of which operating or health conditions are to be analyzed.
Upon determining the one or more specific nodes or connection links, the sending node
may iteratively encapsulate or wrap data packets corresponding to the one or more specific
nodes or connection links to form a test data packet. In one embodiment, the sending node
may insert or include information that enables the test data packet to route through the one
or more specific nodes or connection links in packet headers of the data packets
corresponding to the one or more specific nodes or connection links. In some
embodiments, after forming the test data packet, the sending node may send out the test
data packet to a network (e.g., a datacenter network). The sending node or a destination
node which receives the test data packet may determine the operating or health conditions
of the one or more specific nodes or connection links based at least in part on whether the
test data packet is received according to a predetermined criterion.

BRIEF DESCRIPTION OF THE DRAWINGS

[0004] The detailed description is set forth with reference to the accompanying figures.
In the figures, the left-most digit(s) of a reference number identifies the figure in which the
reference number first appears. The use of the same reference numbers in different figures

indicates similar or identical items.
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[0005] FIG. 1 illustrates an example environment of a fine-grained network monitoring
System.

[0006] FIG. 2 illustrates an example of a device of the example fine-grained network
monitoring system as shown in FIG. 1.

[0007] FIGS. 3A and 3B illustrate example frameworks for routing a test data packet in
a network.

[0008] FIG. 4 illustrates an example method of fine-grained network monitoring.

[0009] FIG. 5 illustrates an example user interface of a device of the example fine-
grained network monitoring system as shown in FIG. 1.

DETAILED DESCRIPTION

[0010] A number of algorithms have been proposed for network monitoring and
identification of failed devices and connection links. However, such algorithms may not
only introduce a large amount of additional traffic in the network during network
monitoring, but may also fail to efficiently and accurately identify a failed device or
connection link (e.g., one that functions improperly and/or has overloaded).

[0011] This disclosure describes a network monitoring system usable in a data or
communication network such as a datacenter network. The network monitoring system
determines or selects a node or link of which operating or health condition is to be
analyzed or probed, and creates a data packet (e.g., a test data packet) that is configured to
route or traverse through that node or link in order to determine the operation or health
condition of the node or link. In one embodiment, the network monitoring system may
create or generate a test data packet that includes multiple layers or levels of data packets
using tunneling capsulation, with at least one layer or level of data packet being
configured to traverse the particular node or link to be analyzed. Based on a routing result
of the test data packet, the network monitoring system may determine the operation or
health condition of the node or link to be analyzed and may report an analysis result to a
relevant person, ¢.g., an network administrator or operator of the network, for subsequent
analysis and maintenance.

[0012] In one embodiment, the operation or health condition of the node or link may
include, but is not limited to, whether the node or link functions properly or as intended,
whether the node or link is overloading, whether the node or link is broken, etc. In some
embodiments, the network monitoring system may select a node or path randomly or
strategically (e.g., based on a particular selection algorithm, etc.). Additionally or

alternatively, the network monitoring system may determine or select more than one node
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and/or link for analyzing respective operating or health conditions in a single monitoring
probe or multiple monitoring probes.

[0013] After determining or selecting a node or link of which operating or health
condition is to be analyzed or probed, the network monitoring system may determine or
select a strategy for routing a data packet to that node or link. In one embodiment, the
network monitoring system may create a first data packet and a second data packet, and
wrap or include the second data packet within the first data packet to generate or create a
test data packet. In one instance, the network monitoring system may generate or create
the test data packet using tunneling capsulation. The network monitoring system may set
one or more properties in a packet header of the first data packet to direct the first data
packet to traverse or route through the selected node or path. By way of example and not
limitation, the network monitoring system may set a destination address in the packet
header of the first data packet to be an address associated with the selected node or link. In
one embodiment, the address associated with the selected node or link may include, for
example, a global address corresponding to an address routable in the network, a local
address corresponding to an address routable or reachable only by, for example, one or
more nodes that are adjacent to the selected node or link.

[0014] Additionally or alternatively, in some embodiments, the network monitoring
system may set one or more other properties in the packet header of the first data packet
that may be used to reflect or define a path to the selected node or link. For example, the
network monitoring system may set a property value for a hop count (i.e., a number of
hops) or a hop limit (i.c., a maximum number of hops that a data packet is allowed to
travel before the data packet is discarded or dropped) to reflect or define a path to the
selected node or link in the packet header of the first data packet.

[0015] If more than one node or link is to be analyzed in this monitoring probe, the
network monitoring system may wrap or encapsulate data packets iteratively to generate
or create a test data packet, with one or more properties in respective packet headers to be
set to define corresponding nodes or links to be analyzed.

[0016] Upon generating the test data packet, the network monitoring system may send
the test data packet which includes one or more other data packets to the network. In one
embodiment, the network monitoring system may send the test data packet to a destination
node which may be the same as or different from a node from which the test data packet is
sent or originated. In one instance, sending the test data packet back to a node in which the

network monitoring system resides frees the network monitoring system from requesting
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and waiting for a routing result of the test data packet from another node at which the test
data packet received.

[0017] In one embodiment, the network monitoring system may determine the operating
or health condition of the selected node or link based on one or more predetermined
criteria. The one or more predetermined criteria may include, but are not limited to,
whether the data packet is successfully received at the destination node, whether the data
packet is received at the destination node within a predetermined time period, etc.

[0018] If the data packet meets the one or more predetermined criteria, the network
monitoring system may determine that the selected node or link is working properly or as
expected. If the data packet fails to meet the one or more predetermined criteria, the
network monitoring system may determine that the selected node or link is susceptible to
malfunctioning and/or overloading. In some embodiments, the network monitoring system
may perform further analysis to determine whether the selected node or link is
malfunctioning or overloading.

[0019] The described system selects or determines a particular node or link for
determining whether that particular node or link functions properly, and therefore allows
fine-grained monitoring of one or more nodes in a network such as a datacenter network.
The described system may report an operation condition of the node or link to a network
administrator or operator for further analysis and/or subsequent maintenance.

[0020] In the examples described herein, the network monitoring system determines a
node or link for analysis, encapsulates a first data packet within a second data packet,
sends out the second data packet, and determines an operation of the node or link based on
whether the first data packet is received according to one or more predetermined criteria.
However, in other embodiments, these functions may be performed by one or more
services located at a same location or different locations. For example, in at least one
embodiment, a selection service may select which node or link is to be probed, while a
preparation service may prepare a data packet including encapsulated packets to be sent. A
sending service may send out the data packet to a destination node, and a determination
service may determine an operation or health condition of the selected node or link based
on one or more predetermined criteria.

[0021] Furthermore, although in the examples described herein, the network monitoring
system may be implemented as software and/or hardware installed in a single device or as

a service, in other embodiments, the network monitoring system may be implemented in a
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plurality of devices and/or services provided in one or more servers over a network and/or
distributed in a distributed computing architecture or a cloud computing architecture.
[0022] The application describes multiple and wvaried implementations and
embodiments. The following section describes an illustrative example of a framework that
may be used for practicing various implementations. Next, the application describes
example systems, devices, and processes for implementing a network monitoring system.

Example Framework

[0023] FIG. 1 illustrates an example framework 100 usable to implement a network
monitoring system 102. In this example, the network monitoring system 102 is described
as included in one of a plurality of devices 104-1, 104-2, ..., 104-N (which are collectively
referred to as devices 104). However, in other instances, the network monitoring system
102 may be an entity independent or separate from the device 104. For example, the
network monitoring system 102 may be included in and/or distributed among one or more
server(s) 106, which may communicate data with one another and/or with the devices 104
via a network 108. Additionally or alternatively, in some instances, the functions of the
network monitoring system 102 may be included in and/or distributed among one or more
devices 104 and one or more servers 106. For example, the one or more servers 106 may
include part of the functions of the network monitoring system 102 while other functions
of the network monitoring system 102 may be included in the one or more devices 104.
Furthermore, in some embodiments, some or all the functions of the network monitoring
system 102 may be included in a cloud computing system or architecture that are formed
by the servers 106 and/or the devices 104, for example. In other instances, one or more
servers 106 may be part of the network 108.

[0024] One or more of the devices 104 may be implemented as any of a variety of
computing devices including, but not limited to, a desktop computer, a notebook or
portable computer, a handheld device, a netbook, an Internet appliance, a tablet or slate
computer, a mobile device (e.g., a mobile phone, a personal digital assistant, a smart
phone, etc.), etc., or a combination thereof.

[0025] The network 108 may be a wireless or a wired network, or a combination
thereof. The network 108 may be a collection of individual networks interconnected with
cach other and functioning as a single large network (e.g., the Internet or an intranet).
Examples of such individual networks include, but are not limited to, telephone networks,
cable networks, Local Areca Networks (LANs), Wide Areca Networks (WANSs), and

Metropolitan Area Networks (MANS). Further, the individual networks may be wireless or
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wired networks, or a combination thereof. Wired networks may include an electrical
carrier connection (such a communication cable, etc.) and/or an optical carrier or
connection (such as an optical fiber connection, etc.). Wireless networks may include, for
example, a WiFi network, other radio frequency networks (e.g., Bluetooth®, Zigbee, etc.),
etc. In one embodiment, the network 108 may include a datacenter network.

[0026] Additionally, in one instance, the network 108 may include a plurality of nodes
110 and a plurality of connection links 112. The plurality of nodes 110 may include
switching or routing components, such as switches (e.g., commodity switches, etc.),
routers, hubs, etc. In some embodiments, the plurality of nodes 110 may further include
one or more devices having processing and/or storage capabilities, such as the devices
104. Together with the plurality of connection links 112, the plurality of nodes 110 may
interconnect the plurality of devices 104 and the one or more servers 106 with one
another. In one embodiment, the plurality of nodes 110 may be organized via the plurality
of connection links 112 to form a particular topology for the entire network 108 or
different topologies in different parts of the network 108. Example topologies may
include, but are not limited to, a fat-like topology, a ring topology, a star topology, a bus
topology, a hybrid topology, or various combinations thereof. In some instances, the
plurality of nodes 110 may be organized as multiple layers of switches, including top-of-
rack (ToR) switches, aggregate switches, core switches, etc.

[0027] In one embodiment, a particular device (e.g., the device 104-N) may include one
or more processing units 114 coupled to memory 116. The one or more processing units
114 may be implemented as one or more hardware processors including, for example, a
microprocessor, an application-specific instruction-set processor, a graphics processing
unit, a physics processing unit (PPU), a central processing unit (CPU), a graphics
processing unit (GPU), a digital signal processor, etc. Additionally or alternatively, the
functionality described herein can be performed, at least in part, by one or more hardware
logic components. For example, and without limitation, illustrative types of hardware
logic components that can be used include field-programmable gate arrays (FPGAs),
application-specific integrated circuits (ASICs), application-specific standard products
(ASSPs), system-on-a-chip systems (SOCs), complex programmable logic devices
(CPLDs), etc.

[0028] The memory 116 may include or store one or more applications 118 (e.g., a
network monitoring application, etc.) that are executed by the one or more processing

units 114, and other program data 120. The memory 116 may be coupled to, associated
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with, and/or accessible to other devices, such as network servers, routers, and/or the
servers 106.

[0029] The memory 116 may include volatile memory, such as Random Access Memory
(RAM) and/or non-volatile memory, such as read only memory (ROM) or flash RAM. The
memory 116 is an example of computer-readable media. Computer-readable media
includes at least two types of computer-readable media, namely computer storage media
and communications media.

[0030] Computer storage media includes volatile and non-volatile, removable and non-
removable media implemented in any method or technology for storage of information
such as computer readable instructions, data structures, program modules, or other data.
Computer storage media includes, but is not limited to, phase change memory (PRAM),
static random-access memory (SRAM), dynamic random-access memory (DRAM), other
types of random-access memory (RAM), read-only memory (ROM), electrically erasable
programmable read-only memory (EEPROM), flash memory or other memory technology,
compact disk read-only memory (CD-ROM), digital versatile disks (DVD) or other optical
storage, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic
storage devices, or any other non-transmission medium that can be used to store
information for access by a computing device.

[0031] In contrast, communication media may embody computer-readable instructions,
data structures, program modules, or other data in a modulated data signal, such as a
carrier wave, or other transmission mechanism. As defined herein, computer storage
media does not include communication media.

[0032] A wuser 122 may use the application 118 (such as the network monitoring
application, a browser application, etc.) of the device 104 to monitor an operation or health
condition of a node 110 and/or a connection link 112 in the network 108. In one
embodiment, the network monitoring application may be an application provided by the
network monitoring system 102. In some embodiments, the network monitoring
application may be an independent application that is able to communicate with the
network monitoring system 102 and collaborate with the network monitoring system 102
to perform network monitoring. The network monitoring application may provide
information associated with a topology of the network 108 in form of a map and/or a list,
and may allow the user 122 to select a particular node 110 and/or a particular connection
link 112 for analysis. After receiving an indication of selection of a node 110 and/or a

connection link 112, the network monitoring system 102 creates a probe (e.g., a test data
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packet, etc.) to determine the operation or health condition of the selected node 110 and/or
connection link 112, and returns a result of the analysis to the user 122 via a display 124 of
the device 104, for example.

Example Network Monitoring System

[0033] FIG. 2 illustrates an example network monitoring system 102 in more detail. In
this example, the example network monitoring system 102 is described to be included in
or part of a device 104. As described in the foregoing, the device 104 may include, but is
not limited to, one or more processing units 114 and memory 116. Additionally, the device
104 may further include one or more applications 118. In some embodiments, the device
104 may further include a network interface 202 and an input/output interface 204. The
one or more processing units 114 are configured to execute instructions received from the
network interface 202, received from the input/output interface 204, and/or stored in the
memory 116. In one embodiment, the device 104 further includes a display 124. The
display 124 may include a touch screen, a normal screen (i.e., a screen without touch-
sensitive capability), etc.

[0034] The network monitoring system 102 may include program modules 206 and
program data 208. In one embodiment, the network monitoring system 102 may include an
input module 210. The input module 210 may receive information associated with a node
110 or connection link 112 of which an operation or health condition is to be analyzed
from the user 122. For example, an output module 212 of the network monitoring system
102 may provide a topological map (or a list) of all or a subset of the plurality of nodes
110 and/or connection links 112 for presentation to the user 122 in the display 124 of the
device 104. In one embodiment, the output module 212 may provide the topological map
or the list for presentation via the application 118 of the device 104, such as the network
monitoring application, a browser application, for example. After the user 122 may select
a node 110 or connection link 112 from the topological map or list, the input module 210
receives information of the selected node 110 or connection link 112 from the device 104
or the application 118.

[0035] Additionally or alternatively, the network monitoring system 102 may include a
selection module 214. The selection module 214 may automatically or semi-automatically
select a node 110 or a connection link 112 based on one or more selection algorithms or
strategies. For example, the selection module 214 may randomly select a node 110 and/or
a connection link 112 from the plurality of nodes 110 and/or the connection links 112. In

some instances, the user 122 may have indicated a particular part of the network 108 to be
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analyzed to the network monitoring system 102. After receiving information of the
particular part of the network 108 via the input module 210, the selection module 214 may
select a node 110 and/or a connection link 112 randomly from that particular part of the
network 108. In one embodiment, the selection module 214 may select a node 110 or a
connection link 112 strategically, for example, by progressively selecting nodes 110 and/or
connection links 112, starting from a node 110 or a connection link 112 that is closest to
the device 104, up to a node 110 or a connection link 112 as indicated by the user 122. In
some instances, the selection module 214 may randomly select one or more nodes 110
and/or connection links 122 within the particular part of the network 108. In one instance,
the network monitoring system 102 may determine or select one or more nodes 110 and/or
connection links 112 to be analyzed for a single monitoring probe or multiple monitoring
probes. Additionally or alternatively, the network monitoring system 102 may probe the
one or more nodes 110 and/or connection links 112 substantially at the same time or at
different times.

[0036] Upon selecting a node 110 or connection link 112 to be analyzed, the network
monitoring system 102 may employ a preparation module 216 to prepare a data packet to
be sent for probing the operation or health condition of the selected node 110 or
connection link 112. In one embodiment, the preparation module 216 may obtain
information usable to route the data packet to the selected node 110 or connection link
112. By way of example and not limitation, the information usable to route the data packet
to the selected node 110 or connection link 112 may include a global address, a local
address, a (minimum) number of hops to reach the selected node 110, etc. The preparation
module 216 may obtain the information usable to route the data packet to the selected
node 110 or connection link 112 from a database 218 that includes address and/or
identification information associated with the plurality of nodes 110 and the plurality of
connection links 112. Additionally, in some embodiments, the database 218 may further
include topological information of the network 108, and/or operation or health conditions
of the plurality of nodes 110 and the plurality of connection links 112 that are determined
at the one or more previous probes, etc.

[0037] In one embodiment, a local address of a node may correspond to a network
address that is intended for communications within a neighborhood of the node and is
reachable (only) by one or more neighboring nodes within the neighborhood of the node
and/or a subset of nodes that are located within part or all of the network 108.

Additionally, a global address of a node may correspond to a network address that is
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routable and/or accessible by another node inside and/or outside the network 108, e.g., the
devices 104, the servers 106, etc. A number of hops or a hop count associated with a node
corresponds to a number of hops needed to route the data packet from a node or device
that sends out the data packet (e.g., the device 104 in this example) to the node 110. In
some embodiments, information associated with the selected connection link 112 may
include, but is not limited to, address or routing information (e.g., a global address, a local
address, or a combination thereof, etc.) associated with nodes corresponding to two ends
of the selected connection link 112.

[0038] Upon obtaining the information usable to route a data packet to the selected node
110 or connection link 112, the preparation module 216 may control or specify a path or a
portion of the path that the data packet is to be traversed or routed through by preparing
the data packet based on the obtained information. By way of example and not limitation,
the preparation module 216 may prepare or generate a test data packet according to a
tunneling protocol. Examples of the tunneling protocol may include, but are limited to, IP-
in-IP, GRE (Generic Routing Encapsulation), MPLS (Multiprotocol Label Switching), etc.
For sake of description, IP-in-IP tunneling protocol is used hereinafter for illustration. The
present disclosure, however, is not construed to this IP-in-IP tunneling protocol, but is also
applicable to other tunneling protocols as described above.

[0039] In one embodiment, if a single node 110 is selected, the preparation module 216
may wrap or include a first data packet (e.g., an “inner” data packet) into a data body or
payload of a second data packet (e.g., an “outer” data packet) to form a test data packet.
The preparation module 216 may further generate two packet headers, an inner packet
header for the inner data packet and an outer packet header for the outer data packet. The
preparation module 216 may set or include routing information (e.g., a global address, a
local address, a hop count, etc.) associated with the selected node 110 in the outer packet
header of the outer data packet, and routing information of another node 110 (e.g., a
destination node 110 or device 104) in the inner packet header of the inner data packet.
Depending on the type of protocol or addressing scheme that the network 108 employs
and/or the devices 104 or nodes 110 adopts, a packet header may include an IPv6 packet
header, an IPv4 header, ctc.

[0040] Additionally or alternatively, if a connection link 112 is selected, the preparation
module 216 may wrap or include a first data packet into a second data packet to form a
test data packet. The preparation module 216 further generates two packet headers, a first
packet header for the first data packet and a second packet header for the second data

10
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packet. The preparation module 216 may set or include routing information (e.g., a global
address, a local address, a hop count, etc.) associated with a first end of the connection
link 112 in the first packet header of the first data packet, and routing information of a
second end of the connection link 112 in the second packet header of the second data
packet. Additionally, if a destination node 110 is different from a first end of the
connection link 112, the preparation module 216 may wrap or include a third data packet
into the first data packet with a packet header of the third data packet including routing
information associated with the destination node 110 or device 104.

[0041] In some embodiments, if more than one node 110 and/or connection link 112 is
selected, the preparation module 216 may iteratively wrap or include respective data
packets corresponding to the selected nodes 110 and/or connection links 112 one after one
as described above to form a test data packet. Furthermore, the preparation module 216
may generate packet headers of the respective data packets accordingly to set or include
routing information of the selected nodes 110 and/or connection links 112 therein
respectively. In some instances, routing information included in a packet header of an
innermost data packet of the test data packet may correspond to routing information for
the destination node 110 or device 104.

[0042] In some embodiments, the preparation module 216 may set one or more other
properties or parameters in respective packet headers of one or more data packets
associated with the selected nodes 110 and/or connection links 112 of the test data packet.
For instance, the preparation module 216 may set a value of DSCP (Differentiated
Services Code Point) on a packet header of a data packet associated with a selected node
110 or connection link 112 to control a priority group (PG) that the data packet belongs to
on a path that the data packet traverses. Additionally or alternatively, the preparation
module 216 may set a value of ECN (Explicit Congestion Notification) on a packet header
of a data packet associated with a selected node 110 or connection link 112 to control
congestion experience that the data packet may have on a path that the data packet
traverses.

[0043] Upon creating or generating the test data packet, a sending module 220 of the
network monitoring system 102 may send out the test data packet to the destination node
110 or device 104 via the network 108. Additionally, the network monitoring system 102
may include a receiving module 222 that is configured to wait or listen for a routing result
of the test data packet. In one embodiment, the routing result may include a result of

whether an encapsulated data packet of the test data packet (e.g., the innermost data packet
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encapsulated in the test packet) is received at the destination node 110 or device 104, etc.
Depending on whether the destination node 110 or device 104 includes the network
monitoring system 102 or a portion thereof, the receiving module 222 may receive the
routing result at the destination node 110 or device 104 (in which at least a part of the
network monitoring system 102 is included), or as a notification message sent from the
destination node 110 or device 104 (where the network monitoring system 102 is an entity
independent of the destination node 110 or device 104).

[0044] In one embodiment, a determination module 224 of the network monitoring
system 102 may determine the operation or health condition of the selected node 110 or
connection link 112 according to one or more predetermined criteria. The one or more
predetermined criteria may include, for example, whether a routing result is received by
the receiving module 222, whether the routing result is received by the receiving module
222 within a predetermined time period, etc. If no routing result is received or if a routing
result is received outside a predetermined time period, the determination module 224 may
determine that the selected node 110 or connection link 112, of which operating or health
condition is to be analyzed, is susceptible to a problematic condition, e.g., the selected
node 110 or connection link 112 being overloaded or suffering traffic congestion, being
broken or malfunctioning, etc. For instance, if a routing result is received by the receiving
module 222 outside a predetermined time period, the determination module 224 may
determine that the selected node 110 or connection link 112 may be susceptible to
overloading or traffic congestion. If no routing result is received by the receiving module
222, the determination module 224 may determine that selected node 110 or connection
link 112 may be susceptible to malfunctioning or being broken, for example.

[0045] In some embodiments, the determination module 224 may determine that a
problem exists in the network 108, but may not be able to distinguish whether the problem
is related to the selected node 110 or connection link 112, or other nodes or connection
links in the network 108. The determination module 224 may determine that a further
analysis 1s desirable. The determination module 224 may instruct the selection module 214
to select one or more other nodes 110 and/or connection links 112 that are adjacent to the
selected node 110 or connection link 112 to analyze or determine their operation or health
conditions. In one embodiment, a first node or connection link is adjacent to a second node
or connection link if the first node or connection link is at a predetermined number of hops
(e.g., one, two, three, etc.) away from the second node or connection link. The

predetermined number of hops may be defined by a network administrator or operator
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(c.g., the user 122) of the network 108, for example. Additionally or alternatively, the
determination module 224 may provide a prompt to the user 122 and request the user 122
to provide instructions and/or indications of which one or more other nodes 110 and/or
connection links 112 are to be analyzed. In some embodiments, the network monitoring
system 102 may further include other program data 120 such as records of operating
conditions and/or corresponding issues of one or more nodes 110 and/or connection links
112 that have been analyzed.

Example Scenario

[0046] FIG. 3A illustrates a first example framework or scenario 300 of traversing a test
data packet in accordance with the foregoing embodiments. In this example, the network
monitoring system 102 prepares a test data packet 302, which includes an outer packet
header 304, an inner packet header 306 and a data body (or payload) 308, as described in
the foregoing embodiments. For example, the outer packet header 304 includes routing
information (such as a global address, a local address or a hop count, etc.) associated with
a specific node 312 (e.g., a switch such as a core switch) of which operating condition is to
be analyzed as a destination address. Also, in this example, the inner packet header 306
has routing information of a source 310 as corresponding destination address of an inner
packet. The network monitoring system 102 may then send the test data packet 302 from
the source 310 (e.g., the device 104 or the server 106) via the network 108.

[0047] In one embodiment, the test data packet 302 may be routed through one or more
intermediate nodes 314 and arrive at the specific node 312. The test data packet 302 may
be decapsulated or unwrapped at a data plane or layer of the specific node 312 without
consuming processing resources of the specific node 312. Upon decapsulating or
unwrapping, the decapsulated or unwrapped data packet 316 may be routed or forwarded
to the source 310 via the one or more intermediate nodes 314 (which may or may not be
the same as the nodes when the test data packet 302 is routed from the source 310 to the
specific node 312) based on the destination address included in the inner packet header
306. In one embodiment, the decapsulated or unwrapped data packet 316 may be routed or
forwarded to the source 310 via the one or more intermediate nodes 314 using a same
mechanism for forwarding or routing a normal or common data packet. After arriving at
the source 310, the network monitoring system 102 may analyze information associated
with the decapsulated or unwrapped data packet 316 to determine the operation condition

of the specific node 312 as described in the foregoing embodiments.
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[0048] In some embodiments, if a problem exists for the specific node 312, ¢.g., the
specific node 312 is broken or has overloaded, the test data packet 302 may not be able to
reach the specific node 312 and hence no data packet associated with the test data packet
302 may be received at the source 310. In this case, the network monitoring system 102
may determine or detect that the specific node 312 is currently experiencing a problem.
The network monitoring system 102 may then provide an analysis result for presentation
to the user 122 via the display 124 of the device 104, and wait for further instruction from
the user 122. Additionally or alternatively, the network monitoring system 102 may, with
or without intervention or instruction from the user 122, progressively select one or more
nodes 110 and/or connection links 112 that are adjacent to the specific node 312 to identify
or locate a source of the problem.

[0049] FIG. 3B illustrates a second example framework or scenario 318 of traversing a
test data packet in accordance with the foregoing embodiments. In this example, the
network monitoring system 102 may determine or analyze operation or health conditions
of multiple nodes 110 and/or connection links 112 at a single monitoring probe or try. In
one embodiment, the test data packet 320 may include an outer packet header 322,
multiple inner packet headers 324-1, ..., 324-K, and a data body (or payload) 326, as
described in the foregoing embodiments, where K is an integer greater than one. The outer
packet header 322 may include routing information (such as a global address, a local
address or a hop count, etc.) associated with a first node 328 (e.g., a switch such as a ToR
switch) of which operating condition is to be analyzed as a destination address. The inner
packet header 324-1 may include routing information (such as a global address, a local
address or a hop count, etc.) associated with a second node 330 (e.g., a switch such as an
aggregate switch) of which operating condition is to be analyzed as a destination address.
Also, in this example, the innermost packet header 324-K may include routing information
of a destination 332 as corresponding destination address of an innermost data packet 334.
The network monitoring system 102 may then send the test data packet 320 from a source
336 (e.g., the device 104 or the server 106) via the network 108.

[0050] In one embodiment, when the test data packet 320 is successfully routed and
arrived at the first node 328, the test data packet 320 is decapsulated or unwrapped at a
data plane or layer of the first node 328 to expose the inner packet header 324-1 with or
without consuming processing resources of the first node 328. Upon decapsulating or
unwrapping, the first unwrapped data packet 338 may subsequently be routed to the

second node 330 via M number of intermediate nodes 340 based on the destination
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address included in the inner packet header 324-1, where M is an integer equal to or
greater than zero. In one embodiment, the first unwrapped data packet 338 may be routed
or forwarded to the second node 330 using a same mechanism for forwarding or routing a
normal or common data packet. In one instance, if arriving successfully at the second node
330, the first unwrapped data packet 338 may be decapsulated or unwrapped at a
corresponding data plane or layer of the second node 330 to generate a second unwrapped
data packet 342. The second unwrapped data packet 342 may then be routed to another
node of which operating condition is to be analyzed or the destination 332 via zero or
some intermediate nodes. In one embodiment, the secnd unwrapped data packet 342 may
be routed or forwarded to the destination 332 using a same mechanism for forwarding or
routing a normal or common data packet. Depending on whether the innermost data packet
334 of the test data packet 320 is arrived successfully at the destination 332, the network
monitoring system 102 may determine whether one or more of the multiple nodes 110
and/or connection links 112 are working properly or overloading, etc., as described in the
foregoing embodiments.

Alternative Implementations

[0051] Although the network monitoring system 102 is described to be a part of or
included in the device 104 from which a test data packet is sent and/or received, in some
embodiments, the network monitoring system 102 may be included in one or more devices
104 and/or one or more servers 106 that are different from a device 104 from which the
test data packet is sent and/or a device 104 at which the test data packet is destined. In this
instance, referring to FIG. 1 as an example, the network monitoring system 102 may send
a request or instruction to a first device 104 (e.g., device 104-1), requesting the first device
104 to prepare and send a test data packet. The network monitoring system 102 may also
send another request or instruction to a second device 104 which may be the same as or
different from the first device 104, requesting the second device 104 to send a notification
message back to the network monitoring system 102 regarding a routing result of the test
data packet. In some instances, if the first device 104 and the second device 104 are the
same, the network monitoring system 102 may send a single request or instruction to this
same device 104 to achieve both sending of the test data packet and notifying of a routing
result of the test data packet .

[0052] Furthermore, although the foregoing embodiments describe that the network
monitoring system 102 generates or creates a test data packet for probing an operating or

health condition of a selected node, in other instances, the network monitoring system 102
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may incorporate this probing into an original or normal data packet that is originally or
initially unrelated to network monitoring. For example, the original or normal data packet
may include a data packet that is to be sent from a first device to a second device due to a
request or operation of another application 118, the first device or the second device that is
unrelated to network monitoring. In this case, the network monitoring system 102 may
wrap or encapsulate the original data packet within a data packet corresponding to a node
of which operating condition is to be analyzed to form a new data packet, and send the
new data packet to the second device via the node to be analyzed. In some instances, the
network monitoring system 102 may have negotiated or agreed with the second device
regarding a data format that indicates this incorporation of the probing with the
transmission of the original data packet, and may or may not modify a packet header
and/or a data body (e.g., a payload) of the original data packet accordingly to indicate this
incorporation. After receiving the original data packet (with or without modification
depending on a format negotiated or agreed), the second device may recognize the
modification based on the agreed data format and notify the network monitoring system
102 of a routing result of the original data packet (and hence a routing result of the data
packet corresponding to the node to be analyzed).

Examples Methods

[0053] FIG 4 is a flow chart depicting an example method 400 of network monitoring.
In some cases, the method of FIG. 4 may be implemented in the framework of FIG. 1,
using the network monitoring system of FIG. 2 and/or under similar scenario
corresponding to FIG. 3. For case of explanation, the method 400 is described with
reference to FIGS. 1 — 3. However, the method 400 may alternatively be implemented in
other environments and/or using other systems.

[0054] The method 400 illustrated in FIG. 4 is described in the general context of
computer-executable instructions. Generally, computer-executable instructions can include
routines, programs, objects, components, data structures, procedures, modules, functions,
and the like that perform particular functions or implement particular abstract data types.
The method can also be practiced in a distributed computing environment where functions
are performed by remote processing devices that are linked through a communication
network. In a distributed computing environment, computer-executable instructions may
be located in local and/or remote computer storage media, including memory storage

devices.
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[0055] The example method is illustrated as collections of blocks in a logical flow graph
representing a sequence of operations that can be implemented in hardware, software,
firmware, or a combination thercof. The order in which the method is described is not
intended to be construed as a limitation, and any number of the described method blocks
can be combined in any order to implement the method, or alternate methods.
Additionally, individual blocks may be omitted from the method without departing from
the spirit and scope of the subject matter described herein. In the context of software, the
blocks represent computer instructions that, when executed by one or more processors,
perform the recited operations. In the context of hardware, some or all of the blocks may
represent application specific integrated circuits (ASICs) or other physical components
that perform the recited operations.

[0056] Referring to FIG. 4, at block 402, the method 400 includes determining a node or
connection link to be analyzed. For example, referring to FIG. 2, the input module 210 or
the selection module 214 may determine or select one or more nodes 110 and/or one or
more connection links 112 of which operating or health conditions are to be analyzed.
[0057] At block 404, the method 400 includes obtaining routing information of the node
or connection link to be analyzed. For example, referring to FIG. 2, the preparation
module 216 may obtain respective routing information associated with the one or more
selected nodes 110 and/or the one or more selected connection links 112.

[0058] At block 406, the method 400 includes encapsulating or wrapping one or more
data packets to form a test data packet. For example, referring to FIG. 2, the preparation
module 216 may encapsulate or wrap a first data packet into a second data packet to form
a test data packet according to a tunneling protocol. In one embodiment, at least one of the
first data packet and the second data packet corresponds to a selected node 110 or an end
of a selected connection link 112.

[0059] At block 408, the method 400 includes determining whether one or more nodes
and/or connection links are to be analyzed. For example, referring to FIG. 2, the
preparation module 216 may determine whether more encapsulation or wrapping is to be
performed for another selected node 110 or an end of another selected connection link 112.
If more encapsulation or wrapping is to be performed, the preparation module 216
iteratively or repeatedly encapsulates or wraps the test data packet into another data packet
corresponding to another selected node 110 or an end of another selected connection link

112.
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[0060] At block 410, the method 400 includes sending the test data packet. For example,
referring to FIG. 2, if no more encapsulation or wrapping is needed, the sending module
220 may send out the test data packet.

[0061] At block 412, the method 400 includes receiving a routing result of the test data
packet. For example, referring to FIG. 2, the receiving module 222 may receive a routing
result of the test data packet at or from a destination or final node 110 or device 104.
[0062] At block 414, the method 400 includes determining an operation condition of the
node or connection link. For example, referring to FIG. 2, the determination module 224
may determine respective operation conditions of the one or more selected nodes 110
and/or the one or more selected connection links 112 based on the routing result and
according to one or more predetermined criteria.

[0063] At block 416, the method 400 includes determining whether another node or
connection link is to be analyzed. For example, referring to FIG. 2, the input module 210
or the selection module 214 may determine whether another node 110 or connection link
112 is to be analyzed. If no additional node 110 or connection link 112 is needed to be
analyzed, the input module 210 or the selection module 214 may stop and wait for a next
request or instruction. If an additional node 110 or connection link 112 is needed to be
analyzed, the preparation module 216 may obtain routing information associated with the
additional node 110 or connection link 112, and prepare a new test data packet.

[0064] Any of the acts of any of the methods described herein may be implemented at
least partially by a processor or other electronic device based on instructions stored on one
or more computer-readable media. By way of example and not limitation, any of the acts
of any of the methods described herein may be implemented under control of one or more
processors configured with executable instructions that may be stored on one or more
computer-readable media such as one or more computer storage media. Furthermore, the
components and operations of the various embodiments as described in the foregoing may
be combined, rearranged, substituted and/or omitted without departing from the present
disclosure.

Example User Interface

[0065] FIG. 5 illustrates an example user interface 500 that may be used by the example
network monitoring system 102 for interacting or communicating with the user 122. In
this example, the user interface 500 is described to be a user interface provided through
the application 118, e.g., the network monitoring application of the device 104. In other

instances, the user interface 500 may be a user interface provided remotely by the network
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monitoring system 102 and presented to the user 122 through the application 118 (e.g., a
browser application) via the display 124 of the device 104. In this example, the display
124 is described to be a touch screen. In other instances, the display 124 may include a
normal screen without touch-sensitive capability.

[0066] In one embodiment, the user interface 500 may include a topological map 502
and/or a list 504 of a part or all of the nodes 110 and/or the connection links 112 in the
network 108. The topological map 502 and/or the list 504 may provide information
associated with one or more nodes 110 and/or connection links 112 in the network 108.
Examples of information provided may include, but are not limited to, identification
information of the one or more nodes 110 and/or connection links 112, operation
conditions of the one or more nodes 110 and/or connection links 112, last updated times of
the one or more nodes 110 and/or connection links 112, e¢tc. In one instance, information
associated with a node 110 and/or a connection link 112 may be presented to the user 112
on the topological map 502 when the user 122 places a pointing instrumentality (such as a
finger or a stylus for a touch screen, a mouse for a normal screen, etc.) on a graphic object
representing that node 110 or connection link 112.

[0067] In one embodiment, the user 122 may select 506 a particular node 110 or
connection link 112 for instructing the network monitoring system 102 to determine an
operation or health condition of that particular node 110 or connection link 112. In some
embodiments, the user 122 may select 508 a part or subset of the network 108 that
includes one or more nodes 110 and/or one or more connection links 112 of which
operation conditions are to be analyzed.

[0068] Upon receiving an indication of selection of a particular node 110 or connection
link 112 (or a subset of the network 108) via the input module 210, the network
monitoring system 102 may perform network monitoring of the selected node 110 or
connection link 112 (or the selected subset of the network 108) as described in the
foregoing embodiments. In response to determining the operation condition of the selected
node 110 or connection link 112 (or the selected subset of the network 108), the network
monitoring system 102 may provide an analysis result for presentation to the user 122 in a
result section 510 of the user interface 500.

[0069] Additionally or alternatively, in some embodiments, the application 118 may
present the analysis result in a different region (i.c., the result section) of the user interface
500. By way of example and not limitation, the user interface 500 or the application 118

may update a portion of the topological map 502 and/or the list 504 corresponding to the
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selected node 110 or connection link 112 (or the selected subset of the network 108) to
show the analysis result. In one embodiment, the user interface 500 or the application 118
may highlight the updated portion of the topological map 502 and/or the list 504 to allow
the user 122 to casily detect the analysis result of the selected node 110 or connection link
112 (or the selected subset of the network 108). The user interface 500 or the application
118 may highlight the updated portion by using a different color, style (e.g., text size, font,
style, etc.), Additionally or alternatively, the user interface 500 or the application 118 may
highlight the updated portion by blinking or flashing the updated portion, for example.
[0070] Additionally, in some embodiments, the network monitoring system 102 may
allow the user 122 to determine whether to perform a further analysis on the selected node
110 or connection link 112 (or one or more nodes 110 and/or connection links 112 of the
sclected subset of the network 108) to determine which problem (overloading,
malfunctioning, broken, etc.) is most likely experienced by the selected node 110 or
connection link 112 (or the one or more nodes 110 and/or connection links 112 of the
selected subset of the network 108)

Conclusion

[0071] Although embodiments have been described in language specific to structural
features and/or methodological acts, it is to be understood that the claims are not
necessarily limited to the specific features or acts described. Rather, the specific features

and acts are disclosed as exemplary forms of implementing the claimed subject matter.
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CLAIMS

1. A method comprising:

under control of one or more processing units configured with executable
instructions:

transmitting a data packet to a destination node, the data packet comprising
information of a specific node or path that the data packet is to be routed through; and

determining a health condition of the specific node or path for network monitoring
based at least in part on a result of the transmitting of the data packet.

2. The method as recited in claim 1, further comprising encapsulating at least a
first packet into a second packet to form the transmitted data packet.

3. The method as recited in claim 2, wherein the encapsulating further comprises
including address information of the specific node in a packet header of the second packet,
and wherein the address information comprises a global address or a local address of the
specific node, the global address corresponding to an address routable in a network
including the specific node and the destination node, and the local address corresponding
to an address reachable by one or more neighbors of the specific node.

4. The method as recited in any one of the preceding claims, wherein transmitting
the data packet comprises transmitting the data packet to an intermediate node according
to destination address information included in a packet header of the second packet, the
intermediate node decapsulating the second packet to obtain the first packet and the
intermediate node forwarding the first packet to another node according to destination
address information included in a packet header of the first packet.

5. The method as recited in any one of the preceding claims, wherein the
information of the specific node or path comprises number of hops that the data packet is
traversed from a node that sends the data packet to the specific node or path.

6. The method as recited in any one of the preceding claims, further comprising
determining that the specific node or path is functioning when the result of the
transmitting of the data packet corresponds to a success in a receiving of the data packet
within a predetermined time threshold at the destination node.

7. One or more computer-readable media storing executable instructions that, when
executed by one or more processors, cause the one or more processors to perform acts
comprising:

determining one or more specific nodes or paths of which operation conditions are

to be analyzed for network monitoring; and
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iteratively encapsulating one or more respective data packets corresponding to the
one or more specific nodes or paths to form a test data packet.

8. The one or more computer-readable media as recited in claim 7, wherein
iteratively encapsulating the one or more respective data packets comprises iteratively
setting destination addresses of the one or more specific nodes or paths in packet headers
of the one or more respective data packets.

9. The one or more computer-readable media as recited in claim 8, further
comprising determining whether a global address, a local address or a combination thereof
is used as a destination address of a specific node or path in a packet header of a respective
data packet of the specific node or path.

10. The one or more computer-readable media as recited in any one of the
preceding claims, the acts further comprising adding information of number of hops that
the test data packet is traversed from a node that sends the test data packet to at least one
of the one or more specific nodes or paths.

11. The one or more computer-readable media as recited in any one of the
preceding claims, the acts further comprising transmitting the test data packet to a
destination node.

12. The one or more computer-readable media as recited in any one of the
preceding claims, wherein a receiving node that the test data packet is destined to the same
as a sending node from which the test data packet is originated, and the acts further
comprise:

sending out the test data packet; and

determining a health condition of the one or more specific nodes or paths based at
least in part on whether the test data packet is received.

13. A system comprising:

ONne Or more processing units;

memory storing executable instructions that, when executed by the one or more
processing units, cause the one or more processing units to perform acts comprising;:

including a first data packet within a second data packet, a packet header of
the second data packet comprising information associated with a specific node of
which operating condition is to be determined for network monitoring and a packet
header of the first data packet comprising information associated with a destination
node that determines the operating condition of the specific node; and

sending out the second data packet.

22



WO 2015/171260 PCT/US2015/025381

14. The system as recited in claim 13, wherein the information associated with the
specific node comprises a global address or a local address of the specific node.

15. The system as recited in any one of the preceding claims, the acts further
comprising including the second data packet within a third data packet, a packet header of
the third data packet comprising information associated with another specific node of

which operating condition is to be determined.
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