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An integrated circuit includes one or more memory array
segments configured to store information and a refresh con-
troller. Each memory array segment has a plurality of
memory cells arranged in rows selectable through a row
address. The refresh controller is configured to monitor row
address activity to identify which bits of the row address
change state at least once during a memory access operation
and to skip refresh of the rows associated with the row address
bits that do not change state at least once during the memory
access operation.
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MONITOR ROW ADDRESS ACTIVITY
DURING NORMAL DRAM OPERATION
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DETERMINE WHICH MEMORY CELL ROWS /-302
ARE NOT ACCESSED BASED ON
THE ROW ADDRESS ACTIVITY
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SKIP REFRESH OF THE MEMORY CELL Rows 304
NOT ACCESSED DURING DRAM OPERATION
AS INDICATED BY THE ROW ADDRESS ACTIVITY

FIG. 3
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MEMORY REFRESH METHOD AND
APPARATUS

BACKGROUND OF THE INVENTION

[0001] Memory devices have one or more arrays of
memory cells for storing information. A bit of information is
written to or read from a particular memory cell by selecting
the row and column at the intersection of which is located the
desired memory cell. Information is stored in the selected
memory cell by either charging or discharging a capacitor
associated with the cell. In some memory devices, charge
stored on a memory cell capacitor leaks out over time. If
memory cell leakage is not addressed, information stored in a
memory device will be lost. To prevent data loss, information
stored in memory devices is periodically refreshed. Examples
of memory devices that may suffer from leakage include
Dynamic Random Access Memory (DRAM) devices.
[0002] Data stored in a DRAM device is conventionally
refreshed one row at a time. A row of memory cells is
refreshed by selecting the row, reading the contents of the
memory cells forming the row, and writing the same data back
to the row. The predominant DRAM refresh operations are
distributed and burst. During distributed refresh, memory
access operations are evenly interspersed between refresh
cycles. This way, data may be read from or written to a
DRAM device between row refresh operations. During burst
refresh, all refresh cycles are executed one right after the other
until all rows have been refreshed. Thus, a DRAM device may
not be accessed during a burst refresh. All addressable rows
are typically refreshed during periodic distributed or burst
refresh operations regardless of whether all rows are used
when the DRAM device is active. However, some conven-
tional approaches actively track which rows are accessed
during normal DRAM operation, refreshing only the rows
accessed during use. The circuit overhead needed to actively
track which rows are accessed during normal operation
becomes increasingly complex as the size of DRAM devices
increase, thus consuming more chip area and power.

SUMMARY OF THE INVENTION

[0003] According to the methods and apparatus taught
herein, one embodiment of an integrated circuit includes one
or more memory array segments configured to store informa-
tion and a refresh controller. Each memory array segment has
a plurality of memory cells arranged in rows selectable
through a row address. The refresh controller is configured to
monitor row address activity to identify which bits of the row
address change state at least once during a memory access
operation and to skip refresh of the rows associated with the
row address bits that do not change state at least once during
the memory access operation.

[0004] Of course, the present invention is not limited to the
above features and advantages. Those skilled in the art will
recognize additional features and advantages upon reading
the following detailed description, and upon viewing the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] FIG. 1 is a block diagram of an embodiment of a
memory device including a refresh controller.

[0006] FIG. 2 is a block diagram of an embodiment of the
refresh controller of FIG. 1.
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[0007] FIG. 3 is alogic flow diagram of one embodiment of
program logic for selectively refreshing rows in the memory
device of FIG. 1.

[0008] FIG. 4 is a block diagram of an embodiment of
control circuitry included in the refresh controller of FIG. 1.
[0009] FIG. 5 is a block diagram of an embodiment of a
counter included in the refresh controller of FIG. 1.

[0010] FIG. 6 is a block diagram of an embodiment of one
stage of the counter of FIG. 5.

[0011] FIG. 7 is a plot illustrating refresh addresses gener-
ated by the counter of FIG. 5.

[0012] FIG. 8 is a plot illustrating different refresh
addresses generated by the counter of FIG. 5.

[0013] FIG. 9 is a block diagram of an embodiment of a
refresh rate control circuit included in the refresh controller of
FIG. 1.

[0014] FIG. 10 is a plot illustrating different refresh clocks
generated by the refresh rate control circuit of FIG. 9.

DETAILED DESCRIPTION OF THE INVENTION

[0015] FIG. 1illustrates an embodiment ofa Dynamic Ran-
dom Access Memory (DRAM) device 100 such as Synchro-
nous DRAM (SDRAM), Double Data Rate (DDR) SDRAM,
Quad Data Rate (QDR) SDRAM, Synchronous Graphics
DRAM, Pseudostatic SDRAM, embedded DRAM or the
like. It is to be understood that the embodiments described
herein may be applied to any type of memory that would
benefit from a refresh operation. The DRAM device 100
includes a memory array 102 having rows of memory cells.
The memory array 102 is arranged as one or more separately
addressable segments such as a bank or any other type of
logical and/or physical structure. A memory cell is accessed
by providing the appropriate row address (row_addr<0:n>)
and column address (col_addr<0:m>) to the memory device
100. Data is read from or written to selected memory cells.
Rows of memory cells are periodically refreshed so that infor-
mation stored in the DRAM device 100 is not corrupted. To
this end, a refresh controller 104 monitors row address activ-
ity to determine which row address bits change state at least
once during normal DRAM operation, e.g., during read and
write operations. Rows associated with the address bits that
do not change state at least once during normal DRAM opera-
tion are skipped during refresh operations. Thus, unutilized
rows are not refreshed. Accordingly, the refresh controller
104 may shorten periodic refresh operations to improve
DRAM performance as will be described in more detail later.
Alternatively, the refresh controller 104 may reduce DRAM
power consumption by adjusting the refresh clock frequency
so that it coincides with the number of un-accessed rows as
will also be described in more detail later.

[0016] During operation, address information (ADDR) is
provided to the DRAM device 100 and stored in an address
register 106. The address information indicates a row and
column location in the memory array 102 to be accessed (and
segment if the memory array 102 is so arranged). In some
embodiments, row and column address information is carried
over the same bus 108 while a separate bus 110 carries data.
Accordingly, a row address is provided to the DRAM device
100, followed by a column address. Information written to the
DRAM device 100 or read from the device 100 is carried by
the data bus 110. In other embodiments, a reduced-pin bus
interface (not shown) may be used for carrying address, data,
and control information on the same bus. Regardless, row
address information (row_addr<O:n>) is latched by a row
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address latch 112 while a column address latch 114 stores
column address information (col_addr<0:m>). Row and col-
umn address decoders 116, 118 determine which memory
cells in the memory array 102 are selected during a memory
operation based on latched row and column addresses,
respectively. Data is then written to or read from the selected
memory cells via data Input/Output circuitry 120.

[0017] The refresh controller 104 provides a refresh row
address (rfsh_addr<0:n>) to the row address latch 112 during
a refresh operation. The refresh row address identifies par-
ticular rows in the array 102 to be refreshed. The refresh
controller 104 activates the refresh row address bits to select
different ones of the rows, the contents of which are then
refreshed. However, not all rows are refreshed during the
refresh operation. Instead, the refresh controller 104 monitors
row address activity during normal DRAM operation to
determine which row address bits change state at least once.
The refresh controller 104 does not activate the row address
bits that did not change state during normal DRAM operation,
and thus the corresponding unutilized rows in the memory
array 102 are not refreshed. As such, only those rows associ-
ated with address bits that change state at least once during
normal DRAM operation are refreshed by the refresh con-
troller 104.

[0018] FIG. 2 illustrates an embodiment of the refresh con-
troller 104. According to this embodiment, the refresh con-
troller 104 comprises control circuitry 200, a counter 202 and
a refresh rate control circuit 204. The control circuitry 200
monitors row address activity during normal DRAM opera-
tion, e.g., as illustrated by Step 300 of FIG. 3. This way, the
row address bits that change state at least once during DRAM
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switches from a logic one to logic zero state or vice-versa. As
such, the control signal CTRL<0:n> indicates which row
address bits have changed state at least once during normal
DRAM operation. During a refresh operation, the counter
202 activates row addresses based on the state of the control
signal CTRL<0:n>, skipping those rows associated with the
row address bits that did not change state during normal
DRAM operation as indicated by the control signal CTRL<O0:
n>. Thus, those rows not accessed during normal DRAM
operation as indicated by the monitored row address activity
are skipped during refresh operations, e.g., as illustrated by
Step 304 of FIG. 3. The remaining rows are refreshed.

[0020] Inmore detail, each row of memory cells in the array
102 is selectable by setting the row address to a particular
value. In a purely illustrative example illustrated in Table 1
below, sixteen rows (Row 0-Row 15) are uniquely address-
able based on a 4-bit row address (row_addr<3:0>). A par-
ticular row is selected by setting the row address to a value
which identifies the desired row. For example, row O is
accessed by setting the row address to <0,0,0,0>, row 1 is
accessed by setting the least significant bit of the row address
10 <0,0,0,1> and soon. In the present example, the default row
address is set to <0,0,0,0> when the DRAM device is reset.
The third row is then accessed followed by the fifth and
seventh rows during normal DRAM operation. Accordingly,
the row address successively changes state from <0,0,0,0> to
<0,0,1,0> followed by <0,1,0,0> and finally <0,1,1,0>. The
control circuitry 200 monitors the row address activity and
sets the state of the control signal CTRL<0:n> accordingly
where n=3 in the present example.

TABLE 1

row__addr<3>

Exemplary 4-Bit Row Address

row_addr <2> row_addr <l> row_addr<0> Row ID Row States

operation are identified. Based on the monitored row address
activity, the control circuitry 200 determines which memory
cell rows have not been accessed, e.g., as illustrated by Step
302 of FIG. 3.

[0019] The control circuitry 200 generates a control signal
CTRL<0:n> having the same number of bits n as the row
address. Each bit of the control signal corresponds to a
respective bit of the row address. The control circuitry 200
programs each bit of the control signal CTRL<0:n> based on
whether the corresponding row address bit changed state at
least once when latched by the row address latch 112 during
normal DRAM operation. A bit changes state when it

0 0 0 0 Row 0 Initial State
0 0 0 1 Row1l —
0 0 1 0 Row 2 First State
0 0 1 1 Row3 —
0 1 0 0 Row 4 Second State
0 1 0 1 Row 5 —
0 1 1 0 Row 6 Third State
0 1 1 1 Row 7 —
1 0 0 0 Row 8 —
1 0 0 1 Row 9 —
1 0 1 0 Row 10 —
1 0 1 1 Row 11 —
1 1 0 0 Row 12 —
1 1 0 1 Row 13 —
1 1 1 0 Row 14 —
1 1 1 1 Row 15 —
[0021] Initially, each bit of the control signal CTRL<0:n>is

set to the same initial state, e.g., a logic one state. While the
DRAM device 100 is active, only the control signal bits
associated with row address bits that change state at least once
during normal operation are triggered, e.g., from a logic one
to a logic zero. Thus, each bit of the control signal CTRL<0:
n> that remains in its initial state indicates that the corre-
sponding row address bit did not change state at least once
during normal DRAM operation. To the contrary, each trig-
gered control bit indicates that the corresponding row address
bit changed state. Based on the example illustrated in Table 1
above, the first and second bits of the control signal CTRL<0:
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n> switch from an initial value of one to a value of zero
because only the first and second row address bits change
state during normal DRAM operation. Accordingly, the con-
trol signal is set to CTRL<1,0,0,1> for indicating to the
counter 202 that the second and third address bits row_
addr<0> and row_addr<3> are not to be toggled during
refresh, thus skipping refresh of Row 1, Row 3, Row 5, and
Rows 7-15 in Table 1.

[0022] During a refresh cycle, the counter 202 does not
activate the row address bits that did not change state during
normal DRAM operation as indicated by the control signal
CTRL<0:n>. This way, unutilized rows are not refreshed.
Once a control signal bit is triggered, it remains in a triggered
state until the DRAM device 100 is deactivated or the control
circuitry 200 reset. Thus, the control circuitry 200 cumula-
tively monitors row address activity. When the DRAM device
100 is deactivated, a reset signal (RESET) causes the control
circuitry 200 to reset the control signal CTRL<0:n> to an
initial state. This way, the control circuitry 200 monitors row
address activity anew upon reactivation of the DRAM device
100.

[0023] Inone embodiment, the control circuitry 200 is seg-
mented into several stages (not shown), each stage configured
to generate one bit of the control signal CTRL<0:n>. FIG. 4
illustrates an embodiment of one stage 400 of the control
circuitry 200. The control stage 400 monitors row address
activity for the m” bit of the row address (row_addr<0:n>).
Initially, the m™ control signal bit (CTRL<m>) is set to a
predetermined state such as a logic one. Ifthe m” row address
bit changes state at least once when the DRAM device is
active, the m” control signal bit is set to a triggered state such
as a logic zero to indicate the m™ address bit has been set in
both logic states. Otherwise, the m” control signal bit remains
in its initial state to indicate the m” row address bit has not
changed state during normal DRAM operation. Once the m™
control signal bit is triggered, it remains in a triggered state
until the stage 400 is reset. The m” stage 400 also generates
other control signals (H<m> and L<m>) used by the counter
202 to maintain the m” row address bit in its initial activation
state during refresh if the bit does not change state during
normal DRAM operation as will be described in detail later.
[0024] In more detail, an activate signal (ACT) enables the
m? stage 400 when the DRAM device 100 is active. In one
embodiment, the activate signal is a clock pulse periodically
delivered when a new row address is ready for latching. A
reset signal (RESET) resets the control signals generated by
stage 400 to their respective initial states. In the present
embodiment, the reset signal drives an n-fet transistor N1 to
ground. A first inverter 402 inverts the n-fet transistor output,
thus resetting control signal H<m> to a logic one state. A
second inverter 404 drives a p-fet transistor P1 to Vdd respon-
sive to the active reset signal. A third inverter 406 inverts the
p-fet transistor output, thus resetting control signal L<m> to
a logic zero state. Finally, a fourth inverter 408 and a NAND
gate 410 reset the m” bit of the control signal CTRL<m> to a
logic one state. Of course, the control signals CTRL<m>,
H<m> and L<m> may be reset to other states. Regardless, the
m? stage 400 monitors the m™ row address bit after the stage
400 has been reset and the DRAM device 100 activated.
[0025] When the activate signal ACT is first activated and
the m” row address bit is at a logic high level, control signal
H<m> transitions from its initial logic one state to a logic zero
state while control signal L<m> remains in its initial logic
zero state. Control signal CTRL<m> likewise remains in its
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initial logic one state. Particularly, a second NAND gate 412
outputs alogic low signal to a first trigger circuit 414 when the
m? row address bit is initially at a high level. The first trigger
circuit 414, comprising an inverter 416 and a NAND gate 418,
outputs a logic one signal which is inverted by the first
inverter 402, thus causing the low transition in control signal
H<m>. A fifth inverter 420 inverts the activate signal (ACT)
and provides the inverted signal to a NOR gate 422. The NOR
gate 422 outputs a logic zero signal to a second trigger circuit
424 because the m™ row address bit is initially at a logic high
level when the activate signal ACT is first activated. The
second trigger circuit 424, comprising an inverter 426 and a
NOR gate 428, outputs a logic one signal because the p-fet
transistor P1 initially drives the inverter 426 of the second
trigger circuit 424 with a logic one value. Thus, the control
signal L<m> remains in its initial logic zero state. Because
control signal L.<m> remains in its initial logic zero state,
control signal CTRL<m> also remains in its initial logic one
state.

[0026] Conversely, if the m” row address bit is at a logic
low level when the activate signal ACT is first activated,
control signal H<m> remains in its initial logic one state
while control signal L.<m> transitions from its initial logic
zero state to a logic one state. Control signal CTRL<m>
likewise remains in its initial logic one state. Particularly, the
second NAND gate 412 outputs a logic high signal to the first
trigger circuit 414 when the m” row address bit is initially at
a low level. The first trigger circuit 414 outputs a logic zero
signal which is inverted by the first inverter 402, thus causing
the control signal H<m> to remain in its initial state. The
NOR gate 422 outputs a logic one signal to the second trigger
circuit 424 because both its inputs are low. The second trigger
circuit 424 outputs a logic zero signal which is inverted by the
p-fet transistor, thus causing the control signal L<m> to tran-
sition to a logic one state.

[0027] Initially, the first and second trigger circuits 414,
424 are set in an address evaluation state. That is, the output
of the trigger circuits 414, 424 depend upon the value of the
m? row address bit. However, once the m” row address bit
changes state at least once, the trigger circuit inverters 416,
426 prevent the trigger circuit outputs from changing state
regardless of address bit activity. Thus, once the m™ row
address bit changes state at least once, the first trigger circuit
414 always outputs a logic one while the second trigger
circuit 424 always outputs a logic zero. As such, the NAND
gate 410 that produces control signal CTRL<m> always out-
puts a logic zero after the m™ row address bit changes state at
least once. This way, the control circuitry 200 identifies to the
counter 202 which row address bits changes state at least once
during normal DRAM operation by triggering the appropriate
bits of the control signal CTRL<0:n>.

[0028] FIG. 5illustrates an embodiment of the counter 202.
According to this embodiment, the counter 202 is segmented
into n stages 500-506. Each stage 500-506 outputs one bit of
the n-bit refresh address rfsh_addr<0:n>. The refresh address
determines which rows in the memory array 102 are activated
during a refresh operation and depends upon the state of the
control signal CTRL<0:n> generated by the control circuitry
200. Each counter stage 500-506 functions in either a normal
mode or abypass mode. Stages 500-506 configured in normal
mode activate their respective address bit outputs to ensure
rows accessed during normal DRAM operation are periodi-
cally refreshed. Stages 500-506 configured in bypass mode
maintain their respective address bit outputs at a constant
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logic level to ensure that the corresponding rows not accessed
during normal DRAM operation are not refreshed.

[0029] The control signal CTRL<0:n> indicates which
counter stages 500-506 should be configured in bypass mode
and which ones should not. If one or more bits of the control
signal CTRL<0:n> have not been triggered by the control
circuitry 200, the corresponding refresh address bits are
bypassed during refresh. That is, the counter 202 determines
which bits of the refresh address rfsh_addr<O:n> are
bypassed during refresh based on which bits of the control
signal CTRL<0:n> have been triggered and which ones have
not. Bypassed refresh address bits are not activated during
refresh. Instead, they are held in a constant logic state thus
effectively skipping the rows that would have been selected if
the bypassed bits were activated. The remaining refresh
address bits are activated by the counter 202 in a manner such
that each row accessed during normal DRAM operation are
periodically refreshed.

[0030] In more detail, each counter stage 500-506 receives
one bit of the control signals CTRL<0:n>, H<0:n>, and L.<0:
n> generated by the control circuitry 200 and outputs a refresh
address bit based on the state of the received control signal
bits. For example, the first stage 500 (STAGE 0) receives
CTRL<0>, H<0>, and L.<0> and outputs rfsh_addr<0>. The
second stage 502 (STAGE 1) receives CTRL<1>, H<1>, and
L<1> and outputs rfsh_addr<1>. The third stage 504 (STAGE
2) receives CTRL<2>, H<2>, and [.<2> and outputs rfsh_
addr<2>. Finally, the n” stage 506 (STAGE n) receives
CTRL<n>, H<n>, and L<n> and outputs rfsh_addr<n>.
[0031] If the m™ control signal bit CTRL<m> has been
triggered, the m” counter stage activates the m” refresh
address bit with a frequency based on either a clock or data
signal output by the previous counter stage (m-1) as will be
described in more detail later. Otherwise, the m” counter
stage is in bypass mode and maintains the m” refresh address
bit at a constant logic state. The state at which the bypassed
address bit is maintained depends on the state of the H<m>
and L<m> control signal bits received by the m” stage. For
example, if the m” address bit does not change state from its
initial activation state during normal DRAM operation, the
H<m> and L<m> control signal bits indicate that the m™
refresh address bit should be maintained in a logic one state.
[0032] The rate at which a counter stage 500-506 config-
ured in normal mode activates its address bit output depends
upon the mode of the previous stage. If the m-1 stage is not in
bypass mode, the m” stage selects the activated address bit
output (DOUT) of stage m-1 as its clock signal input
(NCLK). Accordingly, the m” counter stage uses CTRL<m-
1> as a clock select input (CLKON). If CTRL<m-1> has
been triggered, the m™ stage uses the activated address bit
output of the m-1 stage as its clock signal. This way, activa-
tion of the m—1 refresh address bit actuates the m” counter
stage.

[0033] However, the m” stage selects a bypass clock input
(BPCLK) as its clock signal if the m-1 stage is in bypass
mode, i.e., CTRL<m-1> has not been triggered. The bypass
clock input corresponds to the clock signal output by the
previous stage (CLK). This way, if stage m-1 is in bypass
mode, the m™ stage is not clocked by the constant address bit
output by stage m-1. Instead, the m?” stage is actuated by the
clock signal output by the m-1 stage. The clock signal output
by each counter stage 500-506 is either the bypass clock
(BPCLK) output by the previous stage if the previous stage is
in bypass mode or the activated address bit output by the
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previous stage if the previous stage is in normal mode. This
way, proper timing is maintained within the counter.

[0034] Each counter stage 500-506 maintains timing con-
trol as previously described except for the first stage 500. The
first stage 500 is clocked by either an auto refresh clock signal
(auto_rfsh) generated by the DRAM device 100 or a self
refresh clock signal (self_rfsh) generated by the refresh rate
control circuit 204. Particularly, the first stage clock enable
input (CLKON) and bypass clock input (BPCLK) are at a
fixed state such as ground to ensure the first stage 500 selects
an active clock signal. This way, the counter 202 functions
properly when the first stage 500 is in bypass mode. That is,
the first stage 500 passes the active clock signal input to its
clock output (CLK). The second stage 502 selects the clock
output of the first stage 500 when CTRL<0> indicates the first
stage 500 is in bypass mode. Otherwise, the second stage 502
selects the activated address bit output of the first stage 500 as
its clock signal. A logic OR gate 508 allows either the auto or
self refresh clock signal to pass to the first logic stage 500.
[0035] FIG. 6illustrates an embodiment of an m™ stage 600
of the counter 202. The m™ stage 600 includes a clock gen-
eration circuit 602 and an address bit generation circuit 604.
The clock generation circuit 602 yields a clock signal for
controlling operation of the address bit generation circuit 604.
The clock generation circuit 602 selects either the clock sig-
nal output (CLK) by stage m-1 or the activated address bit
output (DOUT) by stage m-1 based on the clock enable input
(CLKON) of the m” stage 600. The clock enable input
ensures proper operation of the m” stage 600.

[0036] The clock enable input corresponds to the control
signal bit CTRL<m-1> used by stage m-1 to determine the
state of its refresh address bit. Thus, for the m” stage 600,
CLKON=CTRL<m-1>. If CTRL<m-1> has been triggered
(e.g., is in a logic zero state), a first inverter 606 of the clock
generation circuit 602 activates a second inverter 608 of the
clock generation circuit 602. The activated second inverter
608 causes the activated address bit output by stage m-1 to be
used as the clock signal (NCLCK) for the m?” stage 600. The
m? stage 600 processes the CTRL<m>, H<m>, and L<m>
control signal bits responsive to transitions in the address bit
output by the m-1 counter stage when stage m-1 is not in
bypass mode.

[0037] If CTRL<m-1> has not been triggered (e.g.,isin a
logic one state), stage m-1 is in bypass mode. Accordingly,
the address bit output by stage m—1 is not used to clock the m™
stage 600 because it does not periodically transition between
high and low logic states. Instead, the clock generation circuit
602 selects the clock output by stage m—1. Particularly, the
first inverter 606 of the clock generation circuit 602 activates
a third inverter 610 of the clock generation circuit 602. The
activated third inverter 610 causes the bypass clock signal
input (BPCLK) of the m™ stage 600 to be selected. This way,
the m™ stage 600 uses the clock signal output by stage m-1
instead of the refresh address bit output by stage m-1. As
such, the clock enable input signal (CLKON) ensures that the
clock generation circuit 602 provides a properly-oscillating
clock signal to the address bit generation circuit 604. Particu-
larly, fourth and fifth inverters 612, 614 of the clock genera-
tion circuit 602 generate a clock signal (CLK) and an inverted
clock signal (bCLK) for use by the address bit generation
circuit 604.

[0038] The address bit generation circuit 604 places the m™
stage 600 in bypass mode when CTRL<m> has not been
triggered. Particularly, a first gated inverter 616 included in
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the address bit generation circuit 604 prevents activation of
the address bit output (DOUT) by the m” stage 600 when
CTRL<m> has not been triggered (e.g., in a logic one state).
Instead, DOUT is driven to the same state in which the m”
address bit was initially activated and never changed from
during normal DRAM operation. The control signals H<m>
and L<m> determine the constant logic state of DOUT in
bypass mode. H<m> and L.<m> are both set to a logic zero
when the m” address bit is activated at a logic one and to a
logic one when the m” address bit is activated at a logic zero
as previously described. This way, DOUT is driven to a con-
stant logic one state by first and second p-fet transistors P2
and P3 when H<m>=0 and to a constant logic zero state by
first and second n-fet transistors N2 and N3 when H<m>=1.

[0039] Theaddress bit generation circuit 604 places the m”
stage 600 in normal mode when CTRL<m> has been trig-
gered. The address bit generation circuit 604 activates the
address bit output (DOUT) of the m” stage 600 responsive to
the CLK and bCILK signals when in normal mode. Particu-
larly, the first gated inverter 616 of the address bit generation
circuit 604 enables activation of DOUT when CTRL<m> has
been triggered (e.g., in a logic zero state). To this end, a
second gated inverter 618 included in the address bit genera-
tion circuit 604 inverts the current state of DOUT as main-
tained by a first pair of inverters 620, 622 included in the
address bit generation circuit 604. This causes a second pair
of inverters 624, 626 included in the address bit generation
circuit 604 to change the bit state o DOUT. However, the new
bit state maintained by the second pair of inverters 624, 626
does notatfect DOUT until a third gated inverter 628 included
in the address bit generation circuit 604 is enabled. This
occurs on falling edge transitions of the clock signal CLK.
Thus, when the m” stage 600 is not in bypass mode, DOUT
transitions at a frequency %% that at which the previous active
stage transitions its address bit output. This way, the counter
202 increments the refresh address in a binary fashion as is
well known in the art, but skipping the address bits that do not
change state at least once during normal DRAM operation as
indicated by the control signal CTRL<0:n>.

[0040] By way of example, if the memory array 102 had
sixteen rows of memory cells uniquely addressable through a
4-bit row address row_addr<0:3> as shown in Table 1 above,
the counter 202 would comprise four stages 600. Each
counter stage 600 is associated with one of the four row
address bits. The counter outputs a 4-bit refresh address rfsh_
addr<0:3> based on a four-bit control signal CTRL<0:3>
generated by the control circuitry 200 as previously
described. If all row address bits change state at least once
during normal DRAM operation then all bits of CTRL<0:3>
are triggered. Accordingly, the counter 202 activates all bits
of the refresh address during a refresh operation where each
successive bit has a period twice that of the immediately
preceding bit, e.g., as illustrated in FIG. 7. Particularly, the
first refresh address bit rfsh_addr<0> has a period twice that
of the self refresh clock signal (self_rfsh) generated by the
refresh rate control circuit 204. The second counter stage uses
the activated address bit output of the first stage as its clock
signal. Accordingly, the address bit output of the second stage
rfsh_addr<1> has a period twice that of the address bit output
by the first stage and so on.

[0041] However, if some of the rows are not accessed dur-
ing normal DRAM operation, then some bits of CTRL<0:3>
are not triggered. Accordingly, the counter 202 activates only
those row address bits whose corresponding control signal bit
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CTRL<0:3> has been triggered. Take, for example, Table 1
above where only the second and third row address bits row_
addr<1> and row_addr<2> changed state at least once during
normal DRAM operation. Accordingly, the counter 202 acti-
vates only the second and third refresh address bits rfsh_
addr<1> and rfsh_addr<2> during a refresh operation as
shown in FIG. 8. Particularly, the first and last refresh address
bits rfsh_addr<0> and rfsh_addr<3> remain at a fixed logic
low state during the refresh operation. To the contrary, the
second and third refresh address bits rfsh_addr<1> and rfsh_
addr<2> transition during the refresh operation because their

corresponding row address bits changed state during normal
DRAM operation.

[0042] Inthe present example, a second stage ofthe counter
202 uses the self refresh clock signal (self_rfsh) as output by
a first stage of the counter 202 for timing because the first
stage of the counter 202 is in bypass mode. As such, the
address bit output by the second stage of the counter 202
transitions at a frequency 2 that of the self refresh clock
signal. The activated address bit output by the second stage of
the counter 202 serves as the clock for the third stage of the
counter 202 because the second counter stage is not in bypass
mode. Thus, the third refresh address bit transitions at a
frequency % that of the second refresh address bit or ¥4 of the
self refresh clock signal.

[0043] The refresh rate control circuit 204 may shorten the
refresh cycle based on the number of rows not to be refreshed
as identified by the control circuitry 200, thus improving
DRAM performance. For example, the memory array 102
may have 213 rows (8192 rows). Accordingly, the row
address is thirteen bits wide. The refresh period may be 64 ms
for refreshing all 8192 rows or 7.8 ps per row. However, the
refresh rate control circuit 204 may shorten the refresh period
if not all rows are to be refreshed. In one embodiment, the
refresh rate control circuit 204 determines the refresh period
based on the number of rows not to be refreshed as indicated
by the control signal CTRL<0:n> as given by:

RFSHr (i) M

RESHrwpw) = —5

where n is the total number of rows, RFSH ., _,,, is the refresh
period when all rows are to be refreshed (e.g., 64 ms), RFSH -
wew) is the newly calculated refresh period and x is the
number of triggered bits in the control signal CTRL<0:n>.
This way, the refresh period may be adjusted based on the
number of row address bits that do not change state at least
once during normal DRAM operation, thus improving
DRAM performance.

[0044] Alternatively, the refresh rate control circuit 204
reduces DRAM power consumption when the refresh period
is held constant by adjusting the frequency of the self refresh
clock signal to coincide with the number of row address bits
that have not changed state at least once during normal
DRAM operation. DRAM power consumption is reduced
when the refresh clock frequency corresponds to the number
of row address bits that have not changed state because the
refresh clock pulses no faster than needed for refreshing the
identified rows within a fixed refresh period (e.g., 64 ms).
That is, the frequency of the refresh clock signal may be
lowered to coincide with the number of row address bits to be
skipped during refresh. The relationship between refresh
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clock frequency and the number of row address bits to be
skipped during refresh is given by:

RFSHFreq(x=0) 2

RFSHpyeqnew) = o)

where RFSHp,,,vew, 18 the newly determined clock fre-
quency, RFSH, (x=0) is the clock frequency when all rows
are to be refreshed, n is the total number of rows and x is the
number of triggered bits in the control signal CTRL<0:n>.
For example, if all rows are to be refreshed, RFESH,, vz,
=RFSHg,,,—0)- However, if one or more rows are not to be
refreshed, the refresh clock frequency may be reduced
accordingly. Thus, the refresh rate control circuit 204 adjusts
the refresh period or the refresh clock frequency based on the
number of row address bits not to be refreshed during a
refresh cycle.

[0045] FIG. 9 illustrates an embodiment of the refresh rate
control circuit 204. According to this embodiment, the circuit
204 generates a self refresh clock signal (self_rfsh) having a
frequency coinciding with the number of row address bits not
to be refreshed. The self refresh clock signal may have any
duty cycle, e.g., the signal may be pulsed. Regardless, the
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i.e., the number of triggered bits contained in the control
signal CTRL<0:n>. That is, the current frequency divider
state corresponds to 2%~ where n is the total number of row
address bits and x is the number of triggered bits in the control
signal CTRL<0:n>.

[0047] Continuing with the 4-bit row address example, the
divide-by-1 state occurs when all four row address bits
change state at least once during normal DRAM operation,
i.e., each of the control signal bits CTRL<0:3> have been
triggered (e.g., set to alogic zero value). Accordingly all rows
are refreshed, and thus, the self refresh clock signal has the
same frequency as the clock signal input to the refresh rate
control circuit. The divide-by-2 state occurs when all but one
of the four row address bits change state at least once during
normal DRAM operation. The divide-by-4 state occurs when
two row address bits change state at least once and the divide-
by-8 state occurs when only one bit changes state. Finally, the
divide-by-16 state occurs when none of the four address bits
change state. In general, when none of n row address bits
change state during normal DRAM operation, the refresh rate
control circuit 204 divides the input clock frequency by 2” and
only the row corresponding to the initial row address is
refreshed.

TABLE 2

Control Signal CTRL<0:n> Mapping,

CTRL<3> CTRL<2> CTRL<l> CTRL<0> DIVl DIV2 DIV4 DIV8 DIV16
0 0 0 0 1 0 0 0 0
0 0 0 1 0 1 0 0 0
0 0 1 0 0 1 0 0 0
0 0 1 1 0 0 1 0 0
0 1 0 0 0 1 0 0 0
0 1 0 1 0 0 1 0 0
0 1 1 0 0 0 1 0 0
0 1 1 1 0 0 0 1 0
1 0 0 0 0 1 0 0 0
1 0 0 1 0 0 1 0 0
1 0 1 0 0 0 1 0 0
1 0 1 1 0 0 0 1 0
1 1 0 0 0 0 1 0 0
1 1 0 1 0 0 0 1 0
1 1 1 0 0 0 0 1 0
1 1 1 1 0 0 0 0 1

[0048] For ease of explanation only, operation of the

refresh rate control circuit 204 adjusts the frequency of a
clock signal input (clock_in) based on the number of control
signal bits CTRL<0:n> triggered by the control circuitry 200
in accordance with equation (2). Particularly, the refresh rate
control circuit 204 generates a frequency divider signal (DIV)
that effectively divides the frequency of the input clock signal
based on the state of the control signal CTRL<0:n>.

[0046] The number of frequency divider states is based on
the length of the row address and thus the length of the control
signal CTRL<0:n>. For example, in the case of the 4-bit row
address shown in Table 1 above, the frequency divider signal
has five states as shown in FIG. 9 and Table 2 below. Based on
equation (2), the possible frequency divider states associated
with the 4-bit row address are: divide-by-1 (DIV1); divide-
by-2 (DIV2); divide-by-4 (DIV4); divide-by-8 (DIV8); and
divide-by-16 (DIV16). The current state of the frequency
divider signal is based on the number of row address bits that
changed state at least once during normal DRAM operation,

refresh rate control circuit 204 is described next with refer-
ence to a 4-bit row address. Accordingly, the refresh rate
control circuit 204 has five stages 900-908. Each stage 900-
908 includes a latch 910 and XNOR logic gate 912. The
latches 910 are controlled by the clock signal input (clock_in)
provided to the refresh rate control circuit 204. Each latch 910
may be reset (RST) depending on the state of the rate control
circuit 204. Initially, the latches 910 are reset to a logic zero
value.

[0049] The first stage 900 causes the refresh rate control
circuit 204 to output a clock pulse at the same frequency as the
input clock signal when the frequency divider state is divide-
by-1 (i.e., all rows are to be refreshed). Particularly, the output
of a five-input logic AND gate 914 follows the output of the
first logic stage 900. An inverter 916 included in the first logic
stage 900 causes the output of the first stage latch 910 to
alternate states responsive to a rising edge transition in the
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clock input signal. During a first clock cycle following reset,
the output of the first stage 900 transitions to a logic one
responsive to a rising-edge transition in the input clock signal.
Before the clock input signal drops low, the first stage inverter
916 causes the output of the first stage latch 910 to transition
back to a logic zero state. When the input clock signal com-
pletes the falling-edge transition during the first clock cycle,
the first stage latch 910 holds the logic zero state. Thus, the
clock signal output by the refresh rate control circuit 204
follows the input clock signal when the frequency divider
state is divide-by-1 as shown in FIG. 10.

[0050] When the state of the frequency divider signal is
divide-by-2 (i.e., all rows but one are to be refreshed), the first
stage 900 causes the output of the second stage 902 to pulse at
14 the frequency of the input clock signal. Further, the output
of'the five-input logic AND gate 914 follows the output of the
second logic stage 902. Thus, the frequency of the clock
signal output by the refresh rate control circuit 204 is V% that
of the input clock signal when the frequency divider state is
divide-by-2 (DIV2=1). Particularly, the first stage 900 inverts
the clock input signal when the divide-by-1 state is inactive
(DIV1=0). An XOR gate 918 included in the second stage 902
causes the second stage 902 to output a logic zero during the
first input clock cycle, thus causing the refresh clock signal to
remain in a logic zero state. During the next clock cycle, the
latch outputs of the first and second stages 900, 902 cause the
XOR gate 918 of the second stage 902 to change state which
is captured by the second stage latch 910 during a falling edge
transition in the input clock signal. As such, the second stage
902 outputs a pulse during the second input clock cycle. The
third, fourth and fifth stages 904, 906, 908 do not adversely
impinge upon the operation of the second stage 902 when the
current state of the frequency divider signal is divide-by-2.
Thus, the refresh clock signal pulses at %4 the frequency of the
input clock signal when the current state of the frequency
divider signal is divide-by-2 as shown in FIG. 10 because only
5 of the rows are to be refreshed.

[0051] When the state of the frequency divider signal is
divide-by-4 (i.e., two rows are to be refreshed), the first and
second stages 900, 902 cause the third stage 904 to output a
pulse at Y4 the frequency of the input clock signal. Particu-
larly, the first stage 900 causes the second stage 902 to output
a pulse at %4 the frequency of the input clock signal when the
divide-by-1 state is inactive (DIV1=0). In turn, the second
stage 902 causes the third stage 904 to output a pulse at % the
frequency of the second stage 902 when the divide-by-2 state
is also inactive (DIV2=0). Accordingly, a two-input AND
gate 920 and an XOR gate 922 included in the third stage 904
cause the third stage 904 to output a pulse every fourth cycle
of'the input clock based on the latch states of the first, second
and third stages 900, 902, 904. The fourth and fifth stages 906,
908 do not adversely impinge upon the operation of the third
stage 904 when the current state of the frequency divider
signal is divide-by-4 (DIV4=1). Thus, the refresh rate control
circuit 204 outputs a pulse at % the frequency of the input
clock signal when the state of the frequency divider signal is
divide-by-4 as shown in FIG. 10 because only %4 of the rows
are to be refreshed.

[0052] The fourth stage 906 controls the refresh clock fre-
quency when the current state of the frequency divider signal
is divide-by-8 (DIV8=1). The fourth stage 906 includes a
three-input AND gate 924 and an XOR gate 926. The fourth
stage 906 outputs a pulse every eight input clock cycles based
on the latch states of the first, second, third and fourth stages
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900, 902, 904, 906. The fifth stage 908 does not adversely
impinge upon the operation of the fourth stage 906 when the
current state of the frequency divider signal is divide-by-8
(DIV8=1). Thus, the refresh rate control circuit 204 outputs a
pulse once every eight cycles of the input clock signal when
the state of the frequency divider signal is divide-by-8 as
shown in FIG. 10 because only one of the four control signal
bits CTRL<0:3> has been triggered.

[0053] The fifth stage 908 controls the refresh clock fre-
quency when the current state of the frequency divider signal
is divide-by-16 (DIV16=1). The fifth stage 908 includes a
four-input AND gate 928 and a XOR gate 930. The fifth stage
908 outputs a pulse every sixteen input clock cycles based on
the latch states of the first through fifth stages 900-908. The
refresh clock signal has one-sixteenth the frequency of the
input clock signal when the current state of the frequency
divider signal is divide-by-16 as shown in FIG. 10 because
none of the four control signal bits CTRL<0:3> have been
triggered. Optional inverters 932, 934 and a logic OR gate 936
may be included at the output of the refresh rate circuit 204 for
adjusting the pulse width of the refresh clock signal.

[0054] With the above range of variations and applications
in mind, it should be understood that the present invention is
not limited by the foregoing description, nor is it limited by
the accompanying drawings. Instead, the present invention is
limited only by the following claims and their legal equiva-
lents.

What is claimed is:

1. In an integrated circuit having rows of memory cells
selectable through a row address, a method of selectively
refreshing the rows comprising:

monitoring row address activity to identify which bits of

the row address change state at least once during a
memory access operation; and

skipping refresh of the rows associated with the row

address bits that do not change state at least once during
the memory access operation.

2. The method of claim 1, further comprising determining
a refresh clock frequency based on which row address bits do
not change state at least once during the memory access
operation.

3. The method of claim 1, further comprising determining
a refresh period based on which row address bits do not
change state at least once during the memory access opera-
tion.

4. The method of claim 1, wherein monitoring row address
activity to identify which bits of the row address change state
at least once during the memory access operation comprises
triggering individual bits of a control signal based on which
row address bits change state at least once when the integrated
circuit is active.

5. The method of claim 4, wherein skipping refresh of the
rows associated with the row address bits that do not change
state at least once during the memory access operation com-
prises activating the row address bits associated with each
triggered bit of the control signal during a refresh cycle while
maintaining the remaining row address bits in a constant logic
state.

6. The method of claim 4, further comprising determining
a refresh clock frequency based on the number of triggered
control signal bits.

7. The method of claim 4, further comprising determining
a refresh period based on the number of triggered control
signal bits.
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8. An integrated circuit, comprising:

one or more memory array segments configured to store
information, each memory array segment having a plu-
rality of memory cells arranged in rows selectable
through a row address; and

a refresh controller configured to monitor row address

activity to identify which bits of the row address change
state at least once during a memory access operation and
to skip refresh of the rows associated with the row
address bits that do not change state at least once during
the memory access operation.

9. The integrated circuit of claim 8, wherein the refresh
controller is further configured to determine a refresh clock
frequency based on which row address bits do not change
state at least once during the memory access operation.

10. The integrated circuit of claim 8, wherein the refresh
controller is further configured to determine a refresh period
based on which row address bits do not change state at least
once during the memory access operation.

11. The integrated circuit of claim 8, wherein the refresh
controller is configured to trigger individual bits of a control
signal based on which row address bits change state at least
once when the integrated circuit is active.

12. The integrated circuit of claim 11, wherein the refresh
controller is configured to activate the row address bits asso-
ciated with each triggered bit of the control signal during a
refresh cycle while maintaining the remaining row address
bits in a constant logic state.

13. The integrated circuit of claim 11, wherein the refresh
controller is further configured to determine a refresh clock
frequency based on the number of triggered control signal
bits.

14. The integrated circuit of claim 11, wherein the refresh
controller is further configured to determine a refresh period
based on the number of triggered control signal bits.

15. In an integrated circuit having rows of memory cells
selectable through a row address, a method of selectively
refreshing the rows comprising:

identifying one or more bits of the row address which do

not change state at least once when the integrated circuit
is active;

skipping refresh of the rows selectable through the identi-

fied row address bits; and

determining a refresh clock frequency based on how many

row address bits are identified.

16. The method of claim 15, wherein identifying one or
more bits of the row address which do not change state at least
once when the integrated circuit is active comprises trigger-
ing individual bits of a control signal based on which row
address bits change state at least once when the integrated
circuit is active.

17. The method of claim 16, wherein skipping refresh of
the rows selectable through the identified row address bits
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comprises activating the row address bits associated with
each triggered bit of the control signal during a refresh cycle
while maintaining the remaining row address bits in a con-
stant logic state.

18. The method of claim 16, wherein determining the
refresh clock frequency comprises determining the refresh
clock frequency based on the number of triggered control
signal bits.

19. An integrated circuit, comprising:

one or more memory array segments configured to store

information, each memory array segment having a plu-
rality of memory cells arranged in rows selectable
through a row address; and

a refresh controller configured to identify one or more bits

of the row address which do not change state at least
once when the integrated circuit is active, to skip refresh
of the rows selectable through the identified row address
bits, and to determine a refresh clock frequency based on
how many row address bits are identified.

20. The integrated circuit of claim 19, wherein the refresh
controller is configured to trigger individual bits of a control
signal based on which row address bits change state at least
once when the integrated circuit is active.

21. The integrated circuit of claim 20, wherein the refresh
controller is configured to activate the row address bits asso-
ciated with each triggered bit of the control signal during a
refresh cycle while maintaining the remaining row address
bits in a constant logic state.

22. The integrated circuit of claim 20, wherein the refresh
controller is configured to determine the refresh clock fre-
quency based on the number of triggered control signal bits.

23. A system, comprising:

a controller;

one or more memory array segments coupled to the con-

troller and configured to store information, each
memory array segment having a plurality of memory
cells arranged in rows selectable through a row address;
and

a refresh controller configured to monitor row address

activity to identify which bits of the row address change
state at least once during a memory access operation and
to skip refresh of the rows associated with the row
address bits that do not change state at least once during
the memory access operation.

24. The system of claim 23, wherein the refresh controller
is further configured to determine a refresh clock frequency
based on which row address bits do not change state at least
once during the memory access operation.

25. The system of claim 24, wherein the refresh controller
is further configured to determine a refresh period based on
which row address bits do not change state at least once
during the memory access operation.
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