wo 2012/038385 A2 I 10K 000 000 0O

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

oo o
1 rld Intellectual Property Organization /) -sady
(19) World Intellectual Property Organization /g5 1IN I A 00 A 000 00 A
International Bureau S,/ )
3\ 10) International Publication Number
(43) International Publication Date \'{:/_?___/ (10
29 March 2012 (29.03.2012) PCT WO 2012/038385 A2
(51) International Patent Classification: (74) Agents: LORETTE, Anne et al.; 1-5 rue Jeanne d'Arc,
HO04L 29/08 (2006.01) F-92130 Issy-Les-Moulineaux (FR).
(21) International Application Number: (81) Designated States (unless otherwise indicated, for every
PCT/EP2011/066256 kind of national protection available). AE, AG, AL, AM,
. o AO, AT, AU, AZ, BA, BB, BG, BH, BR, BW, BY, BZ,
(22) International Filing Date: CA, CH, CL, CN, CO, CR, CU, CZ, DE, DK, DM, DO,
20 September 2011 (20.09.2011) DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT,
(25) Filing Language: English HN, HR, HU, ID, IL, IN, IS, JP, KE, KG, KM, KN, KP,
. KR, KZ, LA, LC, LK, LR, LS, LT, LU, LY, MA, MD,
(26) Publication Language: Enghsh ME, MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI
(30) Priority Data: NO, NZ, OM, PE, PG, PH, PL, PT, QA, RO, RS, RU,
10305999.4 20 September 2010 (20.09.2010) EP RW, SC, 5D, SE, 5G, SK, SL, SM, 8T, SV, 8Y, TH, TJ,
T™, TN, TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA,
(71) Applicant (for all designated States except US): THOM- M, ZW.
SON LICENSING [FR/FR]; 1-5 rue Jeanne d'Arc, . o
F-92130 Issy-les-Moulineaux (FR). (84) Designated States (unless otherwise indicated, for every
kind of regional protection available): ARIPO (BW, GH,
(72) Inventors; and GM, KE, LR, LS, MW, MZ, NA, SD, SL, SZ, TZ, UG,
(75) Inventors/Applicants (for US only): VAN KEMPEN, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, MD, RU, TJ,

Alexandre [FR/FR]; ¢/o Technicolor R&D France, 1, av-
enue de Belle Fontaine, CS17616, F-35576 Cesson-Sévi-
gné (FR). LE MERRER, Erwan [FR/FR]; ¢/o Techni-
color R&D France, 1, avenue de Belle Fontaine,
CS17616, F-35576 Cesson-Sévigné (FR). STRAUB,
Gilles [FR/FR]; ¢/o Technicolor R&D France, 1, avenue
de Belle Fontaine, CS17616, F-35576 Cesson-Sévigné
(FR).

TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU,
LV, MC, MK, MT, NL, NO, PL, PT, RO, RS, SF, SL, SK,
SM, TR), OAPI (BF, BJ, CF, CG, CL CM, GA, GN, GQ,
GW, ML, MR, NE, SN, TD, TG).

Declarations under Rule 4.17:

[Continued on next page]

(54) Title: METHOD OF DATA STORING IN A DISTRIBUTED DATA STORAGE SYSTEM AND CORRESPONDING DE-
VICE

700 .
Initialization

701
—>{ Reception of data add request ‘f’r’
1

‘ Selection of reference device J_r“ 702
I
Selection of an anti-correlated
device

l

Replication of data over selected | ¢ 705
devices

Fig. 7

(57) Abstract: The present invention generally relates to
distributed data storage systems. In particular, the present
invention relates to a method of data placement in a dis-
tributed data storage system that combines high data avail-
ability with a low impact on network and data storage re-
sources, in terms of bandwidth needed for exchange of
data between network nodes and in terms of number of
network nodes needed to store an item of data.



WO 2012/038385 A2 I W00 Y 00O 0 A A

— as to applicant’s entitlement to apply for and be granted Published:
a patent (Rule 4.17(i1)) —  without international search report and to be republished
upon receipt of that report (Rule 48.2(g))




WO 2012/038385

10

15

20

25

30

35

Method of data storing in a distributed data storage system and
corresponding device.

1. Field of invention.

The present invention generally relates to distributed data siorage
systems. In particular, the present invention relates 10 a method of data
placement in a distributed data storage system that combines high data
availability with a low impact on network and data storage resources, in terms
of bandwidth needed for exchange of data between network nodes and in
terms of number of network nodes needed to store an item of data.

2. Technical background.

With the rapidly spreading deployment of mass data handiing devices,
such as video and image handling devices, reliable storage of huge amounts
of data is required, for direct storage or as part of backup storage. As maore
and more devices are provided with network connectivity, distributed storage
of data in network connecied devices is considered as a cost effective
solution. In such distributed data storage systems that can be deployed over
non-managed networks such as on the Internet, methods have been
developed that copy a same item of data to multiple network connected
devices to ensure daita availability and resilience to data loss. This is called
data replication. Data replication has to be taken in a broad sense, and
covers mere data duplication as well as usage of coding technigues such as
erasure or regenerating codes (where encoded data is placed on storage
devices for resilience). To cope with a risk of permanent data loss due to
device failure or temporary data loss due to temporary device unavailability, a
high replication factor {i.e. a high number of copies) is wished. However, 10
reduce costs in terms of communication and storage size needed (so-called
replication costs) it is rather wished to have a low repiication factor.

What is needed is a solution that achieves high level of data
availability of distributed data storage that jointly considers availability
requirements and replication costs.

3. Summary of the invention.
The present invention aims at alleviating some of the inconveniences
of prior art.
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In a large-scale distributed data networks such as peer-to-peer
networks, devices join and leave the network continuously. Each device has
its own disconnection and connection behavior. Certain devices are for
example always connected, while others are only connected during the day,
and disconnected during the night, while others have a more random
connection behavior.

For peer-fo-peer networks that are based on Internet connection
gateways, the gateways provided by telecommunication operators to
subscribers of their services are considered as peers, which subscribers are
free to swiich off during nighttime or during absence.

As a peer or device in a distributed data storage system is switched off
or fails, the data that it stores is no loenger available. If all devices that store a
particular item of data are switched off or fail, the data item is no longer
available, and the data ilem is considered being lost for at least the time that
the switched off devices are switched on again, or are respectively repaired.
During this time, the availability of the stored data is thus not ensured.
Increasing the data replication factor is a possible solution to this problem,
but highly impacts data storage costs in terms of data communication and
data storage size needed.

The objective of the current invention is to optimize the tradeoff
between replication factor and storage cost for a given {(desired) availability
while taking into account a certain equity in distribution of the data over the
devices that are part of the distributed data storage system {load balancing).

For this, the invention proposes a selection of a device set for data
replication that is based on knowledge of the availabilily of devices.
According to a particular embodiment of the invention, this availability
knowledge is acquired by monitoring of the network by the network devices
or by only some network devices themselves. According to a variant
embodiment, this knowledge is acquired by measurement on connections to
the distributed data storage network acquired from one of the network’s
servers, such as an Internet server. The method of acquiring the availability
knowledge is either active or passive, an example of an active method is
through usage of ‘ping’ messages, and an example of a passive method is
using connection logs stored by a centralized server of the distributed data
storage system. A device is considered being unavailable when it is
disconnected, either temporarily or permanently due to a breakdown.
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In order to optimize data storing in a distributed data storage system,
the invention proposes a method of data storing in a distributed data storage
system that comprises network devices that are at least used as storage
devices. That the devices are at least used as siorage devices means that
the devices are used as storage devices for the distributed storage network,
but can aiso be used at a same time for other purposes, such as reception of
audio and video programs. As an example, the devices may be Set Top
Boxes for reception of audio and video programs, or gateways giving access
to an external network, personal computers, or handheld mobile devices. The
method comprises a step of reception of a request {o store a data item in the
distributed data siorage system, a step of a first selection of a first network
device as a reference device and determination of an availability and of an
unavailability over time of the reference device, a step of second selection of
at least one second network device as a function of a correspondence of an
availability over time of the at least one second network device fo the
availability over time of the reference device third selection of at least one
third network device as a function of a correspondence of an availability over
time of the at least one third network device to an unavaiiability over time of
the reference device and storage of the data item on the at least one second
and at least one third network devices selected in the second and the third
selection steps.

According to a variant embodiment, k is the number of network
devices over which the data item is to be replicated, k being specified in the
request to store the data item, and the first, the second and the third
selection steps are baing repeated until the data item is replicated over at
least k network devices, the first selection step of a reference device
excluding a selection of a network device that has already been selected as a
reference device in a pravious iteration of the method.

According to a variant embodiment, k is the number of network
devices over which the data item is to be replicated, k being specified in the
request to store the data item, and the second and the third selection steps
are being repeated until the data item is replicated over at least k network
devices.
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According to a variant embodiment, the unavailability is stored as a
vector (24) of which each element is representative of a unit of time, and
where a number of elements of the vector (24) is representative of a time
span, and where each element value is representative of an availability
during the unit of time of a network device to which the vecior (24) is
associated, a first predetermined element value being representative of
availability, and a second predetermined element value being representative
of unavailability.

According to a variant embodiment, the first predetermined element
value is a positive predetermined value, and the second predetermined value
is a negative predetermined value, and the selection of the second network
device as a funclion of the unavailability of the reference device is
determined according to level of anti-correlation determined through a
calculation of an angle between two of the vectors (24), two veciors (24)
being highly correlated when the angle approaches zero, and two vectors
(24) being highly anti-correlated when the angle spproaches 11, the value of
the angie being representative of the level of anti-correlation.

According to a variant embodiment, the angle is calculated according
to:

where 8 is the angle, and x and y are the two vectors.

According to a variant embodiment, the first predetermined element
value is a binary one, and the second predetermined value is a binary zero,
and a level of anti-correlation is determined through a calculation of a logical
Boolean XOR operation between two of the vectors (24), two vectors (24)
being highly anti-correlated when a result of the logicai Boolean XOR
operation comprises a high number of 1's that approaches the number of the
elements of each of the two vectors (24), and two vectors (24) being highly
correlated when the result of the logical Boolean XOR operation comprises a
number of 1’s that approaches 0, the number of 1's in the resuit of the
Boolean XOR operation being representiative of the level of anti-correlation.
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According to a variant embodiment, the reference network device is
selected randomly from the network devices.

According to a variant embodiment, the reference network device is
selected deterministically from the network devices. As an example, a round-
robin selection is a deterministic selection.

In order to optimize data storing in a distributed data storage system,
the invention also comprises a device for data storing in a distributed data
storage system comprising network devices that are at least used as storage
devices, the device comprising the following means: a receiver for receiving
of a request to store a data item in the distributed data storage system; a
selector for a first selection of a first network device as a reference network
device and means for determination of an availability and of an unavailability
over time of the reference device; a selector for a second selection, of at
least one second network device as a function of a correspondence of an
availability over time of the second network device o an availability over time
of the reference network device, a selector for a third selection of at least one
third network device as a function of a correspondence of an availability over
time of the at least one third network device to an unavailability over time of
the reference network device; and storage means for storing of the data item
on the network devices selected by the selector for a second selection and
by the selector for the third selection.

4. List of figures.
More advantages of the invention will appear through the deascription
of particular, non-restricting embodiments of the invention.

The embodiments will be described with reference to the following
figures:

Figure 1 shows a distributed storage network architecture suited for
implementing a particular variant of the invention;

Figure 2 shows a variant embodiment of the invention where
availability data on a device or distributed storage device such as of one of
the devices 10-16 of figure 1 are stored in an n-dimensional array that
represents a mathematical vector structure.
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Figure 3 shows the availability of two devices related to a 24h timeline
35.

Figure 4 illustrates a specific embodiment of the invention comprising
4 replicating devices.

Figure 5 shows a graph where the performance of the invention is
compared to the performance of a prior art solution where replication devices
are selected randomly.

Figure 6 shows an example embodiment of a device implementing the
method of the invention.

Figure 7 shows an algorithm implementing a particular embodiment of
the method of the invention, implementead for example by one of the devices
10-16 of figure 1.

5. Detailed description of the invention.

Figure 1 shows a distributed storage network architecture suited for
implementing a particular variant of the invention. The figure shows an
network 1003 to which are connecied a gateway 12, connecting network
devices 10 and 11 to network 1003, a server 17, another gateway 14 which
connects network devices 15 and 16 to network 1003, and a network device
13 directly connected {o network 1003. All or only some of devices 10-16
can be considered as being distributed storage devices in the distributed
storage network according o their capacity to store data and according to
membership of the distributed storage network.

Other types of networks than illustrated in figure 1 are compatible with
the invention. For example, networks comprising one or more network
switching nodes or networks comprising one or more subnetworks, and
networks connacting wireless network devices.

The invention can be implemented in any type of network device,
such as a home gateway connecting a home network {o the internet, a web
server, a video server, or a wireless device, handheld or not.

Figure 2 shows a particular embodiment of the invention where
availability data on a peer or distributed storage device such as of one of the
devices 10-16 are stored in an n-dimensional array that represents a
mathematical vector structure. The horizontal line 20-21-22 represents the
availability of the distributed storage device related to a timeline 23. Structure
24 represents the n-dimensional vector. According to the specific
embodiment illustrated here, n=24, for 24 hours, also referred hereafter as
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sample period. Dotted lines 20 and 22 represent momenits or time laps on the
24h timeline 23 when disiributed siorage device cannot be accessed, for
example because the device is swilched off, i.e. the device is unavailable.
Continuous line 21 represents a moment or time lap on timeline 23 when the
data on the distributed storage device can be accessed, ie. the device is
available. According to the variant embodiment, the knowledge on the
availability of the devices is divided in one hour samples, referred hereafier
as sample time. Each sample corresponds fo & specific hour on a 24 hour
time scale. According to a particular embodiment of the invention, for each
hour, the corresponding index of the vecior is set 1o a posilive predetermined
value +1 if the device has been available during that hour (ie. if it was
connected to the network, or, according to a variant if ils data was
accessible). The corresponding index is set to a negative predetermined
value if the device was not available over the sample period, such as -1. Of
course, the sample time of 1 hour and the sample period of 24 are mere
examples that illustrate the invention principles; other sample times and
periods are possible and have their different advantages and disadvantages
when compared. The vector has for example a dimension of 24, enough to
store availability data for one day, or 24*7 for seven days. The determination
of a sample time and pericd is part of a tradeoff between the network
resources used (for calculation and communication) and the preciseness of
the data.

According to & variant embodiment, the sample time and/or sample
period are predetermined. According to a more advantageous embodiment,
the sample time and period are determined after measurements on
connectivity behavior of the distributed data storage devices Then, the best
sample time and sample pericd can be determined from these
measurements that captures best recurrent pericds of unavailability of
devices. For example, a recurrency may be observed when the sample
pericd is set {o one week, so as to comprise recurrent day/night and
weekend availability/unavailability aiternations. According to a variant
embodiment, the distributed storage devices can execute the task of
determining a good sample time and period in a collaborative manner,
thereby relieving a centralized server from this task.

Thus, each device has its own availability vector, according to a
common format, such as the previous described format. According o a
variant embodiment, sach device siores its own availability vecior. This

PCT/EP2011/066256



WO 2012/038385

10

15

20

25

30

35

variant has the advantage to avoid centralized monitoring of device
availability and reduces the need for communication between devices and
the centralized availability storage.

The objective is now to build a devices set that, when data is
replicated over the replication set, ensures availability of the data through
availability of at least one device of the set over the whole sample period. An
example is illustrated in Figure 3. The figure shows the availability of a
device 1 (30-31) and a device 2 (32-33) related to a 24h timeline 35. Dotied
lines 30 and 33 indicate that the devices are not available. Continuous lines
31 and 32 indicate that the devices are available. Line 34 shows that when a
device set is chosen that includes device 1 and device 2, the avaiiability of
the data item is 100%, and the device set is thus a good replication set.
According to a variant embodiment of the invention, in order to determine a
good replication set, the invention comprises measurement of the angle
between availability vectors of the devices from which the replication set is to
be chosen, according to the following formula:

This formula gives a value for the angie 8 between a vector x and a vector y.
When the angle approaches 0O, the veciors are correlated. When the angle
approaches 11, the vectors are anii-correlated. Two anti-correlated vectors
represent two devices that have opposite behavior, for example a device that
is uniquely available during the day, whereas the other is uniquely available
during the night. Then, for a given device with a given availability vector, if we
select for a replication set at least one device having an availability vector
that is most correlated with the given device and at least one device having
an availability vector that is most anti-correlated with the given device, the
sample period is covered with better performance than prior-art methods of
random selection of devices t0 comprise a replication set. According to prior
art, an equivalent or even lower level of availability is obtained by increasing
the number of devices in the replication set.

According to a variant embodiment of the invention, correlated and
anti-correlated devices are not detected as previously described by an angle
between vectors, but rather through logical binary operations. Like for the
previous described variant embodiment, a device's availabiiity data is
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translated in a veclor where each index represents a sample time, for
axample 1h, and the vector length represents a sampie period for example
24h. But where the vector is filled with +1 or -1 according to the previous
variant embodiment, in the current described variant embodiment the vector
is filled with zeros and ones, a 0 indicating unavailability during the sample
time and a 1 indicating availability during the sample time. For example:

Device I 010110010010010100100100
Perfect anti-correlated devics: 101001101101101011011011

According to this variant embodiment, a perfectly anti-correlated device of a
device i is a device that has logical 1's where device | has 0's and 's where
device | has 1's. According to this variant embodiment, a selection between
anti-correlated devices is done through comparing the results of a logical
XOR operation betwsen availability vector of a device | and the availability
vectors of candidates for anti-correlation. The more 1's the results of the
XOR operation comprises, the more the devices are anti-correlated. This
method results in filling up the gaps in the availability of the reference device |
with devices that minimize their overiap in availability with device i. As the
previously described variant embodiment based on measurement on angle
between vectors, this variant embodiment distributes the data well over the
distributed data storage system rather than resulting in poor distribution of
data over a limited selection of devices that are available over the sample
period without interruption, which has an advantage of a better spreading of
risks of grouped data loss through the differentiation of the devices that are
included in replication sets associated to different data items. Like with the
previcusly described ‘angle’ variant embodiment where a measured angle is
representative of the level of anti-correlation, the current described variant
the number of 1's in the result of the XOR operation between the availability
vectors of two devices is a measure for the level of anti-correlation. For
example, if the vectors comprise 24 elements, twenty-four 1's represents the
highest possible (perfect) level of anti-correlation, and zero 1's represents the
lowest possible level of anti-correlation. Intermediate numbers are
representative of intermediate levels of anti-correlation. Of course, the levels
of anti-correlation can be scaled to any given scale, for example on a scale
from 1 to 10 through applying simple arithmetic operations.
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Of course, the above variant embodiments of the invention supposes
a certain predictability of the availability behavior of the devices, since the
embodiments use availability data measured in the past. However, tests have
proven that in practice, the availability behavior of devices is rather cyclic, for
example over a 24h pericd or over a 7 day pericd. When the availability
behavior of the devices is rather unpredictable, the method of the inveniion
still obtains availability that is as good as pure random selection methods of
storage devices, because each reference device i, as has been mentioned, is
selected randomly.

Figure 4 illustrates a specific embodiment of the invention, with
the help of an example for 4 replicating devices. According to this variant
embodiment, for a given device | (40), used as a reference, two devices 1
{41) and 2 (42) are selecied with availability vectors that correlate best with
the availabiiity vector of the reference device i (40) and two devices 3 (43)
and 4 {(44) are selected with availability vectors that best anti-correlated with
the availability vector of the reference device | (40), ie. in cther words,
devices 1 and 2 are chosen as a function of a correspondence of their
availaibility over time to the availability over time of the reference device,
whereas the devices 3 and 4 are chosen as a function of a correspondence
of their availability over time to the UNavailability over time of the reference
device. The benefit of choosing devices with such anti-correlated availability
behavior resides in the fact that the anti-correlated devices fill up the gaps left
by the temporal zones during which the device | (40), and thus the devices 1
and 2 correlated to |, is unavailable. The data is replicated on the selected
devices 1-4. This variant embodiment of the invention is referred hereafter as
the ‘group’ variant: a device | wishes to store an item of data enters the
storage network that has a replication factor k; the device n selects randomly
a device i {reference device). The device j, or according to yet another variant
embodiment, reference device i, or according to a variant embodiment a
server, selects a certain number of devices correlated with device | and a
certain number of devices anti-correlated with device i (the ‘certain number
being dependent on the desired replication factor k; this selection of devices
boils down to repeating the selection steps of devices excluding the selection
step of the reference device 1), and copies the data item on these devices {o
aitain the desired replication factor k. According to the above example, the
replication factor k = 4; the data item is copied on each of four storage
devices.
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According to another variant embodiment, further referred {0 as the
‘patching’ variant, instead of selaecting a ¢ertain number of correlated devices
and a certain_number of anti-correlated devices, a single anti-correlated
device with | is chosen. The data item is copied on these devices; if k » 2, the
process is repeated with the selection of a 'new’ reference device | and
search for a new device that is anti-correlated with 1, and copving of the daia
item on these devices. The process is repeated unitil k is attained. this
selection of devices boils down to repeating the selection of devices including
the selection of the reference device 1.

Both variants are an improvement {o prior art, and the ‘group’ variant
is particularly suited for having always t encoded blocks among n {for
reasonable values of n), which is very well adapted to erasure codes for
example, which require the availability of t erasure code blocks among n in
order 1o cope with a failure. The ‘patching’ variant is more efficient to keep
continuously at least one copy of a data item available, because the 'group’
variant can at times result in some temporal gaps, i.e. gives a lesser
guarantee than the patching variant that there is always at least one device
available that stores g given item of data.

As mentioned above, according to a variant embodiment of the
invention, when a device | enters the distributed data storage system f{o
store data, the system determines a reference device “” that will serve as a
basis for determination of the replication set comprising correlated and anti-
correlated devices. According (o a variant embodiment discussed above, the
‘" is chosen randomly by a central server in the network
According to another variant embodiment, the reference device I is
determined in a deterministic manner, so as 1o be sure not to more than once
a same reference device, and thus resulling in a better distribution of data
over the network. According to yet another particular embodiment of the
invention, both variants are combined, so as to choose randomly a reference
device | from a set of devices in which previously selected reference devices
are excluded, resulting in an even better distribution of data over the
distributed data storage network.

According o a variant embodiment of the invention, the number of
replicas is dependent on the capacity of the replication set o “cover” a whole
sample period. According to this variant, the steps of finding anti-correiated
devices with the resulting availability of the already chosen device set are
repeated until there is no more gap in availability.

reference device
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Figure 5 shows a graph where the performance of the invention is
compared o the performance of a prior art solution where devices for
replication of a data item are selected randomly. The graph is based on
simulation data. As can be seen, in order {0 obtain an availability of 98%, a
prior art random replication set employs 8 devices (graph 54, point 52),
whereas with the method of the invention, only 5 devices are needed (graph
53, point 51).

Figure 6 illustrates a device capable of implementing the invention
according to a specific embodiment. The device can be a device
implementing a particular variant of the invention or a particular centralized
device implementing a particular variant of the invention, such as a server,
dedicated or not to implementing a particular variant of the invention.

The device 60 comprises a Read-Only Memory (ROM) 600, a
Random Access Memory (RAM) 610, a Central Processing Unit (CPU) 620,
a clock 830, a network interface 640, a graphics interface 650, and a user
interface 660. All of these components are interconnected via a data- and
communication bus 670. CPU 8620 controls the device 60 according to a
program that is stored in ROM 600 in a memory zone 601. Clock device 630
provides the components of device 60 with a common timing in order to
sequence and synchronize their operation. Network interface 640 receives
and fransmits data with external devices via connection 6000. Graphics
interface 650 is connected to an exiernal rendering device via connection
6001, User interface 660 receives input commands from a user via
connection 6002. ROM memory zone 601 comprises instructions that
implement the method of the invention. Upon powering on of device 60, CPU
620 copies the program ‘Prog’ from ROM memory zone 801 into RAM
memory zone 611, and executes the copied program. Upon execution of the
copied program, the program ailocates memaory space for variables needed
for its execution in RAM memory zone 615, and copies list of device
addresses 602, device availability vectors 603, and device sets 604 into
respective RAM memories ©12-614. The device 60 is now operational and
upon reception of a request for storing of a data item, the method of the
invention is activated, which method is part of the program stored in ROM
600 memory zone 801. The network interface (640) serves as a receiver for
reception of requests to store a data item. The CPU (620) serves among
others as a selector for making a first selection of one of the network devices
as a reference device. CPU (620) also serves as a selector for a second
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selection of at least one network device that has an availability over the
predetermined time period that is anti-correiated to an availability determined
for the reference network device, and CPU (820) serves as a means for
adding of the at least one selected network device to the replication set for
storing of the data item. ROM memory 600 and RAM memory 610 are
storage means for storing of the data item on the network devices in the
replication set.

Accerding to a variant embodiment, the invention is entirely
implemented in hardware, for example as a dedicated component (for
example as an ASIC, FPGA or VLS (respectively « Application Specific
Integrated Circuit », « Field-Programmable Gate Array » and « Very Large
Scale Integration ») or as distinct electronic components integrated in a
device or in a form of a mix of hardware and software.

Figure 7 shows an algorithm of a particular embodiment of the
method of the invention, implemented for example by one of the devices 10-
16 of figure 1 or by device 60 of figure 6. The algorithm starts with an
initialization step 700, In which variables that are used are initialized. Then, in
a step 701, a request to store data in the distributed data storage system is
received. According o a particular variant embodiment, the request is
received by a central server implementing the steps of the invention, such as
server 17 of figure 1. This variant embodiment is further referred to as the
‘centralized’” variant embodiment. According to vyet another variant
embodiment, the reguest is received by one of the network devices
implementing the invention, for example by any of the network devices 10-16
of figure 1 or by device 60 of figure 6. This variant embodiment is further
referred to as the ‘decentralized’ variant. Then, in a step 702, a selection is
dong of 3 network device as a reference device, such a selection of one of
the network devices 10-16 of figure 1 or by device 60 of figure 8. According
to the variant embaodiment, centralized or decentralized, this selection is done
either by a centralized server {(centralized variant) or by one of the other
network devices such as devices 10-16 of figure 1 {(decentralized variant).
According to a variant embodiment of the decentralized variant, the device
receiving the request of step 701 is not the same device as the device
selecting the reference device of step 702, when this step is left over to a
centralized server, such as server 17 of figure 1. The reference device is
selected randomly, or according to a variant embodiment, chosen through a
deterministic round robin selection of available devices. Then, in a step 703,
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a device of which its availability is anti-correlated with that of the reference
device is selected from the remaining devices, i.e. the network devices
excluding the reference device. For example, if device 10 of figure 1 is the
reference device, the remaining devices are devices 11-16. This anti-
correlated device (or the more anti-correlated device that could possibly
found in the network, because it might be difficult or impossible to find a
‘perfect’ anti-correlated device) is selected according to availability data
known for the network devices. if more than one anti-correlated devices are
to be chosen, they are chosen iteratively according to their rank of a list of
the more anti-correlated devices with a reference device i Such availability
data represents availability measured for a network device over a certain
time period. According to a particular embodiment of the invention, the
availability data is obtained by each of the network devices itself. According
to a variant embodiment of the invention, the availability daia is obtained by a
central server from monitoring the availability behavior of the network
devices. According to yet ancther variant of the invention, the availability data
is obtained from a centralized server, such as server 17 of figure 1, which
collects availability data from the devices, having been measured by the
devices themselves. The notion of anti-correlation has aiready been
explained previously. The selected anti-correlated device is added {o a set of
devices that will be used for storing the data item of the data add request of
step 701, also referred to as the replication set. This replication set, being
represented by identifiers aliowing 10 address each individual device, such as
IP/port addresses, is according to a particular embodiment stored in a
centralized server, for example for each particular data item stored in the
distributed data storage network an associated replication set is stored, or
according to a variant embodiment stored into one of the other network
devices, such as the reference device. The replication set is associated to a
given data item, in order to be able to determine which devices store a given
data item. According to a particular embodiment of the invention, the
availability data is stored in the form of a vector, such as vector 24 of figure 2,
in which each element represents a unit of time, such as 1h, and where the
number of elements of the vector represents a time span, such as 24h. The
vector elements are filled with values that indicate if the corresponding device
has been unavailable during the corresponding unit of time, for example if
vectorfS]=+1, the corresponding network device has been available at from
05:06 to 05:59 am, and if vector [11]=-1, the corresponding network device
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has been unavailable from 11:00 to 11:59 am, or rather according to a variant
embodiment previously described, a binary value 1 indicates availability and
binary value O indicates unavailability. According to a particular embodiment,
a threshold is set that allows to set the value of the vector. For example, a
threshoid is set io half the unit time, and for a device that has been available
20 minutes only, the corresponding element of the vector will be sef t0 a
binary value 0 or o the value -1 (according to the chosen variant
embodiment ‘xor’ or ‘angle’.

Then, in a step 704, a network device is selected. This selected device is
then added o the replication sel. The notion of correlation has already been
explained previously. in a next step 705, the data item is replicated {(copied)
to the devices of the replication sel, and the algorithm continues with
repetition of step 701. In each step 704, k/2 devices are selected for the
replication set, while again K/2 correlated devices will be chosen later on (this
is the previously described ‘group’ variant). According o a variant
embodiment (the previously described ‘paiching’ variant), one device is
selected in each of the step 704, and steps 702-704 are repeated until k
devices are selected, sc that in both variants, but in g different manner, the
desired replication factor is obtained. Each of the ‘group’ and the ‘patching’
variant has its own advantages as has been previcusly discussed.
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CLAIMS

1. Method of data storing in a distributed data storage system comprising
network devices that are at least used as storage devices, characterized in
that said method comprises the following steps:
- reception (701) of a request to store a data item in said distributed
data storage system;
- first selection (40) of a first network device as a reference device and
determination of an availability and of an unavailability over time of the
reference device;
- second selection {(41,42) of at least one second network device as a
function of a correspondence of an availability over time of said at
least one second network device to the availlability over time of said
reference device:
- third selection (43,44) of at least one third network device as a
function of a correspondence of an availability over time of said at
least one third network device to an unavailability over time of the
reference device; and
- storage (705) of said data item on the at ieast one second and at
least one third network devices selected in said second and said third
selection steps.

2. Method according to ciaim 1, characterized in that K is the number of
network devices over which said data item is to be replicated, K being
specified in said request to sitore said data item, and said first, said second
and said third selection steps are being repeated until said data item is
replicated over at least k network devices, said first selection step of a
reference device excluding a selection of a network device that has aiready
been selected as a reference device in a previous iteration of said method.

3. Method according to claim 1, characterized in that k is the number of
network devices over which said data item is to be replicated, k being
specified in said request to store said data item, and said second and said
third selection steps are being repeated until said data item is replicated over
at least K network devices.
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4. Methed according fo any of claims 2 to 3, characlerized in that said
unavailability is stored as a vector (24) of which each eglement is
representative of a unit of time, and where a number of elements of said
vector (24) is representative of a time span, and where each element value is
representative of an availability during said unit of time of a network device to
which said vector (24) is associated, a first predetermined element value
being representative of availability, and a second predetermined eslement
value being representative of unavailability.

5. Method according o claim 4, characterized in that said first predetermined
element value is a positive predetermined value, and said second
predetermined value is a negative predetermined value, and said selection of
said second network device as a function of said unavailability of said
reference device is determined according to level of anti-correlation
determined through a calculation of an angle between two of said vectors
(24), two vectors {24) being highly correlated when said angle approaches
zero, and two vectors (24) being highly anti-correlated when said angle
approaches 11, the value of said angle being representative of said level of
anti-correlation.

6. Method according to claim 5, where said angle is calculated according to:

T-g

# = arccos <w\)
e - )

where B is said angle, and x and y are said two vectors (24).

7. Method according o claim 4, characterized in that said first predetermined
element value is a binary one, and said second predetermined value is a
binary zero, and a level of anti-correlation is determined through a calculation
of a logical Boolean XOR operation between two of said vectors (24), two
vectors (24) being highly anti-correlated when a resuit of said logical Boolean
XOR operation comprises a high number of 1’s that approaches the number
of said elements of each of said two vectors (24), and two vectors (24) being
highly correlated when said result of said logical Boolean XOR operation
comprises a number of 1's that approaches 0, the number of 1's in said result
of said Boolean XOR operation being representative of said level of anti-
correlation.
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8. Method according 10 any of claims 2 {o 7, characterized in that said
reference device is selected randomiy from said network devices.

9. Method according to any of claims 2 {o 7, characterized in that said
reference device is selected deterministically from said network devices.

10. Device for data storing in a distributed data storage system comprising
network devices that are at least used as storage devices, characterized in
that said device comprises the following means:
- a receiver (640) for receiving of a request to store a data item in said
distributed data storage system;
- a selector (620) for a first selection {(40) of a first network device as a
reference network device and means for determination of an
availability and of an unavaiiability over time of said reference davice,
- a selector (620) for a second selection (41,42), of at least one
second network device as a function of a correspondence of an
availability over time of said second network device to an availability
over time of said reference network dsvice;
- a selector (620) for a third selection (43,44) of at least one third
network device as a function of a correspondence of an availability
over time of said at least one third network device to an unavailability
over time of the reference network device, and
- storage means {600, 610) for storing of said data item on the network
devices selected by said selector for a second selection and by said
selector for said third selection.
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