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of a conversational dialog system. The environmental conditions may be used at different times with -
in the conversational dialog system. For example, the environmental conditions can be used to adjust
the dialog manager's output (e.g., the machine action). The dialog state information that is used by
the dialog manager includes environmental conditions for the current turn in the dialog as well as en-
vironmental conditions for one or more past turns in the dialog. The environmental conditions can
also be used after receiving the machine action to adjust the response that is provided to the user. For
v example, the environmental conditions may affect the machine action that is determined as well as
how the action is provided to the user. The dialog manager and the response generation components
in the conversational dialog system each use the available environmental conditions.
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ENVIRONMENTALLY AWARE DIALOG POLICIES AND RESPONSE
GENERATION

BACKGROUND

[0001] Conversational dialog systems are used for a variety of different applications. For
example, conversational dialog systems have been developed to allow users to search for
content, buy items, obtain directions, and the like. These conversational dialog systems are
continually being improved to allow for more natural interactions to occur between a

computer and a user.
SUMMARY

[0002] This Summary is provided to introduce a selection of concepts in a simplified form
that are further described below in the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed subject matter, nor is it intended to be

used as an aid in determining the scope of the claimed subject matter.

[0003] Environmental conditions, along with other information, are used to adjust
different operations of a conversational dialog system. The environmental conditions may be
used at different times within the conversational dialog system. The dialog manager and the
response generation components in the conversational dialog system each use the available
environmental conditions along with the other information in the dialog system (e.g., previous
turn language understanding results in the dialog, speech recognition results and confidences,
knowledge results, previous machine actions, session context, client context ...) when
performing their operations. For example, the environmental conditions can be used to adjust
the dialog manager's output (e.g., the machine action). The dialog state information that is
used by the dialog manager includes environmental conditions along with other dialog
information for the current turn in the dialog as well as environmental conditions for one or
more past turns in the dialog. The environmental conditions can also be used after receiving
the machine action to adjust the response that is provided to the user. For example, the
response generator may use the environmental conditions to affect how the machine action is

provided to the user (e.g., speech, visual).

CA 2913735 2019-05-23
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[0003a]  According to one aspect of the present invention, there is provided a computer-
implemented method, performed by at least one processor, for using environmental conditions
in addition to other dialog state information in a conversational dialog system, comprising:
receiving a user dialog act requesting a computer system to perform a task; based on the user
dialog act, determining a first machine action to perform the task; accessing environmental
conditions that are associated with the user dialog act; based on the environmental conditions
and the user dialog act, determining a second machine action other than performing the task,
wherein the second machine action at least temporarily prevents completion of the first

machine action; and performing the second machine action to provide a response to a user.

[0003b]  According to another aspect of the present invention, there is provided a computer-
readable storage device storing computer-executable instructions for using environmental
conditions in addition to other dialog state information in a conversational dialog system,
comprising: receiving a user dialog act requesting a computer system to perform a task; based
on the user dialog act, determining a first machine action to perform the task; accessing
environmental conditions that are associated with the user dialog act; based on the
environmental conditions and the user dialog act, determining a second machine action other
than performing the task, wherein the second machine action at least temporarily prevents
complction of the first machine action; and performing the second machine action to provide a

response to a user.

[0003¢] According to still another aspect of the present invention, there is provided a
system for using environmental conditions in addition to other dialog state information in a
conversational dialog system, comprising: a processor and memory; an operating
environment, executing using the processor; and a dialog manager that is configured to
perform actions comprising: receiving a user dialog act requesting a computer system to
perform a task; based on the user dialog act, determining a first machine action to perform
the task; accessing environmental conditions that are associated with a user dialog act;
determining a second machine action, other than performing the task, using the user dialog
act and the environmental conditions, wherein the second machine action at least
temporarily prevents completion of the first machine action; and performing the second

machine action to provide a response to a user.
la

CA 2913735 2019-05-23
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[0003d] According to yet another aspect of the present invention, there is provided a
system comprising: at least one processor; and a memory storing instructions that when
executed by the at least one processor perform a set of operations comprising: receiving a
user dialog act requesting a computer system to perform a task involving a contact;
accessing environmental conditions that are associated with the contact, wherein the
environment conditions include at least one of a noise level, a time zone, or a temperature;
based on the environmental conditions and the user dialog act, determining a machine
action to display a suggestion to send a text-based message to the user; and performing the

machine action to display the suggestion to the user.

[0003e] According to a further aspect of the present invention, there is provided a
computer-implemented method, performed by at least one processor, for using environmental
conditions of a contact in a conversational dialog system, comprising: receiving a user dialog
act requesting a computer system to perform a task involving the contact; accessing
environmental conditions that are associated with the contact; determining from the
environmental conditions that the contact is in at least one of the following conditions: a
roaming service area or a time zone where the time is night; based on the determination from
the environmental conditions, determining a machine action; and performing the machine

action to provide a response to the user.

[0003f] According to yet a further aspect of the present invention, there is provided a
storage device storing computer-executable instructions for using environmental conditions of
a contact in a conversational dialog system, the instructions comprising: receiving, from a
user, a user dialog act requesting a computer system to call the contact; accessing
environmental conditions that are associated with the contact; based on the environmental
conditions and the user dialog act, determine a suggested action other than calling the contact;
providing the suggested action to the user, wherein the suggested action is sending a text-
based message the contact; receiving further input from the user; and based on the further

input, sending a text-based message to the contact.

1b
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BRIEF DESCRIPTION OF THE DRAWINGS

[0004] FIGURE 1 illustrates using environmental conditions to adjust different operations

performed by a conversational dialog system;

[0005] FIGURE 2 shows interactions between an application and a dialog service for

5 configuring permissions;

1c

Date Regue/Date Received 2020-07-10
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{8006} FIGURE 3 illustrates an exemplary conversational dialog system using
envirenmenial conditions;

{6607] FIGURE 4 illustrates a process for using environmental conditions in a
conversational dialog system;

{0008] FIGURE 5 illustrates an exemplary online system that uses environmental
conditions in determining & machine action and how to deliver g rosponse in a dialog; and
{6609 FIGURES 6, 74, 78 and 8 and the associated descriptions provide a discussion
of a varicty of operating euviromments in which embodiments of the invention may be

practiced.

{6010}  Refernng now to the drawings, in which like mumerals represent like elements,
various embodiment will be described.

{8011} FIGURE 1 illustrates using environmental conditions to adjust different
operations performed by a conversational dialog system.

10012]  As illustrated, system 100 meludes dialog service 105, dialog manager 26,
permisstons and settings 110, machive action generator 126G, dialog polivy 130, response
generator 140, dialog state information 145, environmental conditions 150, understanding
model{s) 160, application 110 and touch screen input device 115,

{0013} Generally, conversational dialog system 100 uses environmental signals (e.g.,
language ynderstandivg and knowledge resalts, speech recognition results and confidences
...} for policy and response generation in addition to the use of other information or
signals tvpically available in the dialog svstem. The environmental signals augment {not
replace) the signals typically used within a dialog system. Dialog manager 26 uses
environmental conditions 150 1 addition to dialog state information 145 to adjust
different operations of a conversational dialog system. The environmental conditions may
be used at dutferent times within the conversational dialog systern 100, The dislog
manager 26, machine action generator 120, and the response generator 140 components in
the conversational dialog system 106 can cach use the available environmental conditions
154 when performing their operations.

{6014} Machine action generator 126 can use environmental conditions 150 to adjust the
roachine action that is determined along with using dialog state information 145,
Generally, the environmental conditions 150 augment the dialog state information 145 that
is used within the dialog system. For exampie, dialog state information 145 includes

information, such as, but not limited to: e.g., previous turn language understanding results

]
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in the dialog, speech recognition resulls and confidences, knowledge results, previous
machine actions, session context, client context, and the like. Each interaction between the
user and the computing device (i.e., the machine) is a turn, The current turn is the current
fnteraction between the user and the machine for which a machine action is being
determined. A previous turn is a previous interaction between the user and the machine.
According to an embodiment, the dialog state information 145 includes information
relating to one or more previous turns. For example, language understanding results that
associate a meaning to a natural language sentence are stored in dialog state information
145, These previous language understanding results may be used to provide a context for
the current turn in the dialog. The dialog state information may also include knowledge
resulls that are the results returned from a knowledge source, such as a database or data
source. For example, if a user requests movies in a dialog turn, the knowledge results
inclade a hst of movies. The machine action that is determned using the environmental
conditions may be different than the machine action that is determined without using the
environmental conditions. For example, the machine action that is generated by machine
aclion generaior 120 may indicatle w ask the driver il they are sure they would like 0
make a call while driving when environmental conditions 130 indicate that the user 1s
currently driving. Without the use of environmental counditions 130 to angment the
machine action, the machine action generator 120 would likely generate a machine action
to automatically initiate the call while the user is currently dviving instead of asking the
driver if thoy are sure they would like to make a call while driving, Machine action
generator 120 uses dialog policy 130 when determining the machine action, The dialog
policy 130 includes different rules, including rules that use environmental conditions 150
and other dislog state information, to adjust the machine action that 1s gonerated,

{0015} Eonvironmental conditions 150 can also be used by response generator 140 after
recetving the machine action to adjust the response that i1s provided to the user.
Environmental conditions 130 may affect how the machine action is provided to the user
(e.g., speech, visual ...}, For example, the responsc generated by response generator 140
may be a visual response when environmental conditions 150 indicate that the user’s
environment is noisy. The response generated by response generator 140 may be an
auditory response when cuvironrental conditions 150 indicate that the user’s environment
is very bright and it is unlikely that a display may be seen clearly.

{6616} Environmental conditions 150 may include a variety of different conditions, such

as, but not limited to: weather conditions, waffic conditions, current activity conditions, a

L2
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current computing device being used, and the like. The current activity conditions may
include information, such as, but not limited to: a current speed, a current location, and the
like. Generally, the environmental conditions relate to any environmental conditions that
are associated with a user providing the input (the user dialog act). According to an
embodiment, envirotimental conditions may also be associated with another user 154 (e.g.,
a contact that is being called). According to an embodiment, the environmental conditions
that are collected and used to adjust the operation of the conversational dialog system are
specified and authorized by the user.

{0017} In order to facilitate communication with the dialog manager 26, one or more
callback routings, may be implemented. According to an embodiment, application
program 110 is a multimodal application that is configured-to receive speech input and
input from a touch-sensitive input device 115 or other input devices. For example, voice
input, keyboard input (¢.g., a physical keyboard and/or SIP), video based input, and the
like. Application program 110 may also provide multimodal output (e.g., speech, graphics,
vibrations, sounds, ...). Dialog manager 26 may provide information to/from application
110 in response to user input (e.g., speech, gesture). For example, a user may say'a phrase
to identify a task to perform by application 110 (¢.g., selecting a movie, buying an item,
identifying a product, ...). Gestures may-include, but are not limited to: a pinch gesture; a
stretch gesture; a select gesture (e.g., a tap action on a displayed element); a select and
hold gesiure (e.g., a tap and hold gesture received on a displayed element); a swiping
action and/or dragging action; and the like. Gestures may also include optically captured
gestures, such as: a wave geslure, a scroll gesture, a guide gesture, and the like, For
example, a device, such as MICROSOFT KIINEC’IT‘Ninay be used to detect gestures.

[0018] System 100 ag illustrated comprises a touch screen input device 115 that detects
when a touch input has been received (e.g., a finger touching or nearly teaching the touch
screen). Any type of touch screen may be utitized that detects a user’s touch input,

[0019] A natural user interface (NUI) and/or some other interfaces may be.used to
interact with dialog service 105. For example, a combination of a natural language dialog
and other non-verbal modalities of expressing intent (e.g., gestures such as the gestures
described above, touch, gaze, images, videos, spoken prosody, etc.) may be used to
inferact with dialog service 105, Dialog manager 26 may use an understanding model
(e.g-, a Language Understanding (LU) model or a multimodal understanding model). As

illustrated, dialog manager 26 is part of 4 dialog service 105 that receives speech

-utterances and is configured to have a dialog with a user.

4

CA 2913735 2019-05-23
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{8026{ Generally, Natural Language Understanding (NLUY in goal-oriented dialog
systerns 18 dwrected at identifying the domain(s) and 1nteni(s) of the user, as expressed in
natural language (NL), and to extract associated arguments or slots, For example, in an
airline domain, users often request flight information (e.g., “1 want to fly to Boston from
New York next week™). More details are provided below.

{0021] FIGURE 2 shows interactions between an application and a dialog service for
configuring permissions,

[0622]  As illustrated, FIGURE 2 shows dialog service 105 including setiings 210 and
log(s) 212 and application 10 that includes settings user interface 222, audit user
interface 226, location uscr interface 228 and local scttings 224,

{0023] A user woay configure different criteria, such as pernussious, filters and settings
that are related to the operation of the application 110 and to the use and collection of
environmental conditions that are associated with one or more users. For example, an
authorized user may determine what environmental conditions may be collected and used
by dialog service 105,

{0624}  The user muy sel permissions that specify what environmental conditions may be
collected. For example, a user may opt in to allow different types of envirommental
conditions to be collected and used by dialog service 103,

{0025] A user may also configure one or more filters that filter the information using

=
s

various criteria {e.g., time of day, requesting device, reguesting location, and the like). For
example, a user may allow certain envircnmental conditions to be collected during certain
times and not allow environmental conditions to be collected during other times, A user
may configure a filter to limit the accuracy of one or more of the environmental
conditions, For example, location mformation that 1s associated with a user may be
configured to provide a general location as compared to detailed location. A uscr may also
set local settings 224 such as application customization setiings {e.g., color scherues, icons
and the like} for use when interacting with application 110, For example, the settings 224
may change an appearance of a User Interface, such as UL 228

{0026]  Audit user interface 226 may be used by an authorized user to view and nteract
with information relating to environmental conditions that are stored in log 212, Access 1o
the log related data is limited to an authorized user who has provided the correct security
credentials, The data i3 stored securely within fog(s) 212.

{6027} FIGURE 3 illustrates an exemplary conversational dialog system using

envirorumental conditions.
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{8028 Asillustrated, system 300 includes input manager 310, language understanding
component 320, dislog engine 330, respouse generator 140, and covironment cogioe 350,
{6629] Input manager 310 is configured to receive a user input {the user dialog act). The
user dialog act raay be different types of user input, For example, the user dialog act may
be speech input {e.g., an utterance}, touch input, gesture input, text input, as well as other
types of input. Input manager 3 10 may include different cormponents, such as an
Automatic Speech Recognizer (ASR), a gesture recognizer, a handwriting recogunizer, and
the like, When the user dialog act is spoech, the speech is recognized by input manager
310 using ASR. Input manager 310 outputs text that is delivered to language
understanding component 320.

{6030]  Language understanding component 320 18 configured lo receive and analyze the
text. Generally, the language understanding component 326 associates a meaning to the
words of the text. For example, the language understanding coraponent 320 may lag the
text, perform a syntactic analysis of the text, and the like. The language understanding
component 320 s traditionally a rules based component that converts natural language
sentences into semantic representulions.

{0031} Dialog engine 330 manages the dialog by determining a machine action in
response to the user dialog act, Dialog engine 330 may be a rules based waodel or a
statistical model, or some combination of rules and statistical models. Dialog engine 330
compuies possible dialog states using dialog state coroputation component 332, Dialog
state computation component 332 uses environmental conditions obtained from
cnvironment enging 350 in addition to other dialog state information when calculating the
possible dialog states. The environmental conditions that are used by the dialog system are
in addition to other dialeg information gencrally used within a dialog system, such as but
not lunited to: previous turn language understanding results, specch recognition results
and contidences, knowledge results, previous machine actions, session context, client
context, and the like. The environmental conditions may be associated with one or more
users. Dialog manager 26 determines the machine action or machine actions. The dialog
state information that is used by dialog manager 26 cludes environmental conditions for
the current turn in the dialog as well as environmental conditions for one or more past
turns in the dialog. Dialog eogine 330 provides the deterruined machine action o response
generaior 140,

[0G32] Response generator 140 uses environmental conditions that are obiained from

envirenment engine in addition to the other dialog information to determine what type of
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response to provide the user. For example, the response generator 140 may determine to
provide a spoken response to the user or a visual response to the user. For example, a
Text-to-Speech ("TTS") component may output the response as synthesized speech when
determined. According to an erbodiment, the environmential conditions are updated afier
dialog manager 26 determines the machine action and before response generator 146
recetves the environmental conditions.

{6033} FIGURE 4 llustrates a process for using environmental conditions ina
conversational dialog systerm. When reading the discussion of the routines presented
herein, it should be appreciated that the logical operations of various embodiments are
implemented (1) as a sequence of computer implemented acts or program modules
running on a computing system and/or (2) as interconnected machine logie circuils or
circuit modules within the computing system. The mplementation is a matter of choice
dependent on the performance requirements of the computing system implementing the
invention. Accordingly, the logical operations illustrated and making up the embodiments
described herein are referred to variously as operations, structural devices, acts or
modules. These operalivos, structural devices, acts and modules muy be implemented iu
software, in firmware, in special purpose digital logic, and any combination thereof.
10034]  After a start operation, the process 400 rooves to operation 410, where a user
dialog act is received. The user dialog act may be different types of user input, such as, but
not lunited to: speech 1oput (e.g., an utterance), touch wmput, gesture input, text input, as
well as other types of input. Generally, the user dialog act is part of a conversation with a
dialog svatem,

{0638] Transitioning 1o operation 428, environmenial conditions are determined. The
environmental conditions are associated with ore or more users. For example, the
envirenmental conditions may be current environniental conditions that are associated
with a user making the user dislog act. The environmental conditions may also be current
environmental conditions that are associated with another user that 1s a part of the user
dialog act. For example, the user dialog act may be an act to contact another user. The
environmental conditions may include a variety of differcot conditions, such as, but not
itmited to: weather conditions {e.g., temperature, pressure ... ), traffic conditions, current
activity conditions, a current coraputing device being used, and the like. Geunerally, any
environmental condition may be determined and used by the conversational dialog system.
The current activity conditions may include a variety of differcut environmental

conditions, such as, a location of the user, a velocity of the user, and the like.
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{8036] Moving to operation 430, the machine action 18 deternuned using the
environmental conditions, other dialog state information, and the user dialog act,
According to an embodiment, the environmental conditions are used in addition 1o the
other dialog state information by the conversational dialog system when calculating the
possible dialog states. For example, the other dialog state information may include but is
not limited to: provious turn language understanding results, specch recognition results
and confidences, knowledge results, previous maching actions, session context, client
contexi, and the Hke, The dialog state information includes environmental conditions for
the current turn in the dialog as well as environmental conditions for one or more past
turns in the dialog.

{6037} The following examples llustrate adjusting the machine action using
environmental conditions and the other information in the dialog system to determine the
machine action. The examples are for illustration purposes and are not intended to be
limiting.

{0038] The following 1s an example dialog while a user is driving. 1) User: “Call Paul at

ac

home™; 2) Dialog Systenu “Are you sure you want 10 make the call while driving™ Axs cun
be seen, instead of the machine action being to make the call, the machine action was
adjusted to request whether the user wanted to make the call,

{0039] The next example is a dialog where a user attempts to cali a contact in a time
zone where the countact is Hkely sleeping. 1) User: “Call Paul”; 2) Dialog Systeny: “Paul is
likely sleeping right now. Would vou like t© send a message to Paul instead?” In this
example, the environmental conditions that are associated with the contact changed the
machine action.

{0040} The next example 1s a dialog where a user attompts to place a call while useris in
a roaning mode or the contact 15 in a roanung mode. 1) User: “Call Paul”; Dialog Systom:
“Calling Paul will cost Paul two dollars a minute since he is currently roaming. Would you
{ike to message Paul instead?” In this example, the environmental conditions that changed
the machine action are associated with the current activity of the contact.

{0041} The next example is a dialog where a user attempts to call a contact while the
contact is likely driving, 1) User: “Call Paul”; 2} Dialog System: “Paul may be driving.
Would you like to send a message instead?” Iu this example, the environmental conditions
that changed the machine action are associated with the current activity of the contact.
{0042} The next example is a dialog where a user attempts to call a contact while the

contact is in a notsy environment. 1) User: “Call Paul”™; 2} Dialog System “Paul might not



10

15

[

CA 02913735 2015-11-26

WO 2014/204655 PCT/US2014/041014

be able to hear you well. Would you like to send a message instead?” In this example, the
environmental conditions that changed the machine action are associated with the current
noise conditions of the contact.

{0043} Flowing to operation 440, a response for the machine action is determined using
the environmental conditions, Many different types of responses may be provided (¢.g.,
visual, auditory, haptic ...}, A spokoen response may be provided to the user or a visual
response may be provided to the user. For example, a user may be in a noisy environment,
and the response is adjusted to be louder than normal, The type of response may also be
changed. For exanple, the response may be changed from an auditory response to a visual
FOSPOHSE.

{0644] Moving to operation 450, the response is provided to the user,

{0645)  The process then flows to an end operation and returns to processing other
actions.

{8046] FIGURE 5 illustrates an exemplary online system that uses environmental
conditions in determining a machine action and how to deliver a response in a dialog. As
iHustrated, systermn 1000 includes service 1016, data store 1043, environmental conditions
1590, touch screen input device 1050 {c.g., a slate), smart phone 1030 and display device
10RO,

i0047]  As illustrated, service 1010 is a cloud based and/or enterprise based service that
may be configured to provide services, such as dialog services as described herein, The
service may be interacted with using different types of input and output. For example, a
user may use speech input, touch iuput, hardware based input, and the ke, Functionality
of oue or more of the services provided by service 1010 may alse be configured as a
chiont/server based application.

{06481 As illustrated, scrvice 1010 is a mulii-tonant service that provides resources 1615
and services to any number of tenants (e.g., Tenants [-N}. Multi-tenant service 101015 a
cloud based service that provides resources 1015 to tenants subscribed to the service and
maintains each tenant’s data separately and protected from other tenant data.

{0049 System 1000 as illustrated comprises a tonch screcn input device 1050 (e.g., a
siate device) and smart phone 1030 that detects when a touch input has been recetved
{(c.g., a finger touching or nearly touching the touch screen). Any type of touch screen may
be utilized that detects a user’s touch input. For example, the touch screen may include
one or more layers of capacitive material that detects the touch wnput, Other sensors may

be used in addition to or in place of the capacitive material, For example, lafrared (IR)
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sensors may be used. According to an embodiment, the touch screen is configured to
detect objects that in contact with or above a touchable surface. Although the term "above™
is used in this description, it shouid be understood that the orientation of the touch panel
systemn is irrelevant. The term "above" is intended to be applicable Lo all such orientations.
The touch screen may be configured to determine locations of where touch input is
received (e.g., a starting point, intermediate points and an ending point), Actual contact
between the touchable surface and the object may be detected by any suitable means,
including, for example, by a vibration sensor or microphone coupled to the touch panel. A
non-exhaustive list of examples for sensors to detect contact includes pressure-based
mechanisins, micro-machined accelerometers, piezoelectric devices, capacitive sensors,
resistive sensors, inductive sensors, laser vibrometers, and LED vibrometers,

[0050] According to an embodiment, smart phone 1030, touch screen input device 1050,
and device 1080 are configured with multimodal input and output and each inchide an
application (1031, 1051, 1081) that interact with service 1010,

[0051] As illustrated, touch screen input device 1050, smart phone 1030, and display
device 1080 shows exemplary displays 1052, 1032, and 1082 showing the use of an
application, Data may be stored on a device (e.g., smart phone 1030, touch screen input
device 1050 and/or at some other location (e.g., network data store 1045). Data store 1045,
or some other store, may be used to store an understanding model, as well as other data.
The applications used by the devices may be client based applications, server based
applications, cloud based applications or some combination. According to an-embodiment,
display device 1080 is a device such as a MICROSQFT XBO%IMcouplcd lo a display.
[0052] Dialog manager 26 is configured to perform operations relating to processes as
described herein. Dialog manager 26 is configured 1o access environmental ¢onditions
150. While manager 26 is shown within service 1010, the functionality of the manager
may be included in other locations (o.g., on smart phone 1030 and/or touch screen input
device 1050 and/or device 1080).

[0053] The embodiments and functionalities described herein may operate via a
multitude of computing systems including, without limitation, desktop computer systems,
wired and wireless computing systems, mobile computing systems (e.g., mobile
telephones, netbooks, tablet or slate type computers, notebook computers, and laplop
computers), hand-held devices, multiprocessor systems, mictoprocessor-based or

programmable consumer clectronics, minicomputers, and mainframe computers.
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{0054}  In addition, the embodiments and functionalities described herein may operate
over distributed sysierus (e.g., cloud-based computing systems), where application
functionality, memory, data storage and retrieval and various processing functions may be
operated remotely from each other over a distributed computing network, such as the
internet or an intranet. User interfaces and information of variocus types may be displayed
via on-board computing device displays or via remote display untis associated with one or
more computing devices. For example user interfaces and imformation of various types
may be displayed and interacted with on a wall surface onto which user interfaces and
information of various types are projected. Interaction with the nltitude of computing
systems with which embodiments of the invention may be practiced include, keystroke
entry, touch screen entry, voice or other andio entry, gesture enlry where an associated
computing device is equipped with detection {e.g., camera) functionality for capturing and
interpreting user gestures for controlling the functionality of the computing device, and the
like.

10055] FIGURES 6-8 and the associated descriptions provide a discussion of a variety of
operating environments in which embodiments of the invention way be practived.
However, the devices and systems illustrated and discussed with respect to FIGURES 6-8
are for purposes of example and tllustration and ave not limiting of a vast number of
computing device configurations that may be utilized for practicing embodiments of the
invention, described herein,

{0056} FIGURE 6 is a block diagram illustrating physical components (i.c., hardware) of
a computing device 1100 with which embodiments of the invention may be practiced. The
conputing device components described below may be suitable for the computing devices
described above. In a basic configuration, the computing device 1100 may include at least
one processing unit 1102 and a system memory 1104, Depending on the configuration and
type of computing device, the system memory 1104 may comprise, but is not hiratted to,
volatile storage {e.g., random access memory), non-volatile storage (e.g., read-only
memory), flash memory, or any combination of such memories. The system memory 1104
may inclode ap operating systern 1105 and one or more program modules 1106 suntable
for running software applications 1120 such as the dialog manager 26. The operating
system 1105, {or example, may be suitable {or controlling the operation of the computing
device 1180, Furthermore, embodiments of the invention may be practiced in conjunction
with a graphics library, other operating systems, or any other application program and 18

not lumited to any particular application or system. This basic configuration is ilfustrated in

11



10

15

[

CA 02913735 2015-11-26

WO 2014/204655 PCT/US2014/041014

FIGURE 6 by those components within a dashed line 1108, The computing device 1100
may have additional features or functionality. For example, the computing device 1100
may also include additional data storage devices (removable and/or non-removable) such
as, for example, magnetic disks, optical disks, or tape. Such additional storage is
itlustrated in FIGURE 6 by a removable storage device 1109 and a non-removable storage
device 1110,

{6357)  As stated above, a number of program modules and data files may be stored in
the system memory | 104, While executing on the processing unit 1102, the program
modules 1106 (¢.g., the dialog manager 26} may perform processes including, but not
limited to, one or more of the stages of the micthods and processes illustrated n the
figares. Other program modules that may be used 10 accordance with embodiments of the
present invention may inchide electronic mail and contacts applications, word processing
applications, spreadsheet applications, database applications, shide presentation
applications, drawing or computer-aided application programs, etc.

{0038] Furthermore, cinbodiments of the invention may be practiced in an clectrical
circuil comprising discrete electronic eleruents, packuged or integrated electronie chips
corntaining logic gates, a circutt utilizing a nucroprocessor, or on a single chip containing

electronic elements or microprocessors, For example, ermsbodiments of the invention may

iHustrated 7u FIGURE 6 may be iutegrated outo a single integrated circuit. Such an SOC
device may include one or more processing units, graphics units, communications units,
system vittualization units and various application functionality all of which are integrated
{or “burned”} onto the chip substrate as a single integrated circuit. When operating via an
SOC, the functionality, described herein, with respect to the dialog manager 26 may be
operated via application-specific logic integrated with other components of the computing
device 1100 on the single integrated circuit {chip}. Embodiments of the invention may also
be practiced using other technologics capable of performing logical operations such as, for
example, AND, OR, and NOT, including but not limited to mechanical, optical, fluidic,
and quantum technologies. In addition, embodiments of the invention ray be practiced
within a general purpose computer or in any other circuils or sysiems.

{8659] The computing device 1100 way also have one or more input device(s) 1112
such as a keyboard, a mouse, a pen, a sound input device, a touch input device, ete. The
output device(s) 1114 such as a display, speakers, g priuter, ¢tc, may also be included. The

aforementioned devices are examples and others may be used. The computing device 1100
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may include one or more communication connections 1116 allowing communications with
other computing devices 1118, Examples of suitable coromumeation connections 1116
include, but are not limited to, RF transmitter, receiver, and/or transceiver circuiiry,
universal serial bus (USB), parallel, and/or senial ports,

{8066] The term computer readable media as used herein may include computer storage
media, Computer storage media may include volatile and nonvolatile, reraovable and non-
removable media implemented in any method or technology for storage of information,
such as computer readable instructions, data structures, or program modules. The system
memory 1104, the removable storage device 1109, and the non-removable storage device
1116 are all computer storage media examples {(i.c., memory storage). Computer storage
media may include RAM, ROM, electrically erasable read-only memory (EEPROM),
flash memory or other memory technology, CB-ROM, digital versatile disks (DVD) or
other optical storage, magnetic casseties, magnetic tape, magnetic disk storage or other
magunetic storage devices, or any other article of manufacture which can be used to store
information and which can be accessed by the computing device 1100, Any such computer
storage media way be part of the computing device 1100, Compuier storage media does
not include a carrier wave or other propagated or modulated data signal,

{0661} Communication media may be embodied by computer readable instructions, data
structures, program modules, or other data in a modulated data signal, such as a carrier
wave or other transport mechanisw, and includes any information delivery media. The
term “‘moduiated data signal” may describe a signal that has one or more characteristics set
or changed in such a manner as to encode nformation in the signal. By way of example,
and not limitation, communication media may include wired media such as a wired
network or dircect-wired connection, and wireless media such as acoustic, radio frequency
{RF}, infrared, and other wireless media.

{6062} FIGURES 7A and 7B illusirate a mobile computing device 1200, for example, a
mobile telephone, a smart phone, a tablet personal computer, a laptop computer, and the
like, with which embodiments of the invention may be practiced, With reference to
FIGURE 74, one embodiment of a mobile computing device 1200 for implementing the
embodiments is illustrated. In a basic configuration, the mobile computing device 1200 s
a handheld computer having both input elerents and output elewments, The mobile
computing device 1200 typically includes a display 1203 and one or more input buttons
1210 that aliow the user to enter information into the mobile coraputing device 1200, The

dispiay 1205 of the mobile computing device 1200 may also function as an input device
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{e.g., a touch screen display). I included, an optional side input element 1215 allows
further user 1oput. The side wnput element 1215 may be a rotary switch, a button, or any
other tvpe of manual input clement. In altermative embodiments, mobiic computing device
1200 may incorporate more or less input elements, For example, the display 1205 may not
be a touch screen in some embodiments. n vet another aliernative embodiment, the
mobile computing device 1200 1s a portable phone system, such as a celiular phone, The
maobile computing device 1200 may also include an optional keypad 1235, Optional
keypad 1235 may be a physical keypad or a “soft” keypad generated on the touch screen
display. In various embodiments, the output elements include the display 1203 for
showing a graphical user interface {GUI), a visual indicator 1220 {c.g., a light emitting
diode}, and/or an andio transducer 1225 {e.g., a speaker). In some embodiments, the
mobile computing device 1200 incorporates a vibration transducer for providing the user
with tactile feedback. In yet another embodiment, the mobile computing device 1200
incorporates input and/or output ports, such as an audio input {e.g., a microphone jack}, an
audio output (e.g., 2 headphone jack), and a video output {e.g., s HDMI port) for sending
signals to ur receiving signals rom an external device,

{00663] FIGURE 7B i3 a block diagram illustrating the architecture of one embodiment
of a mobile computing device. That ts, the mobile coruputing device 1200 can incorporate
a system 1202 (i.e., an architecture} to implement some embodiments. In one embodiment,
the system 1202 is imiplemented as a “swart phone” capable of running one or more
applications {¢.g., browser, e-mail, calendaring, contact managers, messaging clients,
games, and media clienis, players). In some embodiments, the system 1202 is integrated as
a computing device, such as an integrated personal digital assistant (PD2A) and wireless
phone,

{¢064] Onc or more application programs 1266 may be loaded into the memory 1262
and run on of in association with the operating system 1264, Exampics of the application
programs include phone dialer programs, e-mail programs, personal information
management {PIM} programs, word processing programs, spreadsheet programs, Internet
browser programs, messaging programs, and so forth. The system 1202 also includes a
non-volatile storage area 1268 within the memory 1262. The non-volatile siorage arca
1268 may be used to store persistent information that should vot be fost if the system 1202
is powered down. The application programs 1266 may use and store information in the
non-volatile storage arca 1268, such as e-mail or other messages used by an e-mail

application, and the like. A synchronization application (not shown) also resides on the
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system 1202 and 1s programimed to interact with a corresponding synchronization
application resident on a host computer to keep the information stored in the non-volatile
storage area 1268 synchronized with corresponding information stored at the host
computer. As should be appreciated, other applications ruay be loaded into the memory
1262 and run on the mobile computing device 1200, including the dialog manager 26 as
described heretn.

{6065]  The system 1202 has a power supply 1270, which may be implemented as one or
more batteries, The power supply 1270 might further include an external power source.,
such as an AC adapter or a powered docking cradie that supplements or recharges the
batteries.

{6066] The system 1202 may also include a radio 1272 that performs the function of
transmitting and receiving radio frequency communications. The radio 1272 facilitates
wireless connectivity between the system 1202 and the “outside world”, viaa
communications cagrier or service provider. Transmissions to and from the radio 1272 are
conducted under control of the operating system 1264, In other words, communications
recetved by the vadio 1272 may be disserninated to the application programs 1266 via the
operating system 1264, and vice versa.

180671 The visual indicator 1220 may be used to provide visual notifications, and/or an
audio interface 1274 may be used for producing audible notifications via the audio
transducer 1225, Tu the dlustrated erabodivnent, the visual indicator 1220 is a light eruitting
diede (LED) and the audio transducer 1225 is a speaker. These devices may be directly
coupled to the power supply 1270 so that when activated, they remain on for a duration
dictated by the notification mechanism even though the processor 1260 and other
componenis might shut down for conserving battery power. The LED may be programmed
to remain on indefinitely until the user takes action to indicate the powered-on status of the
device. The audio interface 1274 1s used to provide audible signals to and receive audible
signals from the user. For example, in addition to being coupled to the audio transducer
1225, the audio interface 1274 may also be coupled to a microphone to receive audible
input, such as to facilitate a telephone conversation. In accordance with embodiments of
the present invention, the microphone may also serve as an audio sensor to facilitate
control of notifications, as will be described below, The system 1202 may {urther 1nclude
a video tnterface 1276 that enables an operation of an on-board camera to record still

images, video stream, and the hike,
fard b 5
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{B068] A mobile computing device 1200 implementing the system 1202 may have
additional features or functionality, For example, the mobile computing device 1200 may
also include additional data storage devices (removable and/or non-removable) such as,
maguetic disks, optical disks, or tape. Such additional storage is ilfustrated in FIGURE 7B
by the non-volatile storage arca 1268, Mobile computing device 1200 may also include
peripheral device port 1230,

{6669} Data/information generated or captured by the mobile computing device 1200
and stored via the system 1202 may be stored locally on the mobile computing device
1200, as described above, or the data miay be stored on any number of storage media that
may be accessed by the device via the radio 1272 or via a wired conncction between the
mobile compating device 1200 and 4 separate computing device associated with the
mobile computing device 1200, for example, a server computer in a distributed computing
network, such as the Internet. As should be appreciated such dala/intformalion may be
accessed via the mobile computing device 1200 via the radio 1272 or via a distributed
computing network. Similarly, such data/mformation may be readily transforred between
computing devices for storage and use aceording (o well-kpown data/information trunsfer
and storage means, including electronic mail and collaborative data/information sharing
systems,

{0076 FIGURE 8 illustrates an embodiment of an architecture of an exemplary system,
as described above. Content developed, interacted with, or edited in association with the
dialog manager 26 may be stored in different communication channels or other storage
types. For example, various documents may be stored using a directory service 1322, ¢
web portal 1324, a matibox service 1326, an instant messaging store 1328, or a social
networking site 1330, The dialog manager 26 may use any of these types of systems or the
like for cnabling data utilization, as described herein. A server 1320 may provide the
dialog manager 26 to clients. As one example, the server 1320 may be a web server
providing the dialog manager 26 over the web. The server 1320 may provide the dialog
manager 26 over the web to clients through a network 1315, By way of example, the client
compuiing device may be implemented as the computing device 1100 and embodied in a
personal computer, a tablet computing device 1310 and/or a mobile computing device
1200 (e.g., a smart phone). Any of these emwbodiments of the client computing device
1106, 1310, and 1200 way obtain content from the store 1316,

{0071} Embodiments of the present invention, for exaraple, are described above with

reference 10 block diagrams and/or operational illustrations of methods, systems, and
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computer program products according to embodiments of the invention, The functions/acts
noted in the blocks may-occur out of the order as shown in any flowchart. For example,
two blocks shown in succession may in fact be executed substantially concurrently or the
blocks may sometimes be execuled in the reverse order, depending upon the
5 functionality/acts involved.

[0072] The description and illustration of one or more embodiments provided in this
application are not intended to limit or restrict the scope of the invention as claimed in any
way. The embodiments, examples, and details provided in this application are considered
sufficient to convey possession and enable others to make and use the best mode of

10 claimed invention. The claimed invention should not be construed as being limited to any
embodiment, example, or detail provided in this application. Regardless of whetheér shown
and described in combination or separately, the various featurés (both structural and
methodological) are intended to be selectively included or omitted to produce an
embodiment with a particular set of features. Having been provided with the description,

15 and illustration of the present application, one skilled in the art may envision variations,
madifications, and alternate embodiments falling within the broader aspects of
the gencral inventive concept embodied in this application that do not depart. from the

broader scope of the claimed invention,
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CLAIMS:

1. A computer-implemented method, performed by at least one processor, for
using environmental conditions in addition to other dialog state information in a

conversational dialog system, comprising:
receiving a user dialog act requesting a computer system to perform a task;

based on the user dialog act, determining a first machine action to perform

the task;

accessing environmental conditions that are associated with the user dialog

act;

based on the environmental conditions and the user dialog act, determining a
second machine action other than performing the task, wherein the second machine action

at least temporarily prevents completion of the first machine action; and
performing the second machine action to provide a response to a user.

2. The method of claim 1, further comprising determining a response type for

the second machine action based on the environmental conditions.

3. The method of claim 1, wherein accessing the environmental conditions that
are associated with the input comprises accessing at least one of: a location; a noise level; a

velocity; a temperature; a current activity, or a current computing device.

4. The method of claim 1, wherein the environmental conditions comprise

environmental conditions associated with another user.

5. The method of claim 1, wherein determining the machine actions based on
the environmental conditions and the user dialog act comprises using at least one of a rules

based model or a statistical model.

18
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6. The method of claim 2, wherein determining the response type comprises
using the environmental conditions to determine a type of response from: an audible

response or a visual presentation of the response.

7. The method of claim 1, further comprising updating the environmental

5 conditions after determining the second machine action.

8. The method of claim 1, further comprising receiving a selection of

environmental conditions that may be used for a particular user.

9. The method of claim 1, further comprising updating a dialog policy to

include rules relating to different environmental conditions.

10 10.  The method of claim 1, wherein the response comprises a prompt to the user,
wherein the prompt requests an additional response from the user based on the

environmental conditions and the requested task.

11. A computer-readable storage device storing computer-executable
instructions for using environmental conditions in addition to other dialog state information

15  in a conversational dialog system, comprising:
receiving a user dialog act requesting a computer system to perform a task;

based on the user dialog act, determining a first machine action to perform
the task;

accessing environmental conditions that are associated with the user dialog

20 act;

2>

based on the environmental conditions and the user dialog act, determining a
second machine action other than performing the task, wherein the second machine action

at least temporarily prevents completion of the first machine action; and

performing the second machine action to provide a response to a user.

19
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12.  The computer-readable storage device of claim 11, wherein accessing the
environmental conditions that are associated with the input comprises accessing at least
one of: a current activity being performed when the user dialog act is received or a current

computing device.

13.  The computer-readable storage device of claim 11, wherein the
environmental conditions comprise environmental conditions that are associated with a

current contact.

14.  The computer-readable storage device of claim 11, wherein determining the
machine actions comprises using a rules based model that include rules for different

environmental conditions.

15.  The computer-readable storage device of claim 11, further comprising
instruction for using the environmental conditions to determine a type of response from: an

audible response or a visual presentation of the response.

16.  The computer-readable storage device of claim 11, further comprising
updating the environmental conditions after determining the second machine action using

the environmental conditions.

17. A system for using environmental conditions in addition to other dialog state

information in a conversational dialog system, comprising:
a processor and memory;
an operating environment, executing using the processor; and
a dialog manager that is configured to perform actions comprising:
receiving a user dialog act requesting a computer system to perform a task;

based on the user dialog act, determining a first machine action to perform

the task;

20
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accessing environmental conditions that are associated with a user dialog

act;

determining a second machine action, other than performing the task, using
the user dialog act and the environmental conditions, wherein the second machine action at

least temporarily prevents completion of the first machine action; and
performing the second machine action to provide a response to a user.

18. The system of claim 17, wherein accessing the environmental conditions
comprises accessing at least one of: a current activity being performed when the user dialog

act is received or a current computing device when authorized.

19.  The system of claim 17, wherein the dialog manager is further configured to
determine, based on the environmental conditions, a type of response from: an audible

response or a visual presentation of the response.

20.  The system of claim 17, wherein the dialog manager is further configured to
update the environmental conditions after determining the second machine action using the

environmental conditions.
21. A system comprising:
at least one processor; and

a memory storing instructions that when executed by the at least one processor

perform a set of operations comprising;:

receiving a user dialog act requesting a computer system to perform a task

involving a contact;

accessing environmental conditions that are associated with the contact,
wherein the environment conditions include at least one of a noise level, a time zone, or a

temperature;

21
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based on the environmental conditions and the user dialog act, determining

a machine action to display a suggestion to send a text-based message to the user; and
performing the machine action to display the suggestion to the user.
22.  The system of claim 21, wherein the task is calling the contact.

23.  The system of claim 21, wherein the machine action is displaying a suggested

action other than the task.

24.  The system of claim 23, wherein the suggested action is messaging the

contact.

25.  The system of claim 21, wherein the environmental conditions that are

associated with the contact include a noise level.

26.  The system of claim 21, wherein determining the machine action is further
based on dialog state information, wherein the dialog state information includes at least one

of:

previous turn language understanding results, speech recognition results and

confidences, knowledge results, previous machine actions, session context, or client context.

27.  The system of claim 21, wherein the environmental conditions indicate that the
contact is in at least one of the following conditions: in a roaming service area or in a noisy

environment.

28. A computer-implemented method, performed by at least one processor, for

using environmental conditions of a contact in a conversational dialog system, comprising:

receiving a user dialog act requesting a computer system to perform a task

involving the contact;

accessing environmental conditions that are associated with the contact;

22
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determining from the environmental conditions that the contact is in at least
one of the following conditions: a roaming service area or a time zone where the time is

night;

based on the determination from the environmental conditions, determining

a machine action; and
performing the machine action to provide a response to the user.
29. The method of claim 28, wherein the task is calling the contact.

30.  The method of claim 28, wherein the machine action is displaying a suggested

action other than the task.

31.  The method of claim 30, wherein the suggested action is messaging the

contact.

32. The method of claim 28, wherein the environmental conditions that are
associated with the contact include at least one of: a location; a noise level; a velocity; a

temperature; a current activity; or a current computing device.

33.  The method of claim 28, wherein determining the machine action is further
based on dialog state information, wherein the dialog state information includes at least
one of: previous turn language understanding results, speech recognition results and
confidences, knowledge results, previous machine actions, session context, or client

context.

34. The method of claim 28, wherein the environmental conditions further indicate

that the contact is in a noisy environment.

35. A storage device storing computer-executable instructions for using
environmental conditions of a contact in a conversational dialog system, the instructions

comprising:
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receiving, from a user, a user dialog act requesting a computer system to call

the contact;
accessing environmental conditions that are associated with the contact;

based on the environmental conditions and the user dialog act, determine a

suggested action other than calling the contact;

providing the suggested action to the user, wherein the suggested action is

sending a text-based message to the contact;
receiving further input from the user; and
based on the further input, sending a text-based message to the contact.

36.  The storage device of claim 35, wherein the environmental conditions that are

associated with the contact include at least a noise level.

37.  The storage device of claim 35, wherein the environmental conditions that are
associated with the contact include at least one of: a location; a noise level; a velocity; a

temperature; a current activity; or a current computing device.

38.  The storage device of claim 35, wherein the environmental conditions indicate
that the contact is in at least one of the following conditions: in a roaming service area,

driving, or in a noisy environment.

39. The storage device of claim 35, wherein determining the suggested action is
further based on dialog state information, wherein the dialog state information includes at
least one of: previous turn language understanding results, speech recognition results and

confidences, knowledge results, previous machine actions, session context, or client context.
40.  The storage device of claim 35, wherein the instructions further comprise:

accessing environmental conditions that are associated with the user; and
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based on the environmental conditions that are associated with the user,
determining an output type for providing the suggested action to the user, wherein the output

type is at least one of audible or visual.

25

Date Regue/Date Received 2021-09-15



CA 02913735 2015-11-26

WO 2014/204655 PCT/US2014/041014

1/9
Permissions Machine Dial Response
. Action lalog Generator
and Ssttings G Policy .
110 enerator 110 {speech, visual}
120 140

Dialog Manager
28
Understanding Dialog
Model(s) State Information
160 Dialog Service 105 145
User Other
Envirenmental Environmental
Conditions Conditions
152 154
Environmental Conditions 150

~ ‘ — < [-115
= 5]

Multimodal Input/Ouiput <

Application
110




CA 02913735 2015-11-26

[293

WO 2014/204655 PCT/US2014/041014
2/9
Permissions Filter(s) Log(s)
212
Settings 210
Dialog Service 105

Setlings Ul Audit Ui
222 226
Setings U
224 228

Application 110




CA 02913735 2015-11-26

WO 2014/204655 PCT/US2014/041014

3/9
‘[—30@
Input input Language .
—P Manager DUnderstanding|—————— bialog $t§ta
Computation
310 320
332
Dialog
Manager
28
Environment
Eg%f@ne > Dialog Engine
330
Machine
Action
Response
Generator
140

Response




WO 2014/204655

CA 02913735 2015-11-26

4/9

START

PCT/US2014/041014

[-49{?

Receiving a User ,\jﬁﬁ
Dialog Act
v
Determine 420
Environmental [N\J
Conditions
v
Determine Machine f\jmg
Action using
Environmential
Conditions and
gther Information
and User Dialog Act
Determine 440
Response using [~Y
Environmental
Conditions and
other Information
450
Provide Response NJ

END




CA 02913735 2015-11-26

Application
1051

WO 2014/204655 PCT/US2014/041014
5/9
4
[ 800
Tenant 1 gl 1032
w4
Tenant 2 [1 030
Resources
1015
Application
Tenant N 1031
<>
Dialog Manager 26 O O I:I O O
Service EBEEEBEEBEEEE)
1010 I EEEEEEEE )
] . T Y| =lels]s]=]=)
Data Store 1045 _ Display Device 1080
Environmental
Understanding Conditions 1082
Mode! 150 N\~
Application
1081
v .
I L .\ [‘1 659
lll = [ )




CA 02913735 2015-11-26

WO 2014/204655 PCT/US2014/041014

6/9
COMPUTING DEVICE
I
' l
: SYSTEM MEMORY |
l .
! OPERATING SYSTEM :
I I
! 1405 !
| | REMOVABLE
: PROGRAM MODULES : STORAGE
I I
1109
! APPLICATIONS : —
| I
| ! ,
! DIALOG MANAGER | | NON-REMOVABLE
. . STORAGE
| I
i 25 | 1110
| I
| |
: : INPUT DEVICE(S)
I
: PROCESSING UNIT | 1 1110
l . —
I |
I |
: }  |OUTPUT DEVICE(S)
I |
! : 1114
! 1102| !
I I
! 190 | COMMUNICATION
! — ! CONNECTIONS
| ' 1116
! 1106 ! —
I I
' l
: 1104 ,
' l
e 1108,
1100
OTHER
COMPUTING
DEVICES
1118




CA 02913735 2015-11-26

WO 2014/204655

PCT/US2014/041014
7/9
12|3@
122545 O L1200
1220-H]
1215
1205
1:21(:——(.) O O_%_—’azm

OO0l |‘I
e+ OO0 OO0,
o o o o e

Mobile Computing Device




CA 02913735 2015-11-26

WO 2014/204655 PCT/US2014/041014

MANAGER

8/9
1202
4 )(
—_——
mﬂ( PROCESSOR ]— / — 1266
: I .);

l .
| _— 26

le——>| DIALOG

— |
|

120y 1 DISPLAY
— /

1230 PERIPHERAL
DEVICE PORT
L— 1268
(e
KEYPAD —
POWER /_ 1270

é 4 SUPPLY

RADIO ENTERF‘\CE
LAYER

VIDED AUDIO J
\_ Y,

“r“—f‘r’
I
;

INTERFACE INTERFACE

.1276—/ 1274—/

(_\_

[N
N
-.\j
F\J




CA 02913735 2015-11-26

WO 2014/204655 PCT/US2014/041014

9/9
GENERAL TABLET MOBILE
COMPUTING COMPUTING COMPUTING
DEVICE DEVICE DEVICE
1100 1310 1200

NETWORK
1345

SERVER

DIALOG
MANAGER

28] 4329

v v Y v

INGTANT SOCIAL
DIRECTORY WEB MAILBOX MESSAGING| INETWORKING
SERVICES PORTAL SERVICES STORES SERVICES

1322

1324 1326 1328 1330




START

[400

Recsiving a User \j{-10
Dlalog Act
v
Determing 420
Environmental ™~J
Conditions
Determine Machine —\/430
Action using
Environmental
Conditions and
other Information
and User Dialog Act
Datermine 449
Response using [~/
Envirenmental
Conditions and
other Information
]
450
Provide Response [~J




	Page 1 - COVER_PAGE
	Page 2 - ABSTRACT
	Page 3 - ABSTRACT
	Page 4 - DESCRIPTION
	Page 5 - DESCRIPTION
	Page 6 - DESCRIPTION
	Page 7 - DESCRIPTION
	Page 8 - DESCRIPTION
	Page 9 - DESCRIPTION
	Page 10 - DESCRIPTION
	Page 11 - DESCRIPTION
	Page 12 - DESCRIPTION
	Page 13 - DESCRIPTION
	Page 14 - DESCRIPTION
	Page 15 - DESCRIPTION
	Page 16 - DESCRIPTION
	Page 17 - DESCRIPTION
	Page 18 - DESCRIPTION
	Page 19 - DESCRIPTION
	Page 20 - DESCRIPTION
	Page 21 - DESCRIPTION
	Page 22 - DESCRIPTION
	Page 23 - DESCRIPTION
	Page 24 - CLAIMS
	Page 25 - CLAIMS
	Page 26 - CLAIMS
	Page 27 - CLAIMS
	Page 28 - CLAIMS
	Page 29 - CLAIMS
	Page 30 - CLAIMS
	Page 31 - CLAIMS
	Page 32 - DRAWINGS
	Page 33 - DRAWINGS
	Page 34 - DRAWINGS
	Page 35 - DRAWINGS
	Page 36 - DRAWINGS
	Page 37 - DRAWINGS
	Page 38 - DRAWINGS
	Page 39 - DRAWINGS
	Page 40 - DRAWINGS
	Page 41 - REPRESENTATIVE_DRAWING

