
(

(51) International Patent Classification: (81) Designated States (unless otherwise indicated, for every
A63F 13/213 (2014.01) A63F 13/54 (2014.01) kind of national protection av ailable) . AE, AG, AL, AM,
A63F 13/65 (2014.01) A63F 13/69 (2014.01) AO, AT, AU, AZ, BA, BB, BG, BH, BN, BR, BW, BY, BZ,

CA, CH, CL, CN, CO, CR, CU, CZ, DE, DJ, DK, DM, DO,
(21) International Application Number:

DZ, EC, EE, EG, ES, FI, GB, GD, GE, GH, GM, GT, HN,
PCT/EP20 19/072271

HR, HU, ID, IL, IN, IR, IS, JO, JP, KE, KG, KH, KN, KP,
(22) International Filing Date: KR, KW, KZ, LA, LC, LK, LR, LS, LU, LY,MA, MD, ME,

20 August 2019 (20.08.2019) MG, MK, MN, MW, MX, MY, MZ, NA, NG, NI, NO, NZ,
OM, PA, PE, PG, PH, PL, PT, QA, RO, RS, RU, RW, SA,

(25) Filing Language: English SC, SD, SE, SG, SK, SL, SM, ST, SV, SY, TH, TJ, TM, TN,
(26) Publication Language: English TR, TT, TZ, UA, UG, US, UZ, VC, VN, ZA, ZM, ZW.

(71) Applicant: LEGO A/S [DK/DK]; Aastvej 1, 7190 Billund (84) Designated States (unless otherwise indicated, for every
(DK). kind of regional protection available) . ARIPO (BW, GH,

GM, KE, LR, LS, MW, MZ, NA, RW, SD, SL, ST, SZ, TZ,
(72) Inventors: WALKER, Morgan James; c/o LEGO A/S, UG, ZM, ZW), Eurasian (AM, AZ, BY, KG, KZ, RU, TJ,

Aastvej 1, 7190 Billund (DK). STORM, Henrik Munk; c/ TM), European (AL, AT, BE, BG, CH, CY, CZ, DE, DK,
o LEGO A/S, Aastvej 1, 7190 Billund (DK). EE, ES, FI, FR, GB, GR, HR, HU, IE, IS, IT, LT, LU, LV,

(74) Agent: GUARDIAN IP CONSULTING I/S; Diplomvej, MC, MK, MT, NL, NO, PL, PT, RO, RS, SE, SI, SK, SM,

Building 381, 2800 Kgs. Lyngby (DK). TR), OAPI (BF, BJ, CF, CG, Cl, CM, GA, GN, GQ, GW,
KM, ML, MR, NE, SN, TD, TG).

(54) Title: INTERACTIVE MUSIC PLAY SYSTEM

5

FIG. 1

(57) Abstract: An interactive music play system, comprising a plurality of toy elements, an image capturing device, a processing unit
and a music rendering device; wherein the image capturing device is configured to capture one or more images of a user-selected subset
of said toy elements arranged in a field of view of the image capturing device; wherein the processing unit is configured to: recognise
the user-selected subset of toy elements in the one or more captured images; create a musical presentation based on one or more of the
recognised toy elements; cause the music rendering device to present the created musical presentation to the user.
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Interactive music play system

TECHNICAL FIELD

The present disclosure relates to the application of computer vision technology for

toys-to-life applications and, more particularly, to an interactive music play system

employing such technology.

BACKGROUND

Different attempts of integrating physical objects into virtual play have been made.

However, it remains desirable to provide ways of linking the physical world and a

virtual play experience which may stimulate the interactive involvement of the user

and provide an entertaining play experience. Therefore there is a need for a new

approach to interactive play.

US8017851 discloses a system and method for physically interactive music games.

US 9183755 discloses a system and method for learning, composing, and playing

music with physical objects.

In view of this prior art it remains desirable to provide improved systems that provide

additional mechanisms for versatile interactions by the user with the digital system

and that provide an entertaining play experience.

SUMMARY

Disclosed herein are various aspects of an interactive music play system. The inte r

active music play system comprises a plurality of toy elements, an image capturing

device, a processing unit and a music rendering device.

The image capturing device is configured to capture one or more images of a user-

selected subset of said toy elements arranged in a field of view of the image captur

ing device. The one or more images may be captured as one or more still images or

as a stream of video images.

The processing unit is configured to:



recognise the user-selected subset of toy elements in the one or more cap

tured images;

create a musical presentation based on one or more of the recognised toy

elements; and to

cause the music rendering device to present the created musical presenta

tion to the user.

The audio rendering device comprises an audio output for presenting an audible

presentation of the music. The musical presentation may be an audio-visual presen

tation. Accordingly, the audio rendering device may further comprise a display for

presenting a visual portion of the audio-visual musical presentation, e.g. including a

visual representation of one or more performers presenting the music. The visual

presentation may be in the form of a partially or completely animated video. Accord

ingly, creating the musical presentation may comprise creating an audio presenta

tion or an audio-visual presentation.

According to a first aspect, the processing unit is further adapted to:

cause, responsive to one or more of the recognized toy elements, the music

rendering device to provide, one or more user-activatable user-interface e l

ements, and to

cause the music rendering device to alter, responsive to a user-activation of

one or more of the user-interface elements, the presented musical presenta

tion.

Accordingly, the created musical presentation is an interactive presentation that may

be modified by the user by activating the user-interface elements. The user-interface

elements may be graphical user-interface elements displayed on a display, such as

a touch screen, such as virtual buttons, sliders, dials, etc. that may be activated e.g.

by the user interacting with the touch screen at a location corresponding to the d is

played user-interface element. To this end, at least some of the toy elements may

represent or otherwise be associated with a respective user-activatable virtual func

tion and, in particular, a modification of the musical presentation. Examples of such

functions may be the display of visual effects as part of the visual presentation, the

modification of a virtual character representing an artist performing a piece of music,



the playing of sounds in addition to the music, the altering of the music, and/or the

like. Examples of modifications of a virtual character may include a change of the

visual appearance of the virtual character, e.g. the change of the character ' s cos

tume, accessories, facial expression, hair style, etc. Other examples of modifications

of a virtual character may include changes to the behaviour of the virtual character,

e.g. by triggering selected dance moves, and/or the like.

Accordingly, the system allows the user to customize the user interface and to select

preferred functions to be activatable by user-interface elements. Accordingly, an

easy to use mechanism of selecting a number of user-interface elements that are to

be provided, e.g. to be positioned on the display, is provided. This is particularly

useful as the available display area and, hence, the number of user-interface e le

ments that can be positioned within the display area without obscuring the musical

presentation to be displayed is rather limited. Accordingly only relatively few user-

interface elements can be positioned within the display area and be reliably activat

able. As the system may include a large number of possible functions, a selection of

a subset of activatable functions may therefore be necessary. This selection may

involve a tedious task of finding and selecting functions in a menu, a process which

is notoriously difficult for children. The present system provides an interactive mech

anism for customizing the user-interface that utilizes a tangible and intuitive interac

tion with the physical toy elements.

In some embodiments, the plurality of toy elements may comprise a plurality of

computer-recognizable tokens, such as tiles or other toy elements that are conf ig

ured to be recognized by the processing unit in the captured one or more images. In

particular, the tokens may be configured to be individually recognizable and distin

guishable from each other. For example, the tokens may include respective one or

more visually recognizable markers, e.g. color codes, geometric patterns, decora

tions and/or other form of insignia. Alternatively or additionally, the tokens may have

respective recognizable shapes. It will be appreciated that the processing unit may

be configured to recognize the tokens and to distinguish different tokens from each

other by means of respective markers, respective color codes, respective shapes of

the tokens and/or based on a combination of one or more of the above and/or other

visually recognizable features. For example, different tokens may represent respec-



tive user-activatable functions and corresponding user-interface elements for act i

vating the associated functions. In some embodiments, certain combinations of to

kens may also be associated with certain user-interface elements. Hence, the pro

cessing unit may be configured to detect combinations of tokens and select a func

tion and a corresponding user-interface element responsive to the detected combi

nation.

Accordingly, in some embodiments, the plurality of toy elements comprises a plurali

ty of tokens configured to be individually recognizable and distinguishable from each

other by the processing unit in an image depicting at least one or more of the to

kens; and the processing unit is further adapted to:

cause the music rendering device to provide, responsive to recognizing one

or more of the tokens in the one or more captured images, one or more user-

activatable user-interface elements, in particular one or more user-interface

elements associated with one or more of the recognized tokens, and to

cause the music rendering device to alter, responsive to a user-activation of

one or more of the user-interface elements, the presented musical presenta

tion.

Altering may be in real-time, i.e. during the presentation of the musical presentation,

thus allowing the user to affect the presentation while the user watches and listens

to the musical presentation. The effect or function triggered by activating a user-

interface element may thus be activated directly in response to the activation of the

user-interface element, in particular substantially instantaneously or with only a short

delay such that the user clearly recognizes the activation of the function as having

been triggered by the activation of the user-interface element.

The musical presentation includes music, such as a piece of music, e.g. a song

such as a song of popular music. The musical presentation may include a visual

representation of one or more performers/artists presenting the music.

In some embodiments, the system may be configured to select one or more virtual

characters and use the selected one or more virtual characters as performers, i.e. to

create a visual presentation showing the one or more virtual characters performing a



piece of music. The system may have stored or otherwise have access to a plurality

of virtual characters that can be selected, e.g. as suitable data structures represent

ing the visual appearance and virtual behaviour of the virtual characters. The selec

tion of the virtual character may be automatic, responsive to a user input or respon

sive to another trigger. For example, the virtual character may be selected randomly

from a stored set of characters, or based on a user selection of a character from the

set of stored characters, or based on a recognized physical toy figurine and/or the

like. The system may allow the user to customize the selected virtual character, e.g.

by adding clothing items, accessory items, musical instruments etc. Other examples

of customizations may include the assignment of capabilities, such as dance moves,

vocal capabilities, the ability to play certain instrument solos, etc.

In some embodiments, the plurality of toy elements comprises one or more f igu

rines, each representing an artist or music performer. The processing unit may be

configured to recognize one or more figurines in the one or more captured images.

To this end at least some of the captured images may depict the one or more f igu

rines alone or together with one or more other toy elements, e.g. tokens as de

scribed herein. In some embodiments, the processing unit is configured, responsive

to recognizing the one or more figurines in the one or more captured images, to se

lect corresponding one or more virtual characters associated with the recognized

one or more figurines and to create a visual presentation showing the one or more

virtual characters performing a piece of music.

Alternatively or additionally, the processing unit may be configured, responsive to

recognizing the one or more figurines in the one or more captured images, to pro

vide another function associated with one or more virtual characters associated with

the recognized one or more figurines and to include the function in the created m u

sical presentation. Examples of such functions may include unlocking and/or trigger

ing one or more capabilities of the virtual character or other functions involving the

virtual character, e.g. a function allowing the user to create a recording of the musi

cal presentation involving the virtual character, allowing a user to define dance

moves to be performed by the virtual character, etc. Accordingly, in some embodi

ments, the plurality of toy elements comprises one or more figurines, each repre

senting an artist or music performer and wherein the processing unit is configured to



create an interactive audio-visual presentation showing a virtual character perform

ing a piece of music and, responsive to recognizing the one or more figurines as

corresponding to the virtual character, to modify the created interactive audio-visual

presentation.

The one or more figurines and the tokens may be recognized in a single image, i.e.

the processing unit may be configured to detect one or more figurines and one or

more tokens in the same image. Detecting a figurine and one or more tokens in the

same image provides a simple mechanism for allowing the user to cause the system

to associate selected user-activatable functions with a particular virtual character. In

other embodiments, the processing unit may be configured to detect one or more

figurines and one or more tokens in respective images.

In some embodiments, the image capturing device is further adapted to capture one

or more images of a real-world scene or of a representation of such a scene; and

wherein the processing unit is configured to create a visual presentation showing the

virtual character moving about the scene and performing a piece of music. The sce

ne may e.g. represent a stage or another location for a music performance. In some

embodiments the toy elements comprise a plurality of toy construction elements

allowing the user to build a stage or other scene. The tokens and/or figurine may be

toy construction elements (or constructed from toy construction elements) compati

ble with the toy construction elements for building the stage. Accordingly, the user

may engage in physical play in addition to a virtual play experience.

The recognition of one or more figurines and/or tokens and the capturing of an im

age of a scene may be based on a single captured image (or a single video stream)

or on in respective captured images/video streams.

In some embodiments, the image capturing device may be configured to initially

capture one or more images of the one or more figurines and, optionally, of one or

more tokens. The image capturing may be configured to subsequently capture a

video of a real-world scene and to augment the captured video with a virtual charac

ter moving about the real-world scene and performing a piece of music. The pro-



cessing unit may further be configured to augment the captured video with one or

more user-interface elements selected based on the recognized tokens.

According to a second aspect, at least one of the toy elements is a figurine; wherein

the image capturing device is further adapted to capture one or more images of a

real-world scene; and wherein creating the musical presentation comprises:

selecting at least one virtual character responsive to the recognized figurine;

creating a visual portion of an audio-visual musical presentation from the one

or more captured images of the real-world scene and including a representa

tion of the selected at least one virtual character within the scene;

animating the representation of the virtual character to represent perfor

mance of a piece of music by said virtual character within the scene.

The real-world scene may have a scale corresponding to the figurine or it may have

a different scale. For example, the figurine may have a size of one or a few centime

tres, while the real-world scene may correspond to the environment of the user, e.g.

a real-world stage for human size artists, the room or outdoor environment where

the user is located. Alternatively, the image of a real-world scene may be an image

of a toy model, e.g. a toy construction model of a stage or other location, where the

toy model may or may not be at the same scale as the figurine. Animating the repre

sentation of the virtual character may thus include scaling the representation of the

virtual character relative to the scene. The scaling may be responsive to a user input

and/or based on an automatic detection of a scale, e.g. from the captured image(s).

The acquisition of one or more images of an object for recognition of the object

and/or for importing a representation of the object into a digital environment will also

be referred to as “scanning” the object. Accordingly, a system is provided that allows

a user to scan a scene (e.g. a toy construction model) and to scan a physical figure

and/or modifier tokens, e.g. tags, tiles, markers etc. The system then presents a

virtual scene (or an image or video of the captured scene) where one or more virtual

characters move about the scene (e.g. move about a virtual/animated scene or as

augmented reality content augmenting a video/image of the real-world scene), e.g.

as part of a music performance, a story, etc. Aspects of the figure, the scene and/or



the performance may then be modified by the system based on the scanned modif i

er tokens and/or the scanned figurine.

In some embodiments, the system may provide functionality allowing a user to de

fine movements to be performed by one or more virtual character, e.g. dance

moves. In some embodiments, the system may allow the definition of movements by

a motion capture process. For example, a user may use the system to capture a

video of a person performing a dance move or other movement. The system may be

configured to capture the performed movement, preferably by a markerless tech

nique, and to apply the captured movement to a virtual character. For example, to

this end, the processing unit may process the captured video to detect the person,

associate a virtual skeleton with the detected person and track movements of the

virtual skeleton when the person moves. The processing unit may then map a corre

sponding virtual skeleton to the virtual character and cause the virtual character to

move according to the tracked movements of the virtual skeleton.

According to a third aspect, the system comprises a storage container for storing the

toy elements of the system described herein. The storage container may e.g. be a

box made from a suitable material having a size and shape that it can easily be ca r

ried around by a user or even be put into a pocket. The storage container is conf ig

ured such that it also includes or forms a support structure / scanning station for

supporting the toy elements when an image is captured of the toy elements a r

ranged in a predetermined spatial configuration relative to each other by the image

capture device. Preferably, the support structure is configured to receive and retain

the toy elements in a predetermined spatial configuration. Hence, a reliable acquisi

tion of images suitable for recognizing the toy elements and, optionally, of the spatial

configuration of multiple toy elements relative to each other is facilitated.

The container may be configured for accommodating one or more figurines and/or a

plurality of tokens; wherein the container comprises a cover portion that is movable

between an open state and a closed state, such that the figurine and/or the tokens

can only be removed from the container when the cover is in its open state. The

container further comprises or forms a support structure to which the figurine and/or

at least a subset of the tokens can be detachably attached such that an image of the



one or more figurines and/or tokens can be captured wherein the one or more f igu

rines and/or tokens are arranged in a predetermined spatial configuration relative to

each other and relative to the support structure.

In some embodiments the container is configured such that the support structure

only allows capturing an image of the figurine and/or the tokens in the predeter

mined spatial configuration when the cover is in its open stage and/or when the

support structure has been removed from the container.

To this end the support structure may be removable from the container or movable

between a storage configuration and a scanning configuration. Alternatively or addi

tionally, the cover may be configured to at least partially conceal the figurines and/or

tokens from view when the cover is in its closed state.

In some embodiments, the support structure may be configured to receive tokens

and/or one or more figurines in a single spatial configuration only, or in a limited

number of spatial configurations. In some embodiments, the one or more tokens

and/or figurines each comprise one or more coupling members and the support

structure comprises one or more coupling members operable for interengaging cor

responding coupling members of the tokens and/or figurines. The coupling members

may be configured such that they allow a user to connect the tokens and/or figurine

with the support structure in predetermined respective positions and/or orientations

relative to the support structure such that the tokens and/or figurines can be detach

ably received by the support structure in one or a limited number of predetermined

spatial configurations relative to each other; optionally such that the tokens and/or

figurines can only be so received. Accordingly, the support structure serves to aid

the correct placement of the tokens and/or figurines in one or more predetermined

spatial configuration relative to each other, thus reducing the risk of unsuccessful

recognition due to improper placement of the tokens and/or figurines. Moreover, the

support structure also helps to ensure that the tokens and/or figurines remain in the

predetermined spatial configuration during the image acquisition or in order to facili

tate a repeated presentation of the same set of tokens and/or figurines. As the sup

port structure is included or integrated in the container, a safe and easy handling



and storing of the tokens and/or figurines is facilitated and the risk of loosing or

damaging the toy elements is reduced.

In some embodiments, the processing unit is further configured to recognise the

support structure in addition to recognising the one or more tokens and/or figurines

attached to the support structure, when an image is captured of the support struc

ture with the one or more tokens and/or figurines attached to it. For example, to this

end, the support structure may carry a machine-readable marker or may have a

visually recognisable shape or other visually recognisable features facilitating

recognition of the support structure by the processing unit in a captured image.

Recognition of the support structure may further reduce the risk of inadvertent

recognition of elements. Alternatively or additionally, the support structure itself may

serve as a token or as a further modifier/trigger that influences the play experience.

Yet alternatively or additionally, the support structure may represent a scene or a

part thereof.

In yet another embodiment, the support structure may serve as a physical unlock

key whose recognition enables triggering of further play experiences or otherwise

influences the play experience.

In some embodiments, the predetermined spatial configuration comprises a two

dimensional arrangement of two or more tokens and/or figurines. Generally, a pre

determined spatial configuration of two or more elements relative to each other may

be defined completely or in part by the respective positions of the two or more e le

ments relative to each other, e.g. by the respective distances of the two or more

elements from each other. The relative positions, e.g. the relative distances, may be

derived by the processors from the one or more images. In particular, the predeter

mined spatial configuration may completely or at least in part be defined by the re

spective relative positions, e.g. relative distances, of the representations of the e le

ments in the captured image. The distance between two elements may be defined

as the distance between respective reference points of the elements, e.g. respective

centroids of an image of the elements, by a corner or another visible reference fea

ture. In some embodiments, the spatial configuration is completely or partly defined

by a geometric configuration of the elements. In some embodiments, a predeter-



mined spatial configuration of two or more elements may be defined completely or in

part by the respective orientations of the two or more elements relative to each oth

er. In some embodiments, the predetermined spatial configuration is defined com

pletely or in part by the respective orientations and positions, e.g. distances, of the

two or more elements relative to each other.

Generally, in some embodiments, the tokens may each comprise one or more cou

pling members compatible with a toy construction system such that the tokens may

also be used as toy construction elements operable to be detachably connected with

other toy construction elements of the toy construction system, e.g. as decoration

elements attachable to a toy construction model.

As described above, the plurality of toy elements may comprise a plurality of tokens.

The tokens may be physical tokens, e.g. in the form of a plate, coin, cube, figurine or

other tangible object. In some embodiments, the tokens may carry respective m a

chine-recognisable markers that are recognisable by the processing unit in a cap

tured image of the token. Alternatively or additionally, the tokens may have a visual

ly recognisable shape or other visually recognisable features. The tokens may fu r

ther have decorations or otherwise resemble or represent a function they represent

so as to allow a user to associate the tokens with the respective user-interface e le

ments or associated virtual functions they represent, i.e. so as to facilitate appropri

ate selection of tokens. In some embodiments, the tokens have the form of tiles that

have a top face on which decorations and/or machine recognisable markers are

placed. The tiles may have one or more coupling members on a bottom face of the

tile so as to allow a user to detachably fasten the tile to a support structure.

In some embodiments, the image capturing device is a camera, such as a digital

camera, e.g. a conventional digital camera. The image capturing device may be a

built-in camera of a portable processing device. Generally, examples of portable

processing devices include a tablet computer, a laptop computer, a smartphone or

other mobile device. In some embodiments, the image capturing device comprises a

3D capturing device such as a 3D sensitive camera, e.g. a depth sensitive camera

combining high resolution image information with depth information. An example of

a depth sensitive camera is the Intel® RealSense™ 3D camera, such as the model



F200 available in a developer kit from Intel Corporation. The image capturing device

may be operable to capture one or more still images. In some embodiments the d ig i

tal camera is a video camera configured to capture a video stream.

The processing unit is adapted to detect the toy elements in the captured image(s)

and to recognise the toy elements. Recognition of a toy element further comprises

identifying the corresponding virtual character or function with which a token is as

sociated, e.g. the corresponding user-interface element allowing a user to activate

the function. To this end, the system may comprise a library of known toy elements

each associated with information about the corresponding associated function, v ir

tual character etc., as the case may be.

Here and in the following, the term processing unit is intended to comprise any c ir

cuit and/or device suitably adapted to perform the functions described herein. In

particular, the term processing unit comprises a general- or special-purpose pro

grammable microprocessor, such as a central processing unit (CPU) of a computer

or of another data processing system, a digital signal processing unit (DSP), an a p

plication specific integrated circuits (ASIC), a programmable logic arrays (PLA), a

field programmable gate array (FPGA), a special purpose electronic circuit, etc., or a

combination thereof. The processing unit may be integrated into a portable pro

cessing device, e.g. where the portable processing device further comprises the

image capturing device and a music rendering device e.g. a loudspeaker or other

audio output and a display. It will be appreciated, however, that the play system may

also be implemented as a client-server or a similar distributed system, where the

image capturing, music rendering and other user interaction is performed by a client

device, while the image processing and recognition tasks may be performed by a

remote host system in communication with the client device. According to some em

bodiments, an image capturing device or a mobile device with an image capturing

device may communicate with a computer, e.g. by wireless communication with a

computing device comprising a processing unit, data storage and a display.

In some embodiments, the image capturing device communicates with a display that

shows in real-time a scene as seen by the image capturing device so as to facilitate

targeting the desired toy elements whose image is to be captured. Alternatively or



additionally, during rendering of the music, the display may show a real-time image

of a real-world scene as seen by the image capturing device augmented by one or

more virtual characters and, optionally, additional visual effects and/or graphical

user-interface elements.

The music rendering device may include a loudspeaker or other audio output de

vice, e.g. for rendering streams of audio data. The music rendering device may f ur

ther comprise a display for presenting images, e.g. an augmented reality (AR) or

entirely animated video of the music performance. The music rendering device may

be integrated into the same apparatus, e.g. a mobile phone, tablet computer or the

like, as the processing unit and/or the image capturing device.

The present disclosure relates to different aspects including the music play system

described above and in the following, corresponding apparatus, systems, methods,

and/or products, each yielding one or more of the benefits and advantages de

scribed in connection with one or more of the other aspects, and each having one or

more embodiments corresponding to the embodiments described in connection with

one or more of the other aspects and/or disclosed in the appended claims.

In particular, according to one aspect, disclosed herein is a method, implemented by

a processing unit, of operating a music play system

According to yet another aspect, disclosed herein is a processing device, e.g. a

portable processing device, configured to perform one or more of the methods d is

closed herein. The processing device may comprise a suitably programmed com

puter such as a portable computer, a tablet computer, a smartphone, a PDA or a n

other programmable computing device, e.g. a device having an audio output device,

a graphical user-interface and, optionally, a camera or other image capturing device.

Generally, the digital music play experience may be implemented as a computer

program, e.g. as a computer readable medium having stored thereon the computer

program. Accordingly, according to yet another aspect, disclosed herein is a com

puter program which may be encoded on a computer readable medium, such as a

disk drive or other memory device. The computer program comprises program code



adapted to cause, when executed by a processing device, the processing device to

perform one or more of the methods described herein. The computer program may

be embodied as a computer-readable medium, such as a CD-ROM, DVD, optical

disc, memory card, flash memory, magnetic storage device, floppy disk, hard disk,

etc. having stored thereon the computer program. In other embodiments, a comput

er program product may be provided as a downloadable software package, e.g. on a

web server for download over the internet or other computer or communication net

work, or as an application for download to a mobile device from an App store. A c

cording to one aspect, a computer-readable medium has stored thereon instructions

which, when executed by one or more processing units, cause the processing unit to

perform an embodiment of the process described herein.

The present disclosure further relates to a toy construction set comprising a plurality

of toy construction elements, including a plurality of tokens and/or figurines, and

instructions to obtain a computer program code that causes a processing device to

carry out the steps of an embodiment of one or more of the methods described

herein, when the computer program code is executed by the processing device. For

example, the instructions may be provided in the form of an internet address, a ref

erence to an App store, or the like. The instructions may be provided in machine

readable form, e.g. as a QR code or the like. The toy construction set may even

comprise a computer-readable medium having stored thereon the computer pro

gram code. Such a toy construction set may further comprise a camera or other im

age capturing device connectable to a data processing system.

Generally, in some embodiments, each toy construction element of the toy construc

tion system and, in particular, each token and/or figurine, comprises coupling mem

bers for detachably interconnecting the toy construction elements with each other to

create coherent spatial structures, also referred to as toy construction models.

Hence, toy construction elements that have been interconnected with each other by

means of the coupling members can again be disconnected from each other such

that they can be interconnected again with each other or with other toy construction

elements of the system, e.g. so as to form a different spatial structure. In some em

bodiments, the toy construction elements are provided with a first and a second type

of coupling members, such as coupling pegs and peg-receiving recesses for fric-



tionally engaging the pegs, or other pairs of mating or otherwise complementary

coupling members configured to engage each other so as to form a physical con

nection. One type of coupling members may be located on one side, e.g. the top

side, of the toy construction element while another, complementary type of coupling

members may be located on an opposite side, e.g. the bottom side, of the toy con

struction element. In some embodiments, the toy construction elements include

pegs extending from the top face of the toy construction element and corresponding

peg-receiving cavities extending into the bottom face of the toy construction element

for frictionally engaging the pegs by a suitable clamping force. The coupling mem

bers may be positioned on grid points of a regular grid; in particular, the coupling

members of the toy construction elements may be arranged such that the coupling

members of a set of mutually interconnected toy construction elements are posi

tioned on grid points of a three-dimensional regular grid. The dimensions of the toy

construction elements may be defined as integer multiples of a unit length defined

by the regular grid. It will be understood that a three-dimensional grid may be de

fined by a single unit length, by two unit lengths, e.g. one unit length applicable in

two spatial dimensions while the other unit length is applicable in the third spatial

dimension. Yet alternatively, the three-dimensional grid may define three unit

lengths, one for each spatial dimension.

Additional features and advantages will be made apparent from the following de

tailed description of embodiments that proceeds with reference to the accompanying

drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

Preferred embodiments will be described in more detail in connection with the ap

pended drawings, where

FIG. 1 schematically illustrates an embodiment of the interactive music play

system described herein;

FIG. 2 shows an example of tokens;

FIG. 3 shows examples of figurines;

FIGs. 4A-B illustrate an example of a storage container for the tokens and

figurines shown in FIGs. 1-2;



FIGs. 5A-B illustrate another example of a storage container for the tokens and

figurines shown in FIGs. 1-2;

FIG. 6 illustrates an example of a toy construction model representing a

scene constructed from toy construction elements;

FIGs. 7A-B illustrate an example of a use of the system described herein;

FIGs. 8-10 illustrate screen shots of different examples of created visual

presentations.

DETAILED DESCRIPTION

Embodiments of the various aspects disclosed herein may be used in connection

with a variety of toy objects and, in particular with construction toys that use modular

toy construction elements with various assembly systems like magnets, studs,

notches, sleeves, with or without interlocking connection etc. Examples of these

systems include but are not limited to the toy constructions system available under

the tradename LEGO. For example, US3005282 and USD2537 11S disclose one

such interlocking toy construction system and toy figures, respectively.

FIG. 1 schematically illustrates an embodiment of the interactive music play system

described herein. The play system comprises one or more tokens 101 and a data

processing device. The system may comprise additional tokens and/or other types

of toy elements, such as figurines, other types of toy construction elements and/or

the like, as described herein.

The data processing device comprises an image capturing device 112, a processing

unit 113, a display 123, an audio output 125, (e.g. a loudspeaker, headphones, etc.),

and a user input interface unit 124, such as a keyboard, a mouse, joystick, a touch-

sensitive screen, etc. In some embodiments, the various components of the data

processing device may be implemented as separate devices that are communica

tively coupled to each other via wired or wireless connections. In other embodi

ments, some or all of the components may be integrated into a single device, e.g. in

a tablet computer, a smartphone or the like.

The processing unit comprises a CPU 114 and a storage device 117, e.g. a hard

disk, an EEPROM, a RAM or another suitable data storage device having stored



thereon a computer program 118 and an element database 119 of known tokens,

and/or figurines and/or toy construction models, etc. The element database may be

stored separately from the computer program or as an integral part of the computer

program. The element database 119 may alternatively be stored on a remote sto r

age device accessible to the processing unit, e.g. via the internet or another suitable

communication channel.

When the computer program is executed by the CPU 114 it implements a number of

functional modules, including:

a reading module 116 configured to receive a digital image from the digital

image capturing device;

a detection module 120 configured to detect one or more tokens and/or other

toy elements in a digital image;

a recognition module 121 configured to recognize one or more tokens and/or

other toy elements from a digital image;

a musical presentation creation module 122 configured to create an interac

tive audio-visual musical presentation responsive to the recognized toy e le

ments.

The reading module 116, the recognition module 121, the detection module 120 and

the musical presentation creation module 122 may be implemented as different

modules of a software application or integrated into a single software application

module. The reading module 116, the recognition module 121 , the detection module

120 and the musical presentation creation module 122 may e.g. be implemented by

a mobile application or a program executed on a client computer or other client de

vice, thus eliminating the need of an internet or other network connection. A lterna

tively, the above modules may be implemented as a distributed system, e.g. a client-

server or cloud-based architecture.

The reading module 116 is configured to receive one or more images, said images

including one or more images of one or more tokens and/or one or more figurines

and, optionally, other types of toy elements. The one or more images may be one or

more still images or a video stream.



The detection module 120 is configured to detect one or more tokens and/or f igu

rines in said received one or more images and, optionally, their relative positions

and/or orientations within the one or more images. The detection module may f ur

ther extract images of the detected elements from a background portion of the digital

image. The detection module may thus be configured to segment a digital image

and detect one or more toy elements in the digital image.

The recognition module 121 is configured to recognize the detected tokens and/or

figurines in a digital image, i.e. to recognise tokens and/or figurines as known tokens

or figurines, respectively. For example, the recognition module may recognise a

marker, e.g. a visible code or identifier, on a detected token or figurine, or otherwise

recognise one or more features of the token or figurine. To this end, the recognition

module may have access to the element database 119 which may comprise a l i

brary of known toy elements. For each known toy element, the library may comprise

information about the marker, code, identifier or other set of features that identify the

toy element. The database may further comprise, for each known toy element, in

formation identifying one or more functions, virtual characters and/or the like associ

ated with the respective toy element. The recognition module may also be conf ig

ured to recognize and track a reference toy as described herein.

The musical presentation creation module 122 creates an interactive audio-visual

musical presentation based on the detected and recognized toy elements. For ex

ample, the musical presentation creation module selects or creates a virtual charac

ter, e.g. corresponding to the recognized figurine, and a number of user-interface

elements, such as virtual buttons, corresponding the detected tokens. The musical

presentation creation module then creates an audio-visual musical presentation

where the selected virtual character performs a music piece, e.g. a song on a scene.

The seen may be a predetermined, stored scene, a real-time captured video that is

augmented with the virtual character, a scene depicting a previously captured im

age, a virtual scene created based on a captured image, or the like.

In some embodiments, the recognition module may be operable to recognize other

toy construction models and/or other toy elements and the music creation module

may be configured to create a virtual scene based on the recognized toy construe-



tion model and/or toy element, e.g. a scene resembling the toy construction model

or otherwise represented by the toy construction model and/or toy element. The

musical presentation creation may then create the interactive audio-visual musical

presentation to show a music performance on the recognised scene.

The musical presentation creation module further displays the selected user-

interface elements and monitors activation of the user-interface elements by the

user. Responsive to such activation, the musical presentation creation module modi

fies the presentation, e.g. by adding visual and/or audible effects, changing an out

fit/costume of the virtual character, letting the character perform special moves,

and/or the like.

The system may allow update of the element database, e.g. via a suitable computer

network, e.g. so as to allow the system to recognise new toy elements. Also, the

system may be updated with new music pieces, scenes, etc.

Fig. 2 shows an example of tokens 101 . The tokens have the form of a plate/tile

having a square periphery. Generally, the token may be manufactured from any

suitable material, such as plastic, metal or wood, preferably sufficiently rigid to allow

detachable mechanical connection to a base plate or other support structure, e.g. by

interlocking and/or friction-based attachment. It will be appreciated that other em

bodiments of tokens may have a different shape, such as a plate having a different

ly-shaped periphery, or a cube or any other three-dimensional shape.

Each token defines a top surface which is decorated by a suitable decoration, e.g.

an illustration illustrating the function/effect on a virtual music video associated with

the token. The token is further provided with a machine-readable code which in this

example is embedded in the decoration. It will be appreciated that other embodi

ments of tokens may be provided with other visually detectable markers, such as

QR codes, color codes, etc. In some embodiments, the markers is integrated into

the decoration, e.g. in a manner that the marker can readily be recognised as a

marker or in an imperceptible manner. In some embodiments different sides of a

token may be provided with different codes or markers such that a token may trigger



different functions depending on which side is visible to the camera which is used to

capture an image of the token.

FIG. 3 shows an example of figurines 102 representing respective a rt

ists/performers. The figurines are compatible with a toy construction system and

include coupling means for detachable attachment to other toy construction e le

ments and/or a support structure. In the present example, the figurines are figurines

available under the name LEGO minifigures. Each figurine is provided with a m a

chine-readable visual feature (e.g. a code, insignia, decoration) which, in this exam

ple, is embedded in a decoration on the torso and/or other parts of the figurine.

It will be appreciated that other embodiments of figurines may be provided with other

visually detectable markers, such as QR codes, color codes, etc. In some embodi

ments, the heads, torsos, legs, hair, clothing, accessories and/or other parts of the

figurines may be detached from the other parts of the figurine and, optionally, be

replaced by other parts, e.g. a different head, torso, legs, etc. In this manner the

user may construct a large variety of different figurines from the individual parts. The

thus created customized figurines may all be recognizable by the processing unit;

for example, the processing unit may be configured to individually recognize the

individual parts of a figurine in a captured image of the figurine.

FIGs. 4A-B illustrate an example of a storage container 200 for the tokens and f igu

rines shown in FIGs. 1-2. The container is a plastic box having a hinged lid 201 . The

lid is partially transparent and partially opaque, such that only a part of the contents

of the box are visible when the lid is closed. In this example, the box provides stor

age for one figurine 102 and a plurality of tokens 101 . In the present example, the

figurine is visible through the transparent portion of the lid when the lid is closed

while the tokens are only visible when the lid is open.

FIG. 4A shows three boxes with their lids closed while FIG. 4B shows a box with the

lid open.



The inner walls of the box comprise coupling members to which the figurine can be

detachably attached, so as to prevent the figurine to move around the box when the

box is carried, tilted, etc.

Similarly, the box comprises coupling members to which tokens can be attached in a

side-by-side pattern such that their decorations are visible when the lid is open. The

box further comprises slots 202 into which additional tokens can be inserted for

storage but which do not provide a view of the decorations of the tokens stored in

the slots. The user may thus select a subset of tokens for display and/or scanning

and attach them to the coupling members while storing additional tokens in the re

spective slots.

The box further serves as a support structure for holding the figurine and the tokens

in a predetermined spatial arrangement as determined by the arrangement of cou

pling members for attaching the figurine and the tokens. Hence, with the lid open,

the user may capture an image of the figurine and the visible tokens as described

herein, so as to allow reliable recognition.

In the present example, the outer surface of the lid comprises further coupling mem

bers 203 for attaching decorative toy construction elements. It will be appreciated

that different embodiments of boxes may be provided in different sizes and shapes.

They may e.g. be configured to accommodate more than one figurine and/or a d if

ferent number of tokens.

FIGs. 5A-B illustrate another example of a storage container 200 for the tokens 101

and figurines 102 shown in FIGs. 1-2. The container is a plastic box having a base

portion 210, a transparent lid portion 220 and an insert portion 230. In this example,

the box provides storage for one figurine 102 and a plurality of tokens 101 . In the

example, the figurine is visible through the transparent lid when the lid is closed

while the tokens are partially obstructed from view when the lid is closed.

FIG. 5A shows a box with the lid closed while FIG. 5B shows a box with the lid open

and the insert portion removed from the box.



The base portion comprises a bottom wall 231 and side walls formed by display

panels 232 defining a hollow. Storage structures for tokens extend from the bottom

wall into the hollow. The storage structure defines a plurality of slots 202 into which

tokens may be slidably inserted. The base portion further comprises coupling mem

bers 205 to which the insert portion may be slidably attached. The insert portion

comprises a base 231 and a rear wall 233 extending upwardly from the base. Two

token display panels 232 are movably - in this example hingedly - connected to re

spective sides of the rear wall such that the panels may be moved between an ex

tended state and a retracted state each panel defines an forwardly facing surface

comprising coupling members to which tokens may be detachably attached in a

side-by-side arrangement with the decorations of the tiles facing inward. The base of

the insert portion is also provided with coupling members 235 for receiving and re

taining a figurine. When the panels are in the extended position they are positioned

on respective sides of a figurine attached to the base such that the figurine and all

tokens attached to the panels can be viewed by a camera, i.e. the insert portion

forms a support structure for storing and displaying the figurine and the tokens that

are attached to the panel. In this configuration the insert resembles a stage. The

figurine stands on the stage and the tokens form decorations on either side of the

stage. In the retracted state the panels form side walls of a partially box-shaped

structure where the base, the rear wall and the panels partially surround the figurine.

In this state the insert portion can be attached to the coupling members of the base

portion of the box so as to allow the lid to be closed. When the box is closed the

insert portion is thus complete accommodated inside the box.

The user may thus select a subset of tokens for display and attach them to the cou

pling members of the panels while storing additional tokens in the respective slots

defined by the base portion of the box.

The insert portion of the box further serves as a support structure for holding the

figurine and the tokens in a predetermined spatial arrangement as determined by

the arrangement of coupling members for attaching the figurine and the tokens.

Hence, with the lid open and the insert removed from the base portion of the box,

the user may capture an image of the figurine and the visible tokens as described

herein.



It will be appreciated that the position of the various storage elements in the box, the

capacity of the box, the shape and size of the box may vary from embodiment to

embodiment.

FIG. 6 illustrates an example of a toy construction model 300 representing a scene

constructed from toy construction elements. In this example, the scene represents a

stage and a figurine 102 is placed on the stage. It will be understood that other em

bodiments may include toy construction models resembling other real-life or phanta

sy structures, e.g. a truck, a building, a park or other form of natural or artificial

scenery, etc. In some embodiments, the system may be configured to capture one

or more images of the constructed stage or other toy construction model, optionally

with the figurine placed on the stage, and to create an audio-visual musical presen

tation with a virtual character corresponding to the figurine performing on the stage.

The system may further allow the user to capture one or more images of user-

selected tokens. To this end, the tokens may be attached to the model and a single

image may be captured of the scene with the tokens attached. Alternatively, an im

age of the tokens may be captured separately from the image of the scene.

FIGs. 7A-B illustrate an example of a use of the system described herein. In particu

lar, FIG. 7A shows a flow diagram of a method of controlling a play system while

FIG. 7B shows a portable processing device 100 carrying out the method, and a

storage container 200 for storing tokens 101 and a figurine 102.

In step S 1, the user uses a suitably programmed processing device (e.g. a mobile

phone running a suitable app) to capture an image of a set of user-selected tokens

101 and, optionally, of a figurine 102. To this end, the user-selected set of tokens

may be arranged on a support such as in a storage container 200 as described

herein.

Optionally, in step S2, the system may provide a user interface that allows a user to

select and/or customize one or more virtual characters, e.g. by adding accessory

items, clothing items or define dance moves as described herein. If the system has



selected a virtual character, e.g. based on the recognized figurine, the user may still

be given the opportunity to customize the virtual character.

In step S3, the system selects a piece of music and a scene. This selection may e.g.

be based on user inputs, based on the recognised figurine, etc. In some embodi

ments, the mobile phone captures a video of a real-world scene and the captured

video is used as a scene.

In step S4, the system creates an audio-visual musical presentation of the selected

piece of music. The musical presentation shows one or more virtual characters 140

performing the piece of music. In some embodiments, one or more of the virtual

characters correspond to the figurine recognised in the captured image. It will be

appreciated that, in some embodiments, the system may capture an image of mult i

ple figurines, e.g. representing a band, or multiple images of respective figurines. In

other embodiments, the user may select the virtual character in a different manner,

e.g. by selecting a virtual character from a list menu. The virtual characters are

shown as performing the piece of music within the selected scene, e.g. on a stage,

or as an augmented reality presentation overlaid or otherwise combined with a rea l

time video feed of a real-world scene.

The system further shows a number of virtual buttons 133 and/or other graphical

user-interface elements - in the example of FIG. 7B arranged along a bottom edge

of the display area 130- which can be activated by a user during the playing of the

musical presentation. The respective user-interface elements correspond to the to

kens recognized by the system in the captured image of the figurine and tokens.

Activation of one or more of the user-interface elements 133 during the presentation

of the musical presentation causes visual and/or audible effects to be added to the

presentation, where different user-interface elements trigger different effects.

It will be appreciated that the system may provide additional functionality in respect

of the musical presentations, such as pausing, rewinding, forwarding the presenta

tion and/or the like. The system may further allow the user to store the presentation,

e.g. as a video, as a suitable file format, e.g. as an mp4 file, and/or to share the

presentation with other devices, e.g. by uploading a video to an internet server, a



social media platform and/or the like. The stored/shared presentation may include

the additional effects added by the user by activating the user-interface elements.

In some embodiments, the system may be configured to capture a live video of the

constructed stage or other reference toy, e.g. a toy construction model, optionally

with the figurine placed on or near the reference toy, The system may be configured

to recognize the reference toy among a set of one or more recognisable reference

toys and track the position and orientation of the reference toy in the captured video.

The system may be configured to create and present an augmented-reality presen

tation where virtual characters are shown as moving about the reference toy and

performing a selected piece of music. The augmented reality presentation may fu r

ther include user-activatable user-interface elements that can be activated by the

user during the augmented reality presentation and trigger respective functions as

described herein.

In some embodiments the system may be configured to detect features of the refer

ence toy that can be modified by the user, e.g. a feature that can selectively be add

ed to the reference toy or removed from the reference toy, or that can otherwise be

modified between at least a first state and a second state. Examples of such fea

tures may include the position or orientation of one or more movable parts, the pre

sents (and optionally position and/or orientation) of a recognizable marker element

and/or the like. The marker element may be recognisable in a number of ways, e.g.

recognisable in the captured video. To this end, the marker element may include an

insignia, predetermined one or more colors or another visible feature. The system

may then create or modify the augmented-reality presentation responsive to the

detected features, e.g. responsive to the presence of the recognised marker and/or

responsive to the detected position and/or orientation of the marker or other detect

ed feature. For example, different marker elements may trigger different stage light

ing effects, different sound effects, the presence or absence of other virtual objects,

such as instruments, an audience, and/or the like. The detected position and/or o ri

entation of the detected features may e.g. trigger the position at which the virtual

artist or other virtual character or object or other visual effect is positioned relative to

the toy construction model. The detection of such modifiable features may be part of

the initial recognition of the reference toy. Alternatively or additionally, the detection



of such modifiable features may be performed during the tracking of the reference

toy, thus allowing the user to influence the musical presentation in real time by modi

fying the physical reference toy.

The initial detection and recognition of the reference toy and, optionally, the detec

tion of the modifiable features of the reference toy may be based on any suitable

detection and recognition method as generally known in the art of computer vision.

The detection may be based on predetermined markers on the reference toy, on

detectable features, such as edges, corners, etc. The recognition may be based on

a machine learning technology, such as based on neural networks and/or any other

suitable technology known as such in the art. The detection and recognition may

result in the recognition of the reference toy as one of a set of predetermined refer

ence toys. The process may thus retrieve additional information associated with the

recognized reference toy. Additionally, the detection of the reference toy may in

clude the detection of a position and orientation of the reference toy relative to a

suitable reference, e.g. the position and viewing angle of the image capturing de

vice, or the detection of the position and orientation of the object in the captured

image. Accordingly, the system may track the position and orientation of the refer

ence toy in the live video stream captured by the system.

In some embodiments, the detection and recognition of the reference toy may be

performed during an initialisation phase. To this end, optionally, the AR system may

allow the user to enter a selection indicative of a reference toy to be used. The user

may be prompted to direct the image capturing device towards the reference toy. To

this end, the AR system may display a virtual frame or an outline of the selected

reference toy so as to aid the user in positioning the image capturing device. Once

the AR system has recognised the selected reference toy in the captured image, the

AR system may track the recognised reference toy in the subsequently captured

images even when the viewpoint of the image capturing devices changes.

Generally, the system may create and render the computer-generated content at a

position in the displayed image relative to the detected position and orientation of

the reference toy.



In some embodiments, the detection of the tokens or other toy elements described

herein may be implemented as a separate step, e.g. prior to capturing images of the

reference toy. Alternatively, toy elements representing user-activatable functions

may be positioned on or near the reference toy and recognized in the captured v id

eo of the reference toy.

Upon completion of the presentation, the process may return to any of steps S1-S3

to repeat some or all parts of the experience. Alternatively or additionally, the sys

tem may provide functionality for storing and/or sharing the created presentation.

FIGs. 8 - 10 illustrate screen shots of a display of a portable processing device 100

carrying out an embodiment of the method described herein. In particular, FIGs. 8 -

10 illustrate screen shots of different examples of created musical presentations,

illustrating different virtual characters, different scenes and different added visual

effects.

For example, FIG. 8 shows an example where the user has activated a virtual button

133A causing one of the virtual characters 140A to use a virtual guitar 141 to play a

guitar solo. In the example of FIG. 9, the user has also activated the display of a

virtual rainbow 142 and simulated “laser eyes” 143 by pressing virtual buttons 133B

and 133C, respectively. In the example of FIG. 10, the user has activated the inclu

sion of virtual balloons 144 by pressing virtual button 133D.

As can be seen from the examples, the virtual characters are scaled in size relative

to the background scene. This scaling may be performed responsive to a user input

or based on an automatic detection of a relevant scale, e.g. the height of detected

persons, the dimensions of a detected plane, etc.

Although the invention has been described with reference to certain specific embod

iments, various modifications thereof will be apparent to those skilled in art without

departing from the spirit and scope of the invention as outlined in claims appended

hereto. For example, the various aspects disclosed herein have mainly been de

scribed with reference to music performances. However, it will be appreciated that



the various aspects described herein may also be applied to other types of play ex

periences, e.g. story-telling, acting, role play, etc.



CLAIMS

1. An interactive music play system, comprising a plurality of toy elements, an image

capturing device, a processing unit and a music rendering device; wherein the pro

cessing unit is configured to:

- recognise a user-selected subset of toy elements in one or more captured images,

captured by the image capturing device, of the user-selected subset of said toy e le

ments arranged in a field of view of the image capturing device;

- create a musical presentation and cause the music rendering device to present the

created musical presentation to the user;

- cause the music rendering device to provide, responsive to one or more of the rec

ognized toy elements, one or more user-activatable user-interface elements, and to

- cause the music rendering device to alter, responsive to a user-activation of one or

more of the user-interface elements, the presented musical presentation.

2 . A system according to claim 1; wherein the plurality of toy elements comprises a

plurality of tokens configured to be individually recognizable and distinguishable

from each other by the processing unit in an image depicting at least one or more of

the tokens; and wherein the processing unit is adapted to:

cause the music rendering device to provide, responsive to recognizing one

or more of the tokens in the one or more captured images, one or more user-

activatable user-interface elements, and to

cause the music rendering device to alter, responsive to a user-activation of

one or more of the user-interface elements, the presented musical presenta

tion.

3 . A system according to any one of the preceding claims; wherein the plurality of

toy elements comprises one or more figurines, each representing an artist or music

performer and wherein the processing unit is configured, responsive to recognizing

the one or more figurines in the one or more captured images, to select a virtual

character associated with the recognized figurine and to create an audio-visual

presentation showing the virtual character performing a piece of music.



4 . A system according to any one of the preceding claims; wherein the plurality of

toy elements comprises one or more figurines, each representing an artist or music

performer and wherein the processing unit is configured to create an interactive a u

dio-visual presentation showing a virtual character performing a piece of music and,

responsive to recognizing the one or more figurines as corresponding to the virtual

character, to modify the created interactive audio-visual presentation.

5 . A system according to any one of the preceding claims; wherein the processing

unit is configured to create, from one or more images, captured by the image captur

ing device, of a real-world scene or of a representation of a real-world scene, an

audio-visual presentation showing a virtual character moving about a representation

of the real-world scene and performing a piece of music.

6 . A system according to claim 5; wherein the created audio-visual presentation in

cludes an interactive augmented-reality presentation of the real-world scene aug

mented with virtual characters performing the piece of music.

7 . A system according to any of the preceding claims; wherein the processing unit is

configured to recognize a reference toy in a captured live video, captured by the

image capture device, to track the position and orientation of the reference toy in the

captured live video and to create an augmented-reality presentation where one or

more virtual characters are shown as moving about the reference toy and perform

ing a selected piece of music.

8 . A system according to claim 7; wherein the processing unit is configured to detect

at least one user-modifiable feature of the reference toy and to create or modify the

augmented-reality presentation responsive to the detected one or more user-

modifiable features.

9 . A system according to any one of the preceding claims; wherein at least one of

the toy elements is a figurine; and wherein creating the musical presentation com

prises:



selecting at least one virtual character responsive to recognizing a figurine

by the processing unit in one or more images, captured by the image captur

ing device, of a real-world scene;

creating an interactive audio-visual musical presentation from the one or

more captured images of the real-world scene and including a representation

of the selected at least one virtual character within the scene,

animating the representation of the virtual character to represent perfor

mance of a piece of music by said virtual character within the scene.

10. A system according to claim 9 ; wherein animating the representation of the v ir

tual character includes scaling the representation of the virtual character relative to

the scene.

11. A system according to any one of the preceding claims; comprising a storage

container for storing the toy elements of the system described herein., the storage

container being configured such that it further includes or forms a support structure

for supporting the toy elements when an image is captured of the toy elements a r

ranged in a predetermined spatial configuration relative to each other by the image

capture device.

12. A system according to any one of the preceding claims, configured to provide

functionality allowing a user to define movements to be performed by one or more

virtual character and wherein the processing unit is configured to create an audio

visual presentation showing the virtual character performing a piece of music;

wherein the character performs the user defined movements.

13. A system according to claim 12; wherein the processing unit is configured to

process a captured video, captured by the image capturing device, of a person per

forming a movement; and to detect the performed movement; and to map the de

tected movement onto the virtual character.

14. A computer-implemented method of operating a music play system; the method

comprising:



- recognising a user-selected subset of toy elements in one or more captured imag

es of the user-selected subset of said toy elements arranged in a field of view of an

image capturing device;

- creating a musical presentation and presenting the created musical presentation to

the user;

- providing, responsive to one or more of the recognized toy elements, one or more

user-activatable user-interface elements,

- altering, responsive to a user-activation of one or more of the user-interface e le

ments, the presented musical presentation.

15. A portable processing device configured to perform the acts of the method ac

cording to claim 14.

16. A computer program product comprising program code configured to cause,

when executed by a computer, the computer to carry out the acts of the method

according to claim 14.

17. A kit of parts comprising a plurality of toy elements and instructions to retrieve

and install a computer program according to claim 16,
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