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(57) Hauptanspruch: Verfahren zum Erzeugen einer Pano-
ramaaufnahme eines Objektes (108) mit Hilfe einer Kame-
ra (104), wobei

von einer ersten Position und Orientierung (112) der Kame-
ra ein erstes Bild aufgenommen wird (504), das Gesichts-
feld eines Objektivs der Kamera (104) bestimmt wird und
aus dem Gesichtsfeld eine optimale zweite Kameraposition
und -orientierung (116) bestimmt werden (508), wobei die
zweite Position und Orientierung zur Aufnahme eines zwei-
ten Bildes zur Verwendung bei der Rekonstruktion einer
Panoramaaufnahme des Objekts (108) geeignet sind;

ein Benutzer angewiesen wird, die Kamera zu der zweiten
Position und Orientierung zu bewegen; und

das zweite Bild aufgenommen wird (524), wenn die Kamera
die zweite Position und Orientierung erreicht hat (520).
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Beschreibung

[0001] Die vorliegende Erfindung betrifft allgemein
das Erzeugen von zusammengesetzten Bildern. Ins-
besondere betrifft die vorliegende Erfindung die Ver-
wendung von Bewegungssensoren zur Bestimmung
der Bewegung und Ausrichtung einer Kamera. Die
Daten von dem Bewegungssensor werden mit meh-
reren von der Kamera aufgenommenen Bildern kom-
biniert, um ein groRes zusammengesetztes Bild anei-
nanderzusetzen bzw. zusammenzufugen.

[0002] Zur Zeit werden photografische Systeme und
Abbildungssysteme in erster Linie fir die Verwen-
dung bei der Wiederherstellung von lokalen Bildern
entwickelt. Wird eine Panoramaaufnahme ge-
wunscht, wird Ublicherweise ein Weitwinkelobjektiv
verwendet. Ein Weitwinkelobjektiv hat den Nachteil,
daf das Objektiv Ublicherweise Verzerrungen an den
Réandern des Bildes erzeugt. Ein zweiter Nachteil von
Weitwinkelobjektiven ist, dal® pro Quadratmillimeter
des Films mehr Informationen aufgezeichnet werden
und folglich ein weniger detailliertes Bild aufgezeich-
net wird. Eine Mdglichkeit zur Lésung des Problems
besteht darin, mehrere Kameras oder elektronische
Sensoren zur Aufzeichnung von mehreren Bildern zu
verwenden. Diese mehreren Bilder werden anschlie-
Rend zur Erzeugung eines zusammengesetzten Bil-
des rekombiniert.

[0003] Herkémmliche Panoaramaaufnahmesyste-
me verwendeten zwei oder mehrere Kameras, um
Szenen aullerhalb des Gesichtsfeldes der Weitwin-
kelobjektive aufzuzeichnen. Die Beziehung zwischen
den beiden Kameras war vorzugsweise festgelegt.
Aufgrund der festen Beziehung zwischen den beiden
Kameras waren somit bei der Rekombination von
zwei Bildern die die beiden Bildern verknipfenden In-
formationen bekannt. Das Problem bei der Verwen-
dung von zwei Kameras liegt darin, dal} zwei Kame-
rasysteme kostspieliger als eine einzige Kameraan-
ordnung sind. Fir zwei Kameras werden ublicherwei-
se zwei Objektive, zwei Kameragehause und zwei
Satze von Filmen bendtigt.

[0004] Bei noch einem weiteren, dritten bekannten
Verfahren zur Erzeugung einer Reihe von zu rekom-
binierenden Bildern wird ein Linsensystem bewegt,
um eine Reihe von Bildern aufzuzeichnen. Jedoch
fuhrt eine derartige Bewegung oft zu einer starken
Uberlappung der aufgezeichneten Bilder. Diese star-
ke Uberlappung ist mit UberschuRdaten verbunden,
die grol3e Speichermengen verbrauchen. Eine starke
Uberlappung erfordert auRerdem die Aufzeichnung
von zusatzlichen Bildern. Diese zusatzlichen Bilder
missen ebenfalls gespeichert und verarbeitet wer-
den.

Stand der Technik

[0005] Aus der US 5 262 867 ist eine elektronische
Kamera mit einem Sensor bekannt, mit dessen Hilfe
die Position der Kamera bestimmt werden kann. Auf-
nahmen aus verschiedenen Positionen werden unter
Berucksichtigung der Sensordaten und unter Ver-
wendung eines Computers zu einem Panoramabild
zusammengesetzt.

[0006] Die EP 0 592 136 A2 beschreibt eine Video-
einrichtung die aus einer Videoaufnahme und den
Daten eines Bewegungssensors der Videoeinrich-
tung ein Panoramabild erzeugt.

[0007] Versuche zur Verringerung der Uberlappung
kénnen dazu fiihren, daf3 Informationen nicht aufge-
zeichnet werden. Wenn nicht genliigend Informatio-
nen aufgezeichnet werden, kdnnen Zwischenraume
zwischen Bildern entstehen, welche die Rekonstruk-
tion eines zusammengesetzten Bildes schwierig ma-
chen.

Aufgabenstellung

[0008] Der Erfindung liegt die Aufgabe zu Grunde,
ein Verfahren zur Erzeugung mehrerer Bilder zur Ver-
fligung zu stellen, wobei die Bilder optimale Uberlap-
pungsbereiche flir die Kombination zu einem einzi-
gen zusammengesetzten Bild aufweisen.

[0009] Die Aufgabe wird erfindungsgemal gelost
durch ein Verfahren mit den Merkmalen des Paten-
tanspruchs 1.

[0010] Die Erfindung wird nachfolgend anhand der
beiliegenden Zeichnung naher erlautert.

[0011] Fig. 1 zeigt ein Ausfiihrungsbeispiel einer
Abbildungseinrichtung zur Erzeugung von zusam-
mengesetzten Bildern gemal dem erfindungsgema-
Ren Verfahren.

[0012] Eig. 2 zeigt ein Ablaufdiagramm, das das er-
findungsgemafie Verfahren bei Erzeugung von zwei
Bildern mit Hilfe der Abbildungseinrichtung gemaf
Fig. 1 beschreibt.

[0013] Fig. 3 zeigt ein zweites Ausfiihrungsbeispiel
des erfindungsgemalen Verfahrens zur Erzeugung
eines Rundumbildes.

[0014] Fig. 4 zeigt ein Ablaufdiagramm, das den
Prozeld der Kombination von zwei Bildern zur Bildung
eines einzigen zusammengesetzten Bildes be-
schreibt.

Ausfiuhrungsbeispiel

[0015] Fig. 5 zeigt ein Ablaufdiagramm, das ein Ver-
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fahren zur Steuerung der Bewegung der Abbildungs-
einrichtung beschreibt, um Uberlappungsbereiche zu
optimieren.

[0016] In der folgenden Beschreibung wird das er-
findungemafle Verfahren beschrieben, um eine einzi-
ge Kamera mit einem einzigen Linsensystem zur Er-
zeugung von zusammengesetzten Bildern, ein-
schliellich sowohl von Rundumbildern als auch von
Panoramaaufnahmen, zu verwenden. Panoramaauf-
nahmen sind Bilder, die sehr groRe Bereiche erfas-
sen, Ublicherweise Bereiche, die Uber das Gesichts-
feld eines Weitwinkelobjetivs hinausgehen. Zu den
Panoramaaufnahmen gehéren Rundumbilder, bei
denen es sich um Bilder handelt, die in einem Bogen
um einen Betrachter herum projiziert werden, ubli-
cherweise in einem den Betrachter vollstandig umge-
benden Bogen von 360.

[0017] Bei einem Ausfihrungsbeispiel enthalt eine
Kamera einen Satz von Bewegungssensoren, vor-
zugsweise einen mikrobearbeiteten bzw. mikrome-
chanischen Siliziumsensor ("MEMS"), welcher eine
Linear- und Drehbeschleunigung oder Bewegungen
der Kamera erfal3t und auf diese Weise die Verschie-
bung der Kamera berechnen kann, um die Positionen
zu bestimmen, an denen sich eine Kamera befindet.
Alternativ kann ein globales Positioniersystem
("GPS") zur Bestimmung der Position verwendet wer-
den. Eine weitere ebenfalls verwendbare Bewe-
gungssensorart stellen vibrierende MEM-Sensoren
oder kommerziell erhaltliche Laser-Gyroskope dar.
Ein Prozessor kann mit Hilfe der Informationen tber
die Kameraausrichtung enthaltenden Positionsinfor-
mationen und mit Hilfe der wenigstens zwei von der
Kamera aufgenommenen Bilder ein zusammenge-
setztes Bild bzw. eine Panoramaaufnahme eines Ob-
jektes wiederherstellen.

[0018] In der folgenden Beschreibung werden zum
besseren Verstandnis der Erfindung bestimmte De-
tails angegeben. Beispielsweise ist in der Beschrei-
bung angegeben, dal® die Erfindung bestimmte
MEMS-Sensorarten wie mikrobearbeitete Beschleu-
nigungssensoren verwendet. Jedoch ist klar, daf3 an-
dere Positionssensoren oder Bewegungsdetektoren
verwendet werden konnen. Insbesondere koénnen
GPS-Systeme und andere MEMS-Arten geeignet
sein. Welcher Sensor tatsachlich verwendet wird,
wird von den Kosten des Sensors abhangen, davon,
ob ein Sensor Daten mit einer geniigend hohen Ge-
nauigkeit liefern kann, von dem Energieverbrauch
des Sensors und der Sensorgréf3e. Folglich wurden
die angegebenen Details fiir ein besseres Verstand-
nis der Erfindung geliefert und sollen nicht als Ein-
schrankung des Schutzbereichs der Erfindung aufge-
faldt werden.

[0019] In Fig. 1 ist eine Kamera zur Erzeugung ei-
ner Panoramaaufnahme dargestellt. In Fig. 1 wird

eine Kamera 104 zur Erzeugung eines zusammen-
gesetzten Bildes von einem Objekt 108 verwendet.
Bei dem Objekt handelt es sich Ublicherweise um
eine Szene oder ein Bild, die bzw. das sich Uber ei-
nen breiten Bereich erstreckt. Die Kamera befindet
sich in einer Anfangsposition 112, wenn das erste
Bild aufgenommen wird. Nach der Aufnahme des
ersten Bildes wird die Kamera in eine zweite Position
116 bewegt. Die Bewegung kann sowohl eine durch
den Pfeil 120 dargestellte seitliche Translation als
auch eine durch den Pfeil 124 dargestellte Rotations-
bewegung einschliel’en. Bei einem Ausflhrungsbei-
spiel erfaf3t ein Bewegungssensor 128 in der Kamera
die seitliche Translation und die Rotation der Kame-
ra. Zur Erfassung von seitlichen Bewegungen und
von Drehbewegungen werden vorzugsweise zwei
MEMS-Sensoren verwendet, wobei ein MEMS-Sen-
sor die seitliche Beschleunigung 120 erfaf3t und ein
zweiter MEMS-Sensor die Rotation erfal’t. Bei einem
Ausfuhrungsbeispiel werden seitliche Bewegungen
verhindert, wobei dies die Verwendung eines einzi-
gen MEMS-Sensors ermdglicht.

[0020] Bei einem bevorzugten Ausfiihrungsbeispiel
ist der MEMS-Sensor 128 ein Tragheitssensor. Der-
artige Sensoren basieren auf der Kamm-An-
triebs-Stellglied-Technologie, die von Howe entwi-
ckelt wurde und in einem Artikel mit dem Titel "La-
terally Driven Polysilicate Resident Micro structures”,
von W.C. Tang, T.C. Nguyen und R. T. Howe, procee-
dings IEEE Microelectromechanical Systems Work-
shop, Salt Lake City, Utah, U.S.A., Februar 1989,
Seiten 53-59, beschrieben ist. Ein Beispiel fir einen
geeigneten Beschleunigungssensor ist der Be-
schleunigungssensor 50N1G von Analog Devices.
Analog Devices stellen auch mit einem mikrobearbei-
teten Sensor versehene integrierte BICMOS-Bauele-
mente zur Bestimmung der Rotation der Bauelemen-
te her. Diese Sensoren werden in fortschrittlichen Au-
tomobilbremssystemen verwendet. Diese Sensoren
werden von General Motors vertrieben und sind in
dem Artikel "Overview Of MEMS Activities In The
U.S." von C. H. Mastrangelo beschrieben, der in dem
Center for Integrated Sensors and Circuits, Departe-
ment of Electrical Engineering, University of Michi-
gan, Ann Arbor, Michigan, 48109, arbeitet. Der Artikel
von Mastrangelo beschreibt aulRerdem alternative
Ausfuhrungsformen von Bewegungssensoren, ein-
schlief3lich optischer Stellglieder, die zur Bestimmung
der Bewegung einer Kamera verwendet werden kon-
nen. Durch Integration der Kamerabeschleunigung
kann eine Geschwindigkeit hergeleitet werden. Eine
zweite Integration der Geschwindigkeit flhrt zu der
Verschiebung der Kamera. Diese Verschiebungsin-
formationen kdénnen verwendet werden, um bei der
Aufnahme des zweiten Bildes eine zweite Position
116 einer Kamera 104 in Bezug auf die erste Position
112 und Ausrichtung der Kamera 104 zu bestimmen.

[0021] Die relativen Ausrichtungen und Positionen
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der Kamera, die sowohl die erste Position 112 als
auch die zweite Position 116 einschlief3en, werden
entweder in einem Speicherelement 132 in der Ka-
mera aufgezeichnet, oder bei einem alternativen
Ausfuhrungsbeispiel kdnnen die Daten in einem mit
der Kamera gekoppelten externen Speicher gespei-
chert werden. Es kann sein, dal} einige Bewegungs-
sensoren, wie eine Beschleunigung messende Sen-
soren, keine Positionsdaten erzeugen. Bei diesen
Ausfuhrungsbeispielen kénnen in dem Speicher die
Kamerabewegung beschreibende Daten, beispiels-
weise Beschleunigungsdaten, aufgezeichnet wer-
den. Spater verwendet ein Prozessor die Bewe-
gungsdaten zur Berechnung von Positionsdaten. Die
entsprechenden Bewegungs- oder Positions- und
Ausrichtungsdaten werden derart organisiert, daf}
eine Korrelation jedes aufgezeichneten Bildes mit ei-
ner entsprechenden Position, beispielsweise der ers-
ten Position 112 oder der zweiten Position 116, mog-
lich ist.

[0022] Jedes aufgezeichnete Bild kann auf einem
photografischen Film oder vorzugsweise mit Hilfe
von elektronischen Sensoren 134 aufgezeichnet wer-
den. Bei einem Ausflihrungsbeispiel handelt es sich
bei den elektronischen Sensoren um komphementa-
re Metalloxidhalbleiter(CMOS)-Sensoren. Bei alter-
nativen Ausflhrungsbeispielen kénnen Felder von
lichtempfindlichen ladungsgekoppelten Halbleiter-
bauelementen ("CCD") oder Photodioden verwendet
werden. Das von den elektronischen Sensoren aus-
gegebene elektronische Bild wird in einem zweiten
Speicherelement 136 gespeichert. Wenn das Bild auf
einem photografischen Film aufgezeichnet wurde,
wird das Bild zur weiteren Verarbeitung in eine elek-
tronische Form umgewandelt. Die Umwandlung kann
mit Hilfe eines Scanners geschehen oder mit ande-
ren Verfahren zum Umwandeln von chemischen Da-
ten bzw. Lichtdaten in elektronische Daten. Derartige
Scanner sind kommerziell von verschiedenen Anbie-
tern erhaltlich, z. B. von Hewlett Packard aus Palo Al-
to, Kalifornien. Das digitale Bild wird in dem Speicher-
element 136 gespeichert.

[0023] Um aus den zwei oder mehr Bildern eines
Objektes eine einzige Panoramaaufnahme zu erzeu-
gen, ruft eine Verarbeitungseinheit 140 die Bilder und
die zugehdrigen Positions- und Ausrichtungsinforma-
tionen ab und rekombiniert sie zu einer einzigen Pa-
noramaaufnahme. Die Verarbeitungseinheit 140
kann in einer Graphik-Prozessorkarte implementiert
sein. Bei einem anderen Ausfiihrungsbeispiel ist der
Prozessor ein Mehrzweckmikroprozessor, der ein
Programm zur Behandlung von Graphikverarbei-
tungsfunktionen ausfihrt.

[0024] Fig. 2 zeigt ein Ablaufdiagramm, das die zur
Erzeugung einer Panoramaaufnahme von der Kame-
ra gemal Fig. 1 verwendeten Schritte beschreibt. Im
Schritt 204 setzt der Benutzer vor der Aufnahme des

ersten Bildes eine Kamerapositionsanzeige zurtck.
Das Ricksetzen der Kamerapositionsanzeige fihrt
vorzugsweise zur LOschung des die Ausgangssigna-
le des Bewegungssensors speichernden Speichers
132, so dal das erste in einer Reihe aufgezeichnete
Bild vorzugsweise in einem Nullpunkt-Referenz-Ein-
zelbild (Rahmen) liegt. Die Kamera zeichnet im
Schritt 208 ein Bild eines Objekts, in dem Null-
punkt-Referenz-Einzelbild auf. Ungefahr zur gleichen
Zeit, zu der das erste Bild aufgezeichnet wird, wird
eine zugehdrige Position und Ausrichtung der Kame-
rain dem Speicher 132 aufgezeichnet. Bei der Kame-
ra gemal Fig. 1 erzeugt ein CCD-Feld das in dem
zweiten Speicher 136 gemal Fig. 1 gespeicherte
Bild.

[0025] Nachdem die Kamera das erste Bild und zu-
gehorige Positions- und Ausrichtungsinformationen
aufgezeichnet hat, wird die Kamera im Schritt 212
neu positioniert bzw. neu ausgerichtet. Die neue An-
ordnung kann sowohl eine seitliche Translation 120
als auch eine Ausrichtungs(dreh)bewegung 124 um-
fassen. Eine Person oder eine motorbetriebene Ein-
richtung kann die Kamera bewegen. Bei einem Aus-
fuhrungsbeispiel rotiert die Kamera um ein Stativ, wo-
durch seitliche Bewegungen minimiert werden und
Ausfuhrungsformen der Kamera moglich werden, die
die seitliche Translation nicht messen. Wahrend der
Neupositionierung zeichnet ein Sensor, vorzugswei-
se ein MEMS-Sensor, im Schritt 216 die Bewegung
und Rotation der Einrichtung auf. Bei einem erfin-
dungsgemalien Ausflhrungsbeispiel zeichnet der
MEMS-Sensor eine Beschleunigung auf und inte-
griert die Beschleunigung, um eine Verschiebung zu
gewinnen. Die aufgezeichneten Beschleunigungs-,
Dreh- oder Verschiebungsinformationen werden in
einer Speichereinrichtung gespeichert.

[0026] Wenn die Kamera in einer zweiten Position
ausgerichtet ist, zeichnet die Kamera ein zweites Bild
des Objektes auf. Wenn das zweite Bild aufgezeich-
netist, verwendet die Kamera Informationen von dem
Bewegungssensor und zeichnet eine dem zweiten
Bild entsprechende Kameraposition und -ausrichtung
auf. Die Positions- und Ausrichtungsinformationen
werden in einer Positions- und Ausrichtungsspeiche-
reinrichtung 132 gespeichert. Der Gegenstand des
zweiten Bildes und des ersten Bildes muf3 sich genu-
gend Uberlappen, so dal® der Prozessor die tberlap-
penden Bereiche rekonstruieren kann und eine anei-
nandergesetzte Panoramaaufnahme erzeugen kann.

[0027] Die obige Schrittfolge 204 bis 220 beschreibt
ein System, wie es in einer ruhenden Kamera ver-
wendet wird. Es ist klar, dal® ein MEMS-Sensor oder
ein Bewegungssensor in eine Videokamera einge-
baut werden kann und bei der Bewegung der Kamera
viele Bilder aufgenommen werden kdnnen. Jedes
Bild gehort zu einem Satz von Positions- und Aus-
richtungsdaten, die aus von den Bewegungssenso-
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ren aufgezeichneten Informationen erzeugt werden.
Diese Bilder kbnnen dann mit benachbarten Bildern
zur Erzeugung einer umfassenden Panoramaauf-
nahme rekonstruiert werden. Die bei der Rekonstruk-
tion eines derartigen sich bewegenden Bildes be-
schriebenen Techniken werden durch wiederholte
Iterationen der Schritte 204 bis 220 und durch eine
Reihe von von dem Prozessor ausgeflihrten Rekon-
struktionsschritten erzielt. Im Schritt 224 werden die
von dem Bewegungssensor erzeugten Positions-
und Ausrichtungsinformationen zusammen mit den
zugehorigen aufgezeichneten Bildern an einen Pro-
zessor Ubertragen.

[0028] Fig. 3 zeigt ein Ausfiihrungsbeispiel eines
Kamerasystems 300 zur Aufzeichnung eines Rund-
umbildes oder eines hemispharischen Bildes. Von ei-
nem Objekt ausgehendes Licht lauft durch ein Lin-
sensystem 304, welches ein Bild des Objektes auf
dem Spiegel 308 erzeugt. Der Spiegel 308 lenkt das
Bild auf einen Sensor 312. Der Sensor 312 kann ein
photografischer Film sein. Vorzugsweise ist der Sen-
sor 312 ein Feld von ladungsgekoppelten Halbleiter-
bauelementsensoren oder ein CMOS-Bauelement.
Die Ausangssignale des Sensors 312 werden in einer
(nicht gezeigten) Speichereinrichtung gespeichert.

[0029] Bei dem dargestellten Ausfiihrungsbeispiel
werden das Linsensystem 304, der Spiegel 308 und
der Sensor 312 in feststehender Beziehung zueinan-
der derart als Baugruppe zusammen befestigt, dafy
der Stellantrieb fir die Spiegelneigung 316 die Bau-
gruppe entlang eines ersten Freiheitsgrades neigen
kann, um Teile des Objektes oberhalb und unterhalb
(entlang der Y-Achse) eines bestimmten Punktes auf-
zuzeichnen.

[0030] Bei dem dargestellten Ausfiihrungsbeispiel
ist die das Linsensystem 304, den Spiegel 308 und
den Sensor 312 enthaltende Baugruppe aufRerdem
auf einem frei drehbaren Ring 324 befestigt, der die
Baugruppe entlang eines zweiten Freiheitsgrades
zur Aufzeichnung von Teilen des Objektes auf beiden
Seiten (entlang der X-Achse) eines Punktes dreht.
Die Bewegung oder Drehung kann von einem mit
dem frei drehbaren Ring 324 gekoppelten Motor 328
ausgefuhrt werden. Eine Wellencodiereinrichtung
332 dient als Bewegungssensor, um an jedem Punkt,
an dem ein Bild aufgezeichnet wird, die Position ein-
schlielich der Ausrichtung des frei drehbaren Rings
324 zu bestimmen und aufzuzeichnen.

[0031] Das Kamerasystem 300 gemal Fig. 3 kann
verwendet werden, um zur Erzeugung von zusam-
mengesetzten Bildern verwendete Bilder mit minima-
len Uberlappungsbereichen aufzuzeichnen. Bei einer
ersten Anwendung kann das System zur Aufzeich-
nung eines Rundumbildes in einem zylindrischen
Format verwendet werden. Wenn das Kamerasystem
300 zur Aufzeichnung eines Rundumbildes im zylind-

rischen Format verwendet wird, halt der Stellantrieb
fur die Spiegelneigung 316, die Linse 304 und den
Spiegel 308 unter einer konstanten Neigung, wah-
rend ein Motor 328 das Kamerasystem 300 auf ei-
nem Kreis entlang einer "X"-Achsenrichtung rotiert.
Die von dem Kamerasystem 300 aufgezeichneten
Bilder stellen einen Querschnitt eines Zylinders unter
einer voreingestellten Neigung dar. Bei voreingestell-
ten Winkelpositionen werden auf dem Kreis Bilder
aufgezeichnet, welche es einem (nicht dargestellten)
Prozessor ermdglichen, die aufgezeichneten Bilder
zur Erzeugung eines zylindrischen Bildes zu rekom-
binieren. Die zu kombinierenden Abschnitte sind ver-
gleichbar mit dem Zusammensetzen der Stlicke 350
eines Kuchens 352 gemal Fig. 3B. Die voreinge-
stellten Winkelpositionen berlcksichtigen das Ge-
sichtsfeld des Kamerasystems 300 und den zwi-
schen benachbarten Bildern gewiinschten Uberlap-
pungsbereich. Der Bewegungssensor oder die Mo-
torcodiereinrichtung kann verwendet werden, um zu
bestimmen, wann das Kamerasystem 300 die vorein-
gestellten Positionen erreicht hat, und um anzuzei-
gen, daf ein Bild aufgezeichnet werden mufR.

[0032] Das Kamerasystem 300 kann aul3erdem ver-
wendet werden, um ein hemispharisches Format auf-
zuzeichnen. Bei einem Verfahren zur Aufzeichnung
eines Rundumbildes in einem hemispharischen For-
mat werden nacheinander verschiedene Rundumbil-
der 360, 362, 364, 366 aufgezeichnet, wie in Fig. 3C
dargestellt ist. Nachdem ein Rundumbild bei einer
vorgegebenen Neigung aufgezeichnet wurde, wird
der Stellantrieb fir die Spiegelneigung in eine be-
nachbarte voreingestellte Neigungsposition verstellt,
so daf} das Kamerasystem 300 mit jeder Umdrehung
des Kamerasystems 300 ein anderes Rundumbild
aufzeichnet. Die voreingestellten Neigungspositio-
nen berlcksichtigen das Gesichtsfeld des Kamera-
systems 300 in der Y-Richtung und den zwischen be-
nachbarten "Rundumbildern" gewiinschten Uberlap-
pungsbereich. Der Bewegungssensor oder die Nei-
gungscodiereinrichtung 320 bestimmt, wann das Ka-
merasystem 300 die voreingestellte Neigungspositi-
on erreicht hat.

[0033] Fig. 4 zeigt ein Ablaufdiagramm, das die von
dem Prozessor oder der Verarbeitungseinrichtung
140 ausgefuhrten Schritte beschreibt, um aus zwei
oder mehr Bildern mit Hilfe der zugehorigen Positi-
ons- und Ausrichtungsdaten ein zusammengesetztes
Bild zu rekonstruieren. Im Schritt 404 empfangt der
Prozessor von der Kamera Kamerapositions- und
Ausrichtungsinformationen und die zugehorigen Bild-
daten. Der Prozessor wahlt dann im Schritt 408 ein-
ander entsprechende Punkte in einem ersten und
zweiten Bild aus. Einander entsprechende bzw. ent-
sprechende Punkte sind Punkte in verschiedenen
Bildern oder Perspektiven, die dem gleichen Punkt
eines Objektes entsprechen. Folglich ist ein entspre-
chender Punkt ein Punkt oder Pixel in dem ersten
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Bild, welcher einem Punkt des Objektes entspricht
und ein zweiter Punkt oder ein zweites Pixel in dem
zweiten Bild, der bzw. das dem gleichen Punkt des
Objektes entspricht. Der Punkt in dem ersten Bild und
der Punkt in dem zweiten Bild sind als einander ent-
sprechende Punkte definiert. Beispielsweise ist die
Nasenspitze einer Person ein Punkt des Objekts, fur
den es einen einander entsprechenden Punkt in dem
ersten und dem zweiten Bild geben kann. Bei einem
Ausfuhrungsbeispiel der Erfindung wird Musterer-
kennungssoftware zur Bestimmung von einander
entsprechenden Punkten verwendet. Ein zweites,
einfacheres Verfahren zur Bestimmung von einander
entsprechenden Punkten erfordert einen Endbenut-
zer, der einen Punkt in dem ersten Bild auswabhlt, den
ersten Punkt mit Hilfe einer Maus oder einer anderen
Zeigereinrichtung auswahlt oder "anklickt" und den
entsprechenden Punkt in dem zweiten Bild auswahlt
oder "anklickt". Bei einem bevorzugten Ausfuhrungs-
beispiel werden fiir jeden Uberlappungsbereich drei
einander entsprechende Punkte ausgewahlt. Ein
Uberlappungsbereich ist der redundante Datenbe-
reich, in dem zwei Bilder kombiniert werden. Im
Schritt 412 werden die ausgewahlten einander ent-
sprechenden Punkte und deren X- und Y-Koordina-
tenin einem in einer Speichereinrichtung gespeicher-
ten Datensatz aufgezeichnet. Bei dem Datensatz
handelt es sich Ublicherweise um einen zweidimensi-
onalen Datensatz, da fir jeden Punkt eine X- und
eine Y-Koordinate aufgezeichnet werden muf3.

[0034] Im Schritt 416 bezeichnet ein Prozessor
Operationen, die zur Bearbeitung der beiden Bilder
verwendet werden kdénnen, damit die einander ent-
sprechenden Punkte in den beiden Bildern Uberein-
stimmen. Insbesondere enthalt der Schritt 416 die
Bezeichnung von an wenigstens einem der beiden
Bilder auszufiihrenden Rotations-, Translations- und
Skalieroperationen. Um die Operationen zur Anpas-
sung der einander entsprechenden Punkte zu be-
stimmen, kénnen Daten von den Bewegungssenso-
ren verwendet werden. Wenn die Bewegungssenso-
ren ausreichend genau und empfindlich sind, kann
die Bezeichnung von einander entsprechenden
Punkten unnétig sein, da die Bewegung der Kamera
in Bezug auf ein feststehendes Objekt zur Bestim-
mung der Ausrichtung der Bilder mathematisch be-
rechnet werden kann. Ublicherweise fiihrt der Com-
puter Operationen einschlieBlich Rotations-, Transla-
tions- und Skalieroperationen an wenigstens einem
der beiden Bilder aus, um einen Uberlappungsbe-
reich zu erzeugen, der zwischen den beiden Bildern
richtig ausgerichtet ist.

[0035] Wenn Daten elektronisch gespeichert wer-
den, enthélt der Uberlappungsbereich der beiden Bil-
der Ublicherweise doppelt so viel Daten wie notwen-
dig sind, um ein Bild des Uberlappungsbereiches zu
erzeugen. Um die Datenredundanz zu verringern,
kdnnen die irrelevanten Daten bei einem Datenbild

entfernt werden. Bei einem anderen Verfahren der
Datenkombination kann es eine Interpolation oder
Mittelung der Daten von zwei Bildern in dem Uberlap-
pungsbereich fir die beiden Datensatze geben, um
einen einzigen, den Uberlappungsbereich darstellen-
den Datensatz zu erzeugen. Die Entscheidung, ob
Daten gemittelt oder interpoliert oder von einem Bild
geldscht werden, hangt von der Rechenleistung des
Prozessors und der gewlinschten Genauigkeit der
Wiedergabe ab. Eine erhdhte Genauigkeit erfordert
eine erhdhte Verarbeitungsleistung, welche die Mitte-
lung oder Interpolation der Daten in dem Uberlap-
pungsbereich ermdglicht.

[0036] Im Schritt 424 werden die eine resultierende
Panoramaaufnahme definierenden Parameter neu
berechnet. Wenn das rekombinierte Bild ein dreidi-
mensionales Bild ist, wird insbesondere eine Neube-
rechnung der Texturflachen, Farbflachen und Dreie-
ckeckpunkte in einem dreidimensionalen Punktesatz
ausgeflihrt, um eine neue die neudefinierten Baustei-
ne oder Elemente enthaltende Datenbank zu erzeu-
gen. Diese Elemente sind Ublicherweise Dreiecke in
einer dreidimensionalen Datenbank. Ein tblicher, fur
eine derartige neue Zusammensetzung eines Drei-
ecksmaschennetzes verwendeter Algorithmus ist der
Delauni-Algorithmus.

[0037] Wenn die rekombinierten Bilder zweidimen-
sionale Bilder sind, ist eine derartige Rekonstruktion
eines Maschennetzes unnétig und das Programm ist
abgeschlossen, wenn ein die beiden Bilder kombinie-
rendes zusammengesetztes Bild erzeugt wird.

[0038] Wenn die rekombinierten Bilder dreidimensi-
onale Bilder sind, missen die Textureckpunkte des
dreidimensionalen Punktesatzes, einschlielBlich der
neuen Texturflachen und der neuen Farbflachen, im
Schritt 328 berechnet werden. Diese neu berechne-
ten Textur- und Farbflachen werden auf die im Schritt
424 berechneten neuen Textureckpunkte neu ange-
wendet.

[0039] Insgesamt ermoglicht der im Ablaufdia-
gramm gemal Fig. 4 beschriebene Prozel die Er-
zeugung einer umfassenderen Panoramaaufnahme
aus zwei Bildern. Das erste Bild wird von einer Kame-
ra erzeugt, welche ein erstes Bild in einer ersten Po-
sition aufnimmt. Bewegungssensoren erfassen die
Bewegung und die Rotation oder die Position der Ka-
mera, wenn die Kamera in eine zweite Position be-
wegt wird, in der ein zweites Bild aufgenommen wird.
Mit Hilfe der Positionsinformationen kann ein Prozes-
sor das erste und das zweite Bild zur Erzeugung ei-
ner umfassenden Panoramaaufnahme kombinieren.

[0040] Das beschriebene System verringert die
Kosten, da eine geringere Ausstattung benétigt wird.
Speziell wird nur ein Linsensystem benétigt. Ein ein-
ziges Linsensystem macht das System im Vergleich
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zu bekannten Panoramaabbildungssystemen weni-
ger komplex. SchlieRlich ist das beschriebene Sys-
tem fir Videokameras geeignet, bei denen viele Bil-
der aufgenommen werden. Diese vielen Bilder kon-
nen zur Erzeugung einer Datenbank aus sich bewe-
genden Panoramaaufnahmen oder Rundumbildern
kombiniert werden.

[0041] Das beschriebene System kann weiter ver-
bessert werden, um die Benutzung zu vereinfachen
und die Datenerfassungskapazitat der Kamera 104
oder des Kamerasystems 300 zu verbessern. Fig. 5
zeigt ein Ablaufdiagramm, das ein Verfahren be-
schreibt, welches einen Benutzer bei der Verbesse-
rung der Datenerfassungskapazitat der Kamera 104
oder des Kamerasystems 300 unterstitzt. Im Schritt
504 nimmt die Kamera von einer ersten Position ein
erstes Bild eines Objektes auf. Die Kamera kann
dann im Schritt 508 optimale Kamerapositionen fir
die Aufnahme nachfolgender Bilder berechnen. In
dem Kamerasystem 300 gemaf Fig. 2 sind die opti-
malen Positionen Ublicherweise diejenigen mit der
minimal bendtigten Uberlappung. Somit kann sich die
Kamera nach jeder Bildaufzeichnung um eine vorge-
gebene Gradzahl drehen. Die Gradzahl hangt von
dem Gesichtsfeld ab, welches wiederum von der
Brennweite der Linse 304 abhangt. Ein Weitwinkel-
objektiv erlaubt zwischen den Bildern eine Drehung
um einen grofReren Winkel in der X-Richtung und er-
fordert somit die Aufzeichnung von weniger Bildern in
einem Kreis. Ein Teleobjektiv, das ein engeres Ge-
sichtsfeld hat, erlaubt nach der Bildaufzeichnung ei-
nen kleineren Winkel der Rotation.

[0042] Im Schritt 512 beginnt die Kamera eine Bild-
aufnahmereihe. Es werden Ausrichtungsmessungen
durchgefiihrt, um die Ausrichtung der Kamera zu be-
stimmen.

[0043] Bei auf einer manuellen Bewegung der Ka-
mera basierenden Kamerasystemen, veranlal3t die
Kamera den Benutzer im Schritt 516, sich zu bewe-
gen. Bei einem Ausflhrungsbeispiel kdnnen die Be-
dienerhinweise in Form von in dem Kamerasucher
angezeigten Pfeilen geliefert werden. Die Pfeile ver-
anlassen einen Benutzer, die Kamera in eine be-
stimmte Richtung zu bewegen oder die Kamera bis
zu einer bestimmten Ausrichtung zu drehen. Die Pfei-
le kdnnen mit Hilfe einer Flussigkristallanzeige (LCD)
angezeigt werden. Es kann eine automatische Be-
reichswahleinrichtung verwendet werden, um einem
Prozessor Signale zur Verfiigung zu stellen. Der Pro-
zessor steuert die Anzeige, so dal} diese Signale
ausgibt, die den Benutzer zur Beibehaltung der rich-
tigen Uberlappung zwischen aufeinanderfolgenden
Bildern veranlassen. Ein Verfahren zur Messung der
Uberlappung kann dadurch realisiert werden, daR
der Prozessor zur Auswahl eines Punktes des Objek-
tes an einem Rand des Gesichtsfeldes veranlaf3t
wird. Bei der Bewegung der Kamera verfolgt der Pro-

zessor die Bewegung des Punktes Uber das Ge-
sichtsfeld. Die Kamera signalisiert dem Benutzer,
wann der ausgewahlte Punkt einen Bereich am ge-
genlberliegenden Rand des Gesichtsfeldes erreicht
hat, wobei dies dem Benutzer die Aufzeichnung ei-
nes zweiten Bildes ermdglicht. Bei einem alternativen
Ausfuhrungsbeispiel kann ein MEMS-Sensor bestim-
men, wann eine Kamera ausreichend neuausgerich-
tet ist, um den Uberlappungsbereich zu optimieren
und die Aufzeichnung eines zweiten Bildes zu recht-
fertigen. Die Starke der Neuausrichtung hangt von
dem Gesichtsfeld der Linse ab. Bei manuell beweg-
ten Kameras kann ein visuelles Signal, ein Gerausch-
oder Sprachsignal verwendet werden, um den Benut-
zer zur Einstellung des Uberlappungsbereichs darauf
hinzuweisen, die Kamera in eine bestimmte Richtung
zu bewegen oder die Kamera in eine bestimmte Aus-
richtung zu drehen.

[0044] Die Kamera bestimmt im Schritt 420 ob die
Kamera innerhalb des Toleranzbereiches fir die Ent-
fernung oder fur die Ausrichtung von einer optimalen
Position liegt. Wenn die Kamera nicht innerhalb des
Toleranzbereiches liegt, kehrt die Kamera zum
Schritt 516 zurlick und veranlal’t den Benutzer Uber
einen Rickkoppelungsmechanismus die Kamerapo-
sition weiter einzustellen. Wenn im Schritt 520 festge-
stellt wird, daf3 die Kamera innerhalb des Toleranzbe-
reiches fur die Entfernung liegt, zeichnet die Kamera
im Schritt 524 ein zweites nachfolgendes Bild des
Objektes auf.

[0045] Im Schritt 528 bestimmt die Kamera, ob alle
fur eine Datenbank erforderlichen Bilder aufgezeich-
net wurden. Die Anzahl der benétigten Bilder wird
aus dem Gesichtsfeld der Linse, der gewlnschten
Uberlappung und daraus bestimmt, ob ein Rundum-
bild, ein hemispharisches Bild oder eine Panorama-
aufnahme gewinscht wird. Sofern weitere Bilder be-
noétigt werden, kehrt die Kamera zum Schritt 516 zu-
rick und veranlal3t den Benutzer, die Kamera zur
Aufzeichnung eines nachfolgenden Bildes in eine
nachfolgende Position zu bringen. Wenn im Schritt
528 festgestellt wird, dal’ eine ausreichende Anzahl
von Bildern aufgezeichnet wurde, ist die Bildauf-
zeichnung abgeschlossen, und es kann ein aneinan-
dergesetztes umfassendes Bild rekonstruiert wer-
den.

[0046] Obwohl bestimmte beispielhafte Ausfih-
rungsbeispiele detailliert beschrieben und in den bei-
geflgten Zeichnungen dargestellt wurden, sollte klar
sein, dal® derartige Ausfihrungsbeispiele lediglich
der Veranschaulichung dienen und die breite Erfin-
dung nicht einschranken sollen und daf diese Erfin-
dung nicht auf die speziellen dargestellten und be-
schriebenen Anordnungen und Konstruktionen be-
schrankt ist, da dem Durchschnittsfachmann ver-
schiedene andere Modifikationen einfallen werden.
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Patentanspriiche

1. Verfahren zum Erzeugen einer Panoramaauf-
nahme eines Objektes (108) mit Hilfe einer Kamera
(104), wobei
von einer ersten Position und Orientierung (112) der
Kamera ein erstes Bild aufgenommen wird (504), das
Gesichtsfeld eines Objektivs der Kamera (104) be-
stimmt wird und aus dem Gesichtsfeld eine optimale
zweite Kameraposition und -orientierung (116) be-
stimmt werden (508), wobei die zweite Position und
Orientierung zur Aufnahme eines zweiten Bildes zur
Verwendung bei der Rekonstruktion einer Panorama-
aufnahme des Objekts (108) geeignet sind;
ein Benutzer angewiesen wird, die Kamera zu der
zweiten Position und Orientierung zu bewegen; und
das zweite Bild aufgenommen wird (524), wenn die
Kamera die zweite Position und Orientierung erreicht
hat (520).

2. Verfahren nach Anspruch 1, dadurch gekenn-
zeichnet, dal} die erste Position gleich der zweiten
Position ist und bei der Anderung nur die Orientie-
rung der Kamera geandert wird.

3. Verfahren nach Anspruch 1 oder 2, dadurch
gekennzeichnet, dal} weitere Positionen und Orien-
tierungen der Kamera fir weitere Bilder bestimmt
werden und der Benutzer angewiesen wird, die Ka-
mera zu den weiteren Positionen und Orientierungen
zu bewegen, wobei weitere Bilder aufgenommen
werden, wenn die Kamera die weiteren Positionen
und Orientierungen erreicht hat.

4. Verfahren nach Anspruch 3, dadurch gekenn-
zeichnet, dal} die Panoramaaufnahme ein Rund-
um-Bild ist.

Es folgen 7 Blatt Zeichnungen
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Anhangende Zeichnungen
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