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(57)【要約】
【課題】　それぞれがアクセスデバイスとポリシーファ
ンクションを有している１以上のネットワークを有した
システム内でサブスクライバに関係するテポロジー情報
を配信する方法を提供する。
【解決手段】　１以上のネットワーク１０２を有したシ
ステム内でサブスクライバ１０８に関するトポロジー情
報を配信する方法であって、それぞれのネットワーク１
０２はアクセスデバイスとポリシーファンクション１１
０とを有しており、利用ポリシーファンクションによっ
てサブスクライバの現行位置を特定するステップを含ん
でいる。方法は、利用ポリシーファンクション１１０か
らサブスクライバ１０８に関係するアンカーポリシーフ
ァンクションにその現行位置に関する情報を転送するス
テップをさらに含んでいる。
【選択図】図２
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【特許請求の範囲】
【請求項１】
　１以上のネットワークを有したシステム内でサブスクライバに関するトポロジー情報を
配信する方法であって、
　利用ポリシーファンクションによってサブスクライバの現行位置を特定するステップと
、
　前記利用ポリシーファンクションからサブスクライバに関係するアンカーポリシーファ
ンクションに前記現行位置に関する情報を転送するステップと、
を含んでいることを特徴とする方法。
【請求項２】
　サブスクライバが異なる利用ポリシーファンクションに移動するたびに特定ステップと
転送ステップとを実行するステップをさらに含んでいることを特徴とする請求項１記載の
方法。
【請求項３】
　サブスクライバに関係するポリシー情報をアンカーポリシーファンクションから利用ポ
リシーファンクションにルート付けするためにサブスクライバの現行位置に関する情報を
利用するステップをさらに含んでいることを特徴とする請求項１記載の方法。
【請求項４】
　サブスクライバに関するポリシー情報と、該ポリシー情報のリクエストとをプッシュモ
デルを実行することでルート付けするステップをさらに含んでいることを特徴とする請求
項１記載の方法。
【請求項５】
　サブスクライバに関するポリシー情報と、該ポリシー情報のリクエストとをプルモデル
を実行することでルート付けするステップをさらに含んでいることを特徴とする請求項１
記載の方法。
【請求項６】
　サブスクライバと関する状況情報をアンカーポリシーファンクションによって維持する
ステップと、該状況情報に従ってポリシールールを実行するステップとをさらに含んでい
ることを特徴とする請求項１記載の方法。
【請求項７】
　利用ポリシーファンクションとアンカーポリシーファンクションとは異なるサービスプ
ロバイダのネットワーク内に存在しており、現行位置に関する情報を転送するステップは
該現行位置に関する情報を少なくとも１つのサービスプロバイダのネットワークバウンダ
リを越えて伝達するステップをさらに含んでいることを特徴とする請求項１記載の方法。
【請求項８】
　利用ポリシーサーバがリソースコントロールを監視するネットワーク内でのリソース消
費に基づいてサブスクライバに関係するポリシーデシジョンを制限またはコントロールす
るために１以上のリソースレベルポリシールールを実行する利用ポリシーファンクション
をさらに含んでいることを特徴とする請求項１記載の方法。
【請求項９】
　利用ポリシーファンクションをアンカーポリシーファンクションから脱カップリングす
るステップをさらに含んでいることを特徴とする請求項１記載の方法。
【請求項１０】
　サブスクライバの現行位置に関する情報をシステム内の１以上の他のポリシーファンク
ションに配信するステップをさらに含んでいることを特徴とする請求項１記載の方法。
【請求項１１】
　１以上のサブネットワークを有したネットワーク内でサブスクライバに関するトポロジ
ー情報を配信するシステムであって、それぞれのサブネットワークはアクセスデバイスと
ポリシーファンクションとを有しており、本システムは、サブスクライバの現行位置を特
定するための利用ポリシーファンクションと、
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　前記利用ポリシーファンクションから前記現行位置に関する情報を受領するためのサブ
スクライバに関係するアンカーポリシーファンクションと、
を含んでいることを特徴とするシステム。
【請求項１２】
　サブスクライバが異なる利用ポリシーファンクションに移動するたびに該異なる利用ポ
リシーファンクションはサブスクライバの現行位置を特定し、該現行位置をアンカーポリ
シーファンクションに転送することを特徴とする請求項１１記載のシステム。
【請求項１３】
　サブスクライバに関するポリシー情報をサブスクライバの現行位置に関する情報を利用
してアンカーポリシーファンクションから利用ポリシーファンクションにルート付けする
ことを特徴とする請求項１１記載のシステム。
【請求項１４】
　ネットワークはサブスクライバに関するポリシー情報と、該ポリシー情報のリクエスト
とをプッシュモデルを実行することでルート付けすることを特徴とする請求項１１記載の
システム。
【請求項１５】
　ネットワークはサブスクライバに関するポリシー情報と、該ポリシー情報のリクエスト
とをプルモデルを実行することでルート付けすることを特徴とする請求項１１記載のシス
テム。
【請求項１６】
　アンカーポリシーファンクションはサブスクライバと関する状況情報を維持し、該状況
情報に従ってポリシールールを実行することを特徴とする請求項１１記載のシステム。
【請求項１７】
　利用ポリシーファンクションとアンカーポリシーファンクションとは異なるサービスプ
ロバイダのネットワーク内に存在しており、現行位置に関する情報を少なくとも１つのサ
ービスプロバイダのネットワークバウンダリを越えて伝達することを特徴とする請求項１
１記載のシステム。
【請求項１８】
　利用ポリシーファンクションは、利用ポリシーサーバがリソースコントロールを監視す
るサブネットワーク内でのリソース消費に基づいてサブスクライバに関係するポリシーデ
シジョンを制限またはコントロールするために１以上のリソースレベルポリシールールを
実行することを特徴とする請求項１１記載のシステム。
【請求項１９】
　利用ポリシーファンクションはアンカーポリシーファンクションから脱カップリングさ
れることを特徴とする請求項１１記載のシステム。
【請求項２０】
　ネットワーク内に１以上の他のポリシーファンクションをさらに含んでおり、サブスク
ライバの現行位置に関する情報は該１以上の他のポリシーファンクションに配信されるこ
とを特徴とする請求項１１記載のシステム。
【発明の詳細な説明】
【技術分野】
【０００１】
　本発明はデジタルコンテンツを配信するための通信システムおよび通信サービスに関す
る。特にサブスクライバの物理的所在地とは無関係にサブスクライバを該当ポリシーサー
ビスと適切に関連させる技術に関する。
【背景技術】
【０００２】
　図１は複数のサブスクライバに対してデジタルコンテンツを送る従来技術によるシステ
ム１０を図示する。アプリケーションファンクション１２（本例ではＰ－ＣＳＣＦ（プロ
キシコールセッションコントロールファンクション））はサブスクライバにＶｏＩＰコー
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ルを実行させるようにセッションセットアップファンクションを提供する。あるいはアプ
リケーションファンクションはサーバとして作用することもできる。このサーバは複数の
サブスクライバ１４のうちの１サブスクライバにビデオストリームのごときデジタルコン
テンツを提供する。サブスクライバには電話またはパソコン等の電子装置が含まれる。こ
れら電子装置は無線装置であっても、ローカルな有線ネットワークに接続することもでき
る。
【０００３】
　セッション時にアプリケーションサーバ１２がサブスクライバ１４に提供するデジタル
コンテンツはいくつかのネットワークコンポーネントを通過する。このデジタルコンテン
ツは実施ポイントを通過するが、ポリシーをリクエストするシグナルは図のポリシー要素
（ポリシールータ１６とポリシーサーバ１８並びに実施ポイント）間で伝達される。
【０００４】
　実施ポイント２０はケーブルモデムターミネーションシステム（ＣＭＴＳ）、ＧＰＲＳ
ゲートウェイサポートノード（ＧＧＳＮ）、パケットデータサービスノード（ＰＤＳＮ）
等であるエッジデバイスである。一般的に実施ポイントはサブスクライバのセッション中
にパケットがトラバースするネットワーク内のどのようなエンティティであってもよい。
実施ポイント２０はどの特定アプリケーションサーバ１２の専用ではないが、その代わり
に実施ポイントのリソースはネットワーク内のポリシーファンクション（例えば本例では
ポリシーサーバ１８）によってサブスクライバのアプリケーションセッションに割り当て
られる。
【０００５】
　“ポリシーファンクション”とはポリシーを実施しているネットワーク内のエンティテ
ィを表す一般用語である。ポリシーファンクションの主要目的はセッションのために適し
たサービスクォリティを提供し、加えてセッションと関連する情報の料金請求および決算
を管理することである。ポリシーファンクションは実施ポイント２０に対してポリシーデ
シジョンを伝達すなわち“プッシュ”し、サブスクライバのために正確なポリシーセット
が設定されていることを確認する役目を担っている。よってポリシーファンクションはア
プリケーションサーバ１２に成り代わって実施ポイント２０を制御する。
【０００６】
　図示のポリシールータ１６はポリシーファンクションであり、ポリシーリクエストを下
流のポリシーファンクションに発送あるいは転送する。図１の例ではアプリケーションサ
ーバ１２はポリシールータ１６を介してポリシーリクエストをポリシーサーバ２０に送る
。
【０００７】
　一般的に図１は複数のアプリケーション、複数のサブスクライバおよび複数のサブスク
ライバエッジデバイスをサポートするサービスプロバイダのポリシー環境を示す。サブス
クライバエッジデバイス２０はサービスクォリティ、バンド幅マネージメントおよびアド
ミッションコントロールに関連するオペレータポリシーのためのポリシー実施ポイントと
して機能する。
【発明の開示】
【発明が解決しようとする課題】
【０００８】
　以下は解説されている実施例によって提供されるポリシー環境の重要な目的の一部であ
る。
【０００９】
　アプリケーションはネットワークトポロジーあるいはネットワークテクノロジーの知識
を必要とすべきではない。アプリケーションがトポロジーの知識を必要とせずにいられる
ようにネットワーク内のポリシーサーバがトポロジーアブストラクションの面倒を見るべ
きである。
【００１０】
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　ポリシー環境は全国規模での利用スケールに合わせるべきである。
【００１１】
　実際のネットワークトポロジーは動的であるべきである。ネットワークサブスクライバ
、ポリシーサーバ、実施ポイントおよびそれらの相互接続は追加、変更または削除が可能
であるべきである。管理規定は最少限度に留めるべきである。
【００１２】
　サブスクライバは異なるネットワークと異なるサービスプロバイダからアプリケーショ
ンにアクセスできるべきである。このタイプのローミングの振る舞いはサブスクライバと
関連する実施ポイントが時間と共に変化することを意味する。またサブスクライバは潜在
的には同時的に異なるネットワークおよび異なるサービスプロバイダからサービスとアプ
リケーションとに潜在的にアクセスできるべきである。
【００１３】
　ネットワークサブスクライバは異なる時間に異なるサブスクライバエッジデバイスから
ネットワークにアクセス可能（すなわちサブスクライバは遊動性）であるか、同一セッシ
ョン中に１つのサブスクライバエッジデバイスおよび別エッジデバイスとの間で移動可能
（すなわちサブスクライバは移動性）であるべきである。
【００１４】
　サブスクライバがどこからアタッチしているかには無関係にサブスクライバには一貫し
たセットのポリシーが提供されるべきである。ポリシーは以下タイプのサブスクライバサ
ービスの属性を管理する。
【００１５】
　サブスクライバの受益資格（どのようなサービスおよびコンテンツにアクセス可能およ
びアクセス不能か）。
【００１６】
　サブスクライバのためのサービスクォリティ（サービスのユーザー体験の品質またはサ
ービスを得るためにサブスクライバが認可されているバンド幅）。
【００１７】
　特定サービスまたは特定アプリケーションでサブスクライバが幾ら請求されるべきか。
【００１８】
　カスタマーに一貫したセットのポリシーを提供するため、実施ポイントをコントロール
する役割を負うネットワーク（典型的には“来訪”ネットワーク）と呼称）内のポリシー
ファンクションが、サブスクライバポリシーに関する全情報を含む“ホーム”ポリシーフ
ァンクションと交信できるようにするメカニズムが存在すべきである。
【００１９】
　［関連出願］
　本願は２００６年３月１７日出願の米国仮特許願６０/７８３２３２および２００６年
３月１７日出願の米国仮特許願６０/７８３２３０の優先権を主張する。
【００２０】
　１特徴によれば本発明は、それぞれがアクセスデバイスとポリシーファンクションを有
している１以上のネットワークを有したシステム内でサブスクライバに関係するテポロジ
ー情報を配信する方法を提供する。
【課題を解決するための手段】
【００２１】
この方法は利用ポリシーファンクションによってサブスクライバの現行位置を特定するス
テップを含む。この方法はさらに利用ポリシーファンクションからサブスクライバに関係
するアンカーポリシーファンクションにまでその現行位置に関する情報を転送するステッ
プをさらに含む。
【００２２】
　本発明の１実施例によればサブスクライバが異なる利用ポリシーファンクションに移動
するごとにその特定ステップと転送ステップとを実行するステップも含まれる。別実施例
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ではサブスクライバに関するポリシー情報をアンカーポリシーファンクションから利用ポ
リシーファンクションへとルート付けするためにサブスクライバの現行位置に関連する情
報を使用するステップがさらに含まれる。
【００２３】
　１実施例によればサブスクライバに関するポリシー情報をルート付けし、プッシュモデ
ルを実行してポリシー情報をリクエストするステップがさらに含まれる。別実施例ではサ
ブスクライバに関するポリシー情報をルート付けするステップをさらに含み、プルモデル
を実行してポリシー情報をリクエストする。
【００２４】
　１実施例ではアンカーポリシーファンクションによってサブスクライバに関する状況情
報を維持し、その状況情報に従ってポリシールールを実行するステップがさらに含まれる
。
【００２５】
　別実施例では利用ポリシーファンクションおよびアンカーポリシーファンクションは異
なるサービスプロバイダネットワーク内に存在しており、現行位置に情報を転送するステ
ップは現行位置に関する情報を少なくとも１つのサービスプロバイダネットワークバウン
ダリに送るステップをさらに含む。
【００２６】
　１実施例では利用ポリシーサーバがリソースコントロールを監督するネットワーク内で
のリソース消費に基づいてサブスクライバに関するポリシーデシジョンを制限または制御
する１以上のリソースレベルポリシールールを実行する利用ポリシーファンクションをさ
らに含む。
【００２７】
　さらに別実施例ではアンカーポリシーファンクションから利用ポリシーファンクション
を脱カップリングするステップがさらに含まれる。１実施例ではサブスクライバの現行位
置に関する情報をシステム内の１以上の他のポリシーファンクションに配信するステップ
がさらに含まれる。
【００２８】
　別特徴ではそれぞれアクセスデバイスとポリシーファンクションとを有した１以上のサ
ブネットワークを有するネットワーク内のサブスクライバに関するトポロジー情報を配信
するシステムが提供される。このシステムはサブスクライバの現行位置を特定する利用ポ
リシーファンクションと、その利用ポリシーファンクションから現行位置に関する情報を
受領するためのサブスクライバに関するアンカーポリシーファンクションとを含む。
【００２９】
　１実施例ではサブスクライバが異なる利用ポリシーファンクションに移動するたびに異
なる利用ポリシーファンクションがサブスクライバの現行位置を特定し、アンカーポリシ
ーファンクションにその現行位置を転送する。
【００３０】
　別実施例ではネットワークはサブスクライバに関するポリシー情報をサブスクライバの
現行位置に関する情報を利用してアンカーポリシーファンクションから利用ポリシーファ
ンクションにルート付けする。
【００３１】
　１実施例ではネットワークはサブスクライバに関するポリシー情報をルート付けし、プ
ッシュモデルを実行することでそのポリシー情報をリクエストする。別実施例ではネット
ワークはサブスクライバに関するポリシー情報をルート付けし、プルモデルを実行するこ
とでそのポリシー情報をリクエストする。
【００３２】
　１実施例ではアンカーポリシーファンクションはサブスクライバに関連する状況情報を
維持し、その状況情報に従ってポリシールールを実行する。別実施例では利用ポリシーフ
ァンクションとアンカーポリシーファンクションは異なるサービスプロバイダネットワー
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ク内に存在し、その現行位置に関する情報は少なくとも１つのサービスプロバイダネット
ワークバウンダリを越えて送られる。
【００３３】
　別実施例では利用ポリシーファンクションは１以上のリソースレベルポリシールールを
実行し、利用ポリシーサーバがリソースコントロールを監督するサブネットワーク内のリ
ソース消費に基づいてサブスクライバに関するポリシーデシジョンを制限又はコントロー
ルする。
【００３４】
　１実施例では利用ポリシーファンクションはアンカーポリシーファンクションから脱カ
ップリングされる。
【００３５】
　別実施例ではネットワーク内に１以上のポリシーファンクションがさらに含まれる。サ
ブスクライバの現行位置に関する情報はその１以上の他のポリシーファンクションに配信
される。
【発明を実施するための最良の形態】
【００３６】
　図２は本発明に従って構築された１例示的実施例によるシステム構造を図示する。図２
で図示されている例示システムは無線ネットワーク１０２、有線ネットワーク１０４およ
びＷｉＭＡＸ（ＩＥＥＥ８０２．１６）ネットワーク１０６を含む。
【００３７】
　無線ネットワーク１０２においてサブスクライバ１０８は無線ネットワーク１０２にア
クセスするためにモバイル装置（ＭＳ）を使用する。サブスクライバ１０８は、例えばＳ
ｐｒｉｎｔである特定アクセスプロバイダと契約する。サブスクライバのポリシーファン
クションはＳｐｒｉｎｔの無線ネットワーク１０２内に位置する。
【００３８】
　サブスクライバ１０８が別アクセスプロバイダネットワークに“ローミング”すると仮
定する。この例ではＳｐｒｉｎｔネットワーク１０２はサブスクライバの“ホームネット
ワーク”であると考えられる。Ｓｐｒｉｎｔネットワーク内のポリシーファンクション１
１０（この場合はポリシーマネージャ）はサブスクライバの“ホームポリシーファンクシ
ョン”すなわち“アンカーポリシーファンクション”である。
【００３９】
　サブスクライバが例えばＷｉＭＡＸ無線ネットワーク１０６である異なるタイプのネッ
トワークをサポートするアクセスプロバイダにローミングすると仮定する。サブスクライ
バ１０８がＷｉＭＡＸネットワークに接続されるとサブスクライバはそのホームネットワ
ーク（Ｓｐｒｉｎｔネットワーク１０２）内に位置するアプリケーション１１２にアクセ
スを願うかも知れない。このことを実現するためには、そのホームポリシーファンクショ
ン１１０内に存在するサブスクライバ１０８のポリシーはサブスクライバが訪問している
ネットワーク（ＷｉＭＡＸネットワーク１０６）内で究極的に実行される必要がある。
【００４０】
　しかし、無線ネットワーク１０２からのホーム/アンカーポリシーファンクション１１
０はＷｉＭＡＸネットワーク１０６（サブスクライバがローミングした先のネットワーク
）をコントロールしないし、直接的にコントロールすることはできない。いくつかの警備
理由によりネットワークプロバイダは典型的にはポリシーの実施のためにそのネットワー
ク機器を外部エンティティに直接的にコントロールさせることはない。
【００４１】
　よってホーム/アンカーポリシーファンクションは、必要なネットワークアセットを配
信させるために本例においてはＷｉＭＡＸネットワーク１０６内のポリシーマネージャ１
１４である“来訪”ポリシーファンクションと通信および協調しなければならない。この
来訪ポリシーファンクションは本明細書では“利用”ポリシーファンクションとも呼称さ
れている。なぜならそれは来訪ネットワーク内のサブスクライバに利用されるためのポリ
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シーファンクションだからである。
【００４２】
　上記で解説された実施例は以下の目的を達成するための技術と機構を含んでいる。
【００４３】
　１．サブスクライバが移動形態または遊動形態でネットワークにアクセスしようと、任
意サブスクライバを特定のポリシーサーバと関連させる。従ってそのサブスクライバは適
した来訪ポリシーファンクションおよび適性ホーム/アンカーポリシーファンクションと
関連付けが可能である。
【００４４】
　２．サブスクライバが移動形態または遊動形態でネットワークにアクセスしようと、ど
のポリシーサーバにポリシーを任意アプリケーションにアクセスさせるかを決定する任務
からアプリケーションを開放する。
【００４５】
　３．ポリシーサーバにアプリケーションアドレス処理（典型的には５個組であるＩＰソ
ースアドレス、ＩＰデスティネーションアドレス、ソースポート、デスティネーションポ
ートおよびプロトコール）およびＭＡＣアドレス並びにＥメールＩＤ（インバリアントサ
ブスクライバアイデンティファイア（ＩＳＩ））のごとき他のサブスクライバアイデンテ
ィファイヤを現在特定のサブスクライバをサポートしているネットワークエッジデバイス
にマップ処理させる。
【００４６】
　アクセスネットワーク内のそれぞれのサブスクライバステーションはサブスクライバが
使用する特定アクセス技術に依存するインバリアントサブスクライバアイデンティファイ
ヤ（ＩＳＩ）と関連している。ＩＳＩの例には電子連番、電話番号、モバイルステーショ
ンインテグレーテドサービスデジタルネットワーク番号（ＭＳ－ＩＳＤＮ）、インターナ
ショナルモバイルサブスクライバアイデンティファイヤ、エータネットメディアアクセス
コントロール（ＭＡＣ）アドレス等がある。
【００４７】
　サブスクライバが異なるアクセスデバイスからネットワークにアクセスするたびに変動
するＩＰアドレスレンジとは異なり、あるいはサブスクライバが異なるサブスクライバア
クセスデバイスを介してネットワークにアクセスするとき、ＩＳＩはサブスクライバに関
連しており、アクセスごとには変化することはない。(i)ＩＳＩ番号が、サブスクライバ
がネットワークにアクセスする“典型的な”位置をコード化し、(ii)連続的アイデンティ
ファイヤが同一位置から支給されるこの技術的特徴はマッピング操作をさらに効率的にす
るが、ここで解説した実施例では特に必要とされない。
【００４８】
　ポリシーサーバ（以降“ＰＳ”）は“学習”するか、典型的にはどのＩＳＩにそれらが
サービスを提供するかを特定する情報が支給される。このように特定ＰＳは任意セットの
サブスクライバの“アンカー”ＰＳとなる。“アンカー”ＰＳであるということは、どこ
でサブスクライバがネットワークに現在アクセスしているかには関係なくＰＳが常に関連
サブスクライバのための最終的ポリシーデシジョンメーカであることを意味する。
【００４９】
　［状況認識］
　特定のサブスクライバのアンカーＰＳはサブスクライバを状況認識している。この“状
況認識”とはサブスクライバがネットワーク上に存在するときは常にアンカーＰＳはサブ
スクライバの状況を認識している（すなわち状況に関する情報を有している）ということ
であり、その意味ではアプリケーションはサブスクライバが行使したポリシーを必要とす
る。サブスクライバが、例えばそれ自身のポリシーサーバを有するネットワークの別領域
にネットワーク内で移動するときでさえもポリシーリクエストはそのサブスクライバのた
めに最終的にはアンカーＰＳとの相互作用を必要とする。アンカーＰＳはサブスクライバ
を認識しているため、サブスクライバを中心としたパラメータ（すなわちそのサブスクラ
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イバ特有のパラメータ）に基づいてポリシーデシジョンをすることができる。
【００５０】
　例えば、アンカーＰＳは、サブスクライバは誰であるか、どのサービス段階またはパッ
ケージをサブスクライバが購入したか、または享受できるか、並びにいくつのそのような
セッションを享受できるか等々に基づいてサブスクライバが何をすることができ、何をす
ることができないかを決定するポリシールールを実行することができる。
【００５１】
　アンカーＰＳはサブスクライバとそのポリシーパラメータの状況認識をするものの、そ
のアンカーＰＳはどのようなネットワークリソースをサブスクライバが利用しているかに
関しては情報を持っていないかも知れない。例としてサブスクライバがローミングしてい
ればそのアンカーＰＳは利用ＰＳではないかも知れないからである。そのアンカーＰＳが
ホームネットワークであり、もしサブスクライバが別ＰＳ（サブスクライバはネットワー
クの別部分あるいは別プロバイダにローミングしているため、来訪ＰＳまたは利用ＰＳ）
によって利用されている位置に存在するならば、それはただサブスクライバが利用してい
るネットワークリソースを認識する来訪ＰＳまたは利用ＰＳである。その結果、利用ＰＳ
または来訪ＰＳはネットワークリソースを中心とするポリシー（それらネットワークリソ
ースに特有なポリシー）を監督することができる。
【００５２】
　来訪または利用ＰＳはリソース消費のためにセッティング閾値に焦点を合わせるポリシ
ールールを実行することができる。利用ＰＳは実施ポイントとインターフェースするＰＳ
であり、それがコントロールする実施ポイントで承認された全セッションを認識している
ため、それは利用されているリソースを認識している。その結果、利用ＰＳは実施ポイン
トで承認できるリソース量（例えばバンド幅あるいはセッション数）をコントロールする
ポリシールールを実施できる。
【００５３】
　よってアンカーＰＳはサブスクライバを中心とするポリシーを実行する役割を担い、来
訪または利用ＰＳはリソースを中心とするポリシーを実行する役割を担う。サブスクライ
バセションを状況認識する別アンカーポリシーサーバはサブスクライバが何をすることが
できるかコントロールするためにサブスクライバが認識するポリシールールを実行できる
。例えばアンカーＰＳは、サブスクライバが既に２つのセッションを同時的に実行状態に
しているなら３番目のセッションを拒絶することができる。またはアンカーＰＳはサブス
クライバが音声アプリケーションを実行状態にしているならビデオのリクエストを拒絶す
ることができる。同一シナリオでも、サブスクライバがエリート（“ゴールド”）サービ
ス階層であれば音声アプリケーションが既に実行状態であろうともアンカーＰＳはビデオ
のリクエストを認可することができる。
【００５４】
　［ネットワークを介したトポロジーのパーコレーション］
　サブスクライバがネットワークに登録するときには常にサブスクライバのアタッチメン
トポイントに関する情報（トポロジー）はネットワークの当該ポリシーファンクションを
介してパーコレーション処理する必要がある。この処理によってアプリケーションが行使
されたときにはローミングしているサブスクライバのために正確なセットのポリシーファ
ンクションがそのポリシー活動に参加するであろう。その結果、サブスクライバを中心と
するポリシーおよびリソースを中心とするポリシーが適正に実行および実施される。
【００５５】
　このトポロジー情報が配信可能ないくつかの方法が存在する。図３と図４にて図示する
ように利用ポリシーサーバ１５０は登録情報１５２をネットワーク内の指定ポリシールー
タ１５４に転送できる（この指定情報は利用ポリシーサーバで支給できるか、利用ポリシ
ーサーバによってアルゴリズム的に導き出せる）。
【００５６】
　その後、ポリシールータはサブスクライバのために指定されたアンカーＰＳにその登録
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情報を転送する役割を担うことができる。ポリシールータは、例えば以下のような複数の
異なる方法で特定サブスクライバのためにどのアンカーＰＳが指定されたかに関する情報
を取得することができる。
【００５７】
　ポリシールータにその情報を支給することができる。
【００５８】
　ポリシールータは外部データベースルックアップを介してその情報をリトリーブするこ
とができる。
【００５９】
　ポリシールータはアルゴリズム的にその情報を導き出すことができる（例えばサブスク
ライバが使用している装置の電話番号に基づき、アンカーの位置を確認させるエリアコー
ドを使用する）。
【００６０】
　アンカーＰＳはポリシールータにトポロジー情報をパーコレーション処理することがで
きる。
【００６１】
　ポリシールータが登録情報を指定されたアンカーＰＳに送ると、ポリシールータとアン
カーＰＳの両方はどのサーバまたは来訪ＰＳがサブスクライバと現在関連するかを知る。
もしサブスクライバが物理的に移動すれば、新サービスＰＳがサブスクライバと関連する
であろう。そうなると登録プロセスは再現され、アンカーおよびポリシールータは上述の
ように新関連性を“発見”または“学習”する。
【００６２】
　あるいは利用ＰＳは上記と同様な機構を利用してアンカーＰＳにもトポロジー情報を送
るであろう。例えば、サブスクライバが登録するとき利用ＰＳは登録のレルム情報を利用
して、どのアンカーポリシーサーバが登録/トポロジー情報を受領するか決定することが
できる。
【００６３】
　［登録およびトポロジー学習］
　サブスクライバは典型的にはサブスクライバステーションに動的ＩＰネットワークアド
レスを割り当てるケーブルモデムターミネーションシステム（ＣＭＴＳ）、パケットデー
タサービスノード（ＰＤＳＮ）、ゲートウェイＧＰＲＳサービスノード（ＧＧＳＮ）、ま
たはブロードバンドリモートアクセスサーバ（Ｂ－ＲＡＳ）デバイス等のサブスクライバ
アクセス装置によってネットワークにアクセスする。ＰＳはサブスクライバアクセス装置
を介してネットワークアプリケーションからサブスクライバに流れるアプリケーションデ
ータストリームのためのポリシーデシジョンファンクション（（ＰＤＦ）サービスクォリ
ティ、アドミッションコントロールおよびパケットプロセスディシプリン並びに特定セッ
ションをどのように請求するかを決定する）を提供する。
【００６４】
　サブスクライバがネットワークに登録すると、そのサブスクライバはアプリケーション
ファンクションと共に信号発信することでアプリケーションを行使できる。このアプリケ
ーションファンクションは中心化された位置に存在できる。このアプリケーションファン
クションはネットワークに関してサブスクライバの物理的位置は認識していない。
【００６５】
　サブスクライバがアプリケーションサーバからのセッションのリクエストを開始すると
アプリケーションファンクション/サーバはポリシーデシジョンのためにＰＳに対してリ
クエストを発給する。これで最終的にポリシー（ＱｏＳ処理と特定セッション並びに潜在
的には資格に関連する請求ルール）が決定される。このＰＳはＰＳに支給されているルー
ルに照らしてリクエストを評価し（ルールはサブスクライバの階層、時間帯およびネット
ワーク利用のごとき情報に基づいて決定することができる）、ポリシーデシジョン（Ｑｏ
Ｓポリシーデシジョンおよび請求処理）をサブスクライバアクセス装置、すなわち実施ポ
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イントまでプッシュダウンする。
【００６６】
　ネットワークが大きくなると、一般的にはそれぞれサブスクライバアクセス装置のセッ
トに信号発信する複数のＰＳにＰＤＦを分配することが望ましい。ポリシールータはネッ
トワークを通じてアプリケーションにポリシーデシジョンのための１つのコンタクトポイ
ントを持たせ、アプリケーションをネットワークトポロジーまたはサブスクライバ位置の
認識負担から開放する。ポリシールータはどのサブスクライバアクセスデバイスがサブス
クライバに利用されているか、およびどのＰＳ（サービスおよびアンカー）がサブスクラ
イバに関するポリシーデシジョンを実行できるかの認識を維持する。
【００６７】
　モバイルネットワークにおいては、サブスクライバが最初にシステムにアクセスすると
きサブスクライバアクセス装置はネットワークＩＰアドレスとＩＳＩをその関連ＰＳに信
号発信する。非モバイルネットワークでは、ＳＮＭＰのごとき他の手段または支給によっ
てサブスクライバ関連性を学習することができる。これでポリシールータはそのポリシー
ルート付けファンクションを実行するためにその情報を使用することができる。すなわち
アプリケーションがポリシールータにリクエストを発行するとき、サブスクライバＩＰア
ドレスまたはＩＳＩのいずれかに基づいてどのＰＳにリクエストをルート付けさせるのか
を知ることができる。
【００６８】
　ＰＳは特定サブスクライバのための“アンカー”ＰＳとしても支給することができ、サ
ブスクライバが物理的にどこに存在しようと（サブスクライバは異なる実施ポイント間を
移動できる）ポリシーリクエストは常に別ＰＳにルート付けされる。よってサブスクライ
バが関連している特定実施ポイントを利用させる任務を担う利用ＰＳにリクエストをルー
ト付けすることはアンカーＰＳの任務となる。ポリシールータはリクエストをアンカーＰ
Ｓにルート付けするためにＩＳＩを利用することができ、アンカーＰＳはＩＳＩまたはサ
ブスクライバＩＰアドレスを使用して利用ＰＳへルート付けすることができる。
【００６９】
　このアンカー技術は、スケール変動性であることによりネットワークにポリシーファン
クションの分布が存在するとき、並びにサブスクライバがネットワークとネットワークプ
ロバイダとの間をローミングしているときには有用である。
【００７０】
　図５と図６はポリシールータからアンカーへ、続いて利用ＰＳへのポリシーリクエスト
のルート付けを図示する。各ＰＳは登録プロセス中に学習したトポロジー情報に基づいて
適正にルート付けすることができる。
【００７１】
　１実施例ではアプリケーションファンクション並びにポリシールータは第三者のネット
ワークまたはアプリケーションプロバイダのドメインに存在する。別実施例では全ポリシ
ーコンポーネントは異なるネットワークまたはプロバイダドメインに存在する。
【００７２】
　上記のシナリオではサブスクライバはネットワークの中心部に位置するアプリケーショ
ンにアクセスする。アプリケーションファンクションはポリシーリクエストをそのデフォ
ルト（休止）ＰＳに発行する。本例の場合これはポリシールータである。その後にこのポ
リシールータは、アンカーＰＳにサブスクライバを中心とするポリシーを実行させるため
にポリシーリクエストを関連アンカーＰＳに転送する任務を負う。アンカーＰＳはその関
連ポリシールールを実行し、続いてリクエストを利用ＰＳに転送する。
【００７３】
　［プッシュモデル］
　これまで解説したポリシー相互間作用はポリシー配信の“プッシュモデル”を実行する
ものである。アプリケーションファンクションはリクエストをポリシールータに“プッシ
ュ”し、ポリシールータはリクエストをアンカーＰＳに“プッシュ”し、アンカーはサー
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ビスＰＳにリクエストを“プッシュ”する。
【００７４】
　トポロジー学習プロセスはポリシーのプッシュモデルを実行するのに重要である。サブ
スクライバがＱｏＳを必要とするアプリケーションにアクセスするとき、アプリケーショ
ンはリクエストをポリシールータに信号発信する。ポリシールータは、サブスクライバの
ためにアンカーＰＳを検索し、評価のためにＱｏＳリクエストをそのアンカーＰＳに転送
する前に特定グローバルまたはアプリケーション専用ポリシールールを評価することがで
きる。
【００７５】
　ポリシールータとアンカーＰＳはサブスクライバの“ホームネットワーク”ドメイン内
に存在できる（例えば、もしこれがＳｐｒｉｎｔサブスクライバであり、サブスクライバ
が別ネットワークからのＳｐｒｉｎｔサービスにアクセスしていれば、相互間作用に関与
するアプリケーション、ポリシールータおよびアンカーＰＳは全てＳｐｒｉｎｔドメイン
内に存在するであろう）。
【００７６】
　アンカーＰＳはサブスクライバポリシールール（本例では“サブスクライバを中心とす
るルール”と呼称；例えば特定サブスクライバがいくつのセッションを同時利用可能か、
またはサブスクライバがどのようなアプリケーションおよびサービスを利用可能か、ある
いはサブスクライバが利用限度を超えたか、等々）に関してＱｏＳリクエストを評価する
。もしＱｏＳリクエストが承認可能と評価されたらアンカーＰＳはそのリクエストをサブ
スクライバに現在利用されているサブスクライバアクセスデバイスにインターフェースし
ている“利用”ＰＳに送る。
【００７７】
　必要であれば（例えばもしサブスクライバが別運用ドメインでローミングしていたら）
アンカーＰＳは運用ポリシールールに基づいてＱｏＳリクエストも評価する。最終的には
利用ＰＳはＱｏＳ指示をサブスクライバアクセス装置に送り、サブスクライバのためにそ
のＱｏＳを実行する。利用ＰＳは来訪ネットワーク内に存在できる。利用ＰＳはリソース
利用（アクセスネットワークで消費されるリソース量をコントロールすること）に関して
ポリシールールを実行するであろう。
【００７８】
　例えば、（来訪/利用ポリシーサーバのドメイン範囲内で）サブスクライバがサービス
を受けているアクセスネットワークにおいて消費される全バンド幅が設定閾値Ｘを超えれ
ば利用ＰＳはサブスクライバによるリソースのリクエストを拒絶することができる。別例
では、（利用/来訪ポリシーサーバのコントロール下で）特定実施ポイントで全ビデオア
プリケーションのために消費されるバンド幅が設定閾値Ｙを超えれば利用ＰＳはサブスク
ライバからのビデオリクエストを拒絶することができる。あるいは利用ＰＳは特定実施ポ
イントで搬送中の音声セッションの総数が別設定閾値Ｚを超えるならビデオの上記リクエ
ストを拒絶することができる。
【００７９】
　あるいはアプリケーションファンクションはアンカーＰＳと同一のドメイン/ネットワ
ークに存在できる。この場合にはアプリケーションファンクションはアンカーＰＳに直接
的に信号発信し、アンカーをアプリケーションファンクションのデフォルトＰＳとして扱
うであろう。アンカーＰＳは両方のポリシールート付けファンクションを実行し（利用Ｐ
Ｓにルート付けしている理由による）、サブスクライバを中心とするポリシールールを実
行する任務を担うＰＳをも実行する。アンカーポリシーサーバはアプリケーションファン
クションにも直接的にインターフェースしている。
【００８０】
　図７はアプリケーションファンクションの位置がアンカーＰＳと同一のネットワーク内
に存在し、アプリケーションファンクションのデフォルトＰＳとしてアンカーＰＳを使用
している実施例を図示する。
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【００８１】
　図７で示すシステムではサブスクライバの利用ＰＳは来訪ネットワーク（例えばＴｅｌ
ｕｓ）でも構わないがサブスクライバはＶｅｒｉｚｏｎのカスタマーであり、そのアンカ
ーポリシーサーバはＶｅｒｉｚｏｎネットワーク内に、サブスクライバがアクセスを願う
アプリケーションと共に存在する。実施例によっては異なる商業エンティティにより運用
されるネットワークは本例では“ポリシーピアリング”と呼称されるものを介して協調作
用する。サブスクライバに関連するローミング情報を利用して利用およびアンカーポリシ
ーサーバはポリシーのインターオペレータサービスレベルアグリーメント（ＳＬＡ）並び
に他のビジネスアグリーメントを実行することができる。
【００８２】
　アプリケーションリクエストはネットワーク内またはアンカーＰＳが存在するネットワ
ークとは異なるプロバイダ内に物理的に存在するサブスクライバで発生する。ポリシーリ
クエストは利用ＰＳまたは来訪ＰＳに最終的に転送される。このシナリオでは第三者のア
プリケーションが来訪ネットワークにリクエストするものを規制するのに来訪ＰＳが利用
可能である。例えば２者（アクセスネットワークプロバイダおよびコンテンツプロバイダ
）間で合意したビジネスアレンジに基づいて来訪ポリシーサーバは第三者のコンテンツ/
アプリケーションプロバイダにより実行されるコンテンツ/アプリケーションのためにネ
ットワークへの進入が承認されたものを追跡調査することができる。
【００８３】
　展開スケールによっては論理ポリシーファンクション（ルート付け、アンカー、利用、
その他）は構造の複雑性を低減するように共同配置することができる。
【００８４】
　無線の世界ではサブスクライバがサブスクライバアクセス装置から脱登録すると、その
脱登録メッセージは利用ＰＳに送られ、さらにポリシールータに転送される。図８は１実
施例による例示的メッセージフロー図である。ポリシールータは脱登録の事実をアンカー
ＰＳに転送し、サブスクライバがネットワークではこれ以上アクセスすることも、利用Ｐ
Ｓと関係することもできないことを表示する。あるいは脱登録メッセージを利用ＰＳから
別のアンカーＰＳに直接的に転送することもできる。
【００８５】
　一般的にサブスクライバは特定アンカーＰＳと関係するが、この関係はほとんどの場合
に一貫しているべきである。しかしサブスクライバのアンカーＰＳがいずれ変更される場
合がある。管理セット時間に基づいて定期的にポリシールータとアンカーＰＳは利用され
ているＩＳＩの範囲からＩＳＩを派生させることができる。これは典型的に使用されるサ
ブスクライバアクセス装置に基づいてサブスクライバに利用されるさらに効率的なＰＳが
存在する場合に該当する。
【００８６】
　［プルモデル］
　ポリシー配信の別方法は“プル”モデルによって実行される。プルモデルではクライエ
ント/サブスクライバはアプリケーションファンクションからのリクエストの代わりにポ
リシーリクエストを直接的に行使する。クライエントはＲＳＶＰのごときメッセージを使
用してアクセス装置（実施ポイント）からのリクエストを作動させる。アクセス装置はそ
の指定した利用ＰＳからのポリシーリクエストを始動する。利用ポリシーサーバはアンカ
ーＰＳからサブスクライバのために適正なセットのポリシーを回収する必要があるであろ
う。
【００８７】
　トポロジー発見/配信フェーズ中に使用されたものと同じタイプの機構を使用して利用
ＰＳはその適正セットのポリシーのためにアンカーＰＳから“プル”操作することができ
る。大型スケール展開の場合においてはネットワークではプッシュモデル並びにプルモデ
ルの両方が実行される。
【００８８】
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　図９はサブスクライバがポリシーリクエストを作動させるポリシー普及のためのプルモ
デル”を図示する。アクセスネットワーク装置は利用ＰＳからのポリシーのためにプル操
作することができる。利用ＰＳはトポロジー情報の配信に利用されるものと同一タイプの
方法でアンカーＰＳからサブスクライバのためのポリシーを得るためにプル操作すること
ができる。プル操作対象のポリシータイプには、サブスクライバの受益権利（どのような
サービス/アプリケーションにサブスクライバがアクセス可能か）、どのサービスにも適
応するＱｏＳ処理、サービス対価請求方法（定額料金請求またはバイト単位請求またはタ
イムチャージ、等々）が含まれる。
【００８９】
　サブスクライバが初めてネットワークに登録するとき利用ＰＳはそのサブスクライバが
ローミングしているか否かを承知している。アンカーＰＳもサブスクライバのローミング
状況を承知している。ローミング情報はサブスクライバが最初にネットワークにアタッチ
した際にアクセスネットワーク装置からのメッセージから推察可能である。当初アタッチ
メントメッセージに存在するサブスクライバレルム情報はサブスクライバに関する情報を
提供できる。
【００９０】
　例えばサブスクライバはＴｅｌｕｓネットワークにローミングしているＶｅｒｉｚｏｎ
無線サブスクライバであろう。サブスクライバ/クライエントからの情報はサブスクライ
バがＶｅｒｉｚｏｎ無線サブスクライバであることを表示するであろう。利用ＰＳはこの
情報を利用してどのアンカーＰＳまたはポリシールータがトポロジー情報（利用ＰＳから
のプッシュ内）を受領し、ポリシー情報（利用ＰＳによるプル内）を提供するかを決定す
る。
【００９１】
　様々なポリシーサーバもサブスクライバレルム情報を利用してサブスクライバに対する
ポリシールールを実行できる。例えばサブスクライバが他のサービスプロバイダのサブス
クライバではなく、ＶｅｒｉｚｏｎのサブスクライバであればＴｅｌｕｓネットワーク内
の利用ＰＳは異なるレベルの処理を提供するルールを有することができる。Ｔｅｌｕｓと
Ｖｅｒｉｚｏｎとの間に配置されたサービスレベルアグリーメントまたはビジネスアグリ
ーメントが存在すると、Ｔｅｌｕｓの利用ＰＳは、音声、ビデオまたはデータサービスの
ために増強ＱｏＳの提供のごときビジネスルールの実行に使用することができる。実施例
によっては、特定レルムのファンクションとして様々なアプリケーションに対してサブス
クライバが異なる様式で料金請求されるような異なる請求形態の提供のためにもレルム情
報が使用される。
【００９２】
　本発明はその精神または本質的な特徴から逸脱せずに他の実施形態であっても同様に実
施可能である。従ってそれら実施例は本発明の説明のためだけに提供されており、本発明
の限定は意図されておらず、本発明の範囲はそれら実施例ではなく本明細書の「請求の範
囲」において定義されており、請求範囲内の全ての変更および均等物は本発明に含まれる
。
【図面の簡単な説明】
【００９３】
【図１】図１はデジタルコンテンツを複数のサブスクライバに送るための従来技術システ
ム１０を図示する。
【図２】図２は本発明に従って構築されたシステム構造の例示的実施例を図示する。
【図３】図３は指定されたポリシールータに登録情報を転送する利用ＰＳ１５０を図示す
る。
【図４】図４は指定されたポリシールータに登録情報を転送する利用ＰＳ１５０を図示す
る。
【図５】図５はポリシールータからアンカーへ、そしてその後に利用ＰＳへのポリシーリ
クエストのルート付けするステップを図示する。



(15) JP 2009-530921 A 2009.8.27

10

【図６】図６はポリシールータからアンカーへ、そしてその後に利用ＰＳへのポリシーリ
クエストのルート付けするステップを図示する。
【図７】図７はアプリケーションファンクションの位置がアンカーＰＳと同じネットワー
ク内に存在している実施例を図示する。
【図８】図８は図２で示すシステムの１実施例の例示的メッセージ工程図を図示する。
【図９】図９はポリシーを配信するための“プル”モデルを図示する。
【符号の説明】
【００９４】
１０２　ネットワーク
１０８　サブスクライブ
１１０　ポリシーファンクション

【図１】 【図２】
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【図５】 【図６】



(17) JP 2009-530921 A 2009.8.27

【図７】 【図８】

【図９】



(18) JP 2009-530921 A 2009.8.27

10

20

30

40

【国際調査報告】



(19) JP 2009-530921 A 2009.8.27

フロントページの続き

(81)指定国　　　　  AP(BW,GH,GM,KE,LS,MW,MZ,NA,SD,SL,SZ,TZ,UG,ZM,ZW),EA(AM,AZ,BY,KG,KZ,MD,RU,TJ,TM),
EP(AT,BE,BG,CH,CY,CZ,DE,DK,EE,ES,FI,FR,GB,GR,HU,IE,IS,IT,LT,LU,LV,MC,MT,NL,PL,PT,RO,SE,SI,SK,TR),OA(
BF,BJ,CF,CG,CI,CM,GA,GN,GQ,GW,ML,MR,NE,SN,TD,TG),AE,AG,AL,AM,AT,AU,AZ,BA,BB,BG,BR,BW,BY,BZ,CA,CH,CN,
CO,CR,CU,CZ,DE,DK,DM,DZ,EC,EE,EG,ES,FI,GB,GD,GE,GH,GM,GT,HN,HR,HU,ID,IL,IN,IS,JP,KE,KG,KM,KN,KP,KR,K
Z,LA,LC,LK,LR,LS,LT,LU,LY,MA,MD,ME,MG,MK,MN,MW,MX,MY,MZ,NA,NG,NI,NO,NZ,OM,PG,PH,PL,PT,RO,RS,RU,SC,SD
,SE,SG,SK,SL,SM,SV,SY,TJ,TM,TN,TR,TT,TZ,UA,UG,US,UZ,VC,VN,ZA,ZM,ZW


	biblio-graphic-data
	abstract
	claims
	description
	drawings
	search-report
	overflow

