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OPTIMIZED CONFIGURABLE NAND 
PARAMETERS 

CROSS-REFERENCE FOR RELATED 
APPLICATION 

This application claims the benefit of Provisional Patent 
Application No. 61/731,198, filed on Nov. 29, 2012, which is 
hereby incorporated by reference in its entirety. 

BACKGROUND 

This application relates to the operation of re-program 
mable non-volatile memory systems such as semiconductor 
flash memory which record data using charge stored in charge 
storage elements of memory cells. 

Solid-state memory capable of nonvolatile storage of 
charge, particularly in the form of EEPROM and flash 
EEPROM packaged as a small form factor card, has recently 
become the storage of choice in a variety of mobile and 
handheld devices, notably information appliances and con 
Sumer electronics products. Unlike RAM (random access 
memory) that is also solid-state memory, flash memory is 
non-volatile, and retains its stored data even after power is 
turned off Also, unlike ROM (read only memory), flash 
memory is rewritable similar to a disk storage device. In spite 
of the higher cost, flash memory is increasingly being used in 
mass storage applications. 

Flash EEPROM is similar to EEPROM (electrically eras 
able and programmable read-only memory) in that it is a 
non-volatile memory that can be erased and have new data 
written or “programmed” into their memory cells. Both uti 
lize a floating (unconnected) conductive gate, in a field effect 
transistor structure, positioned over a channel region in a 
semiconductor Substrate, between source and drain regions. 
A control gate is then provided over the floating gate. The 
threshold voltage characteristic of the transistor is controlled 
by the amount of charge that is retained on the floating gate. 
That is, for a given level of charge on the floating gate, there 
is a corresponding Voltage (threshold) that must be applied to 
the control gate before the transistor is turned “on” to permit 
conduction between its source and drain regions. Flash 
memory such as Flash EEPROM allows entire blocks of 
memory cells to be erased at the same time. 
The floating gate can hold a range of charges and therefore 

can be programmed to any threshold Voltage level within a 
threshold voltage window. The size of the threshold voltage 
window is delimited by the minimum and maximum thresh 
old levels of the device, which in turn correspond to the range 
of the charges that can be programmed onto the floating gate. 
The threshold window generally depends on the memory 
device's characteristics, operating conditions and history. 
Each distinct, resolvable threshold voltage level range within 
the window may, in principle, be used to designate a definite 
memory state of the cell. 

In order to improve read and program performance, mul 
tiple charge storage elements or memory transistors in an 
array are read or programmed in parallel. Thus, a “page of 
memory elements are read or programmed together. In exist 
ing memory architectures, a row typically contains several 
interleaved pages or it may constitute one page. All memory 
elements of a page are read or programmed together. 

Nonvolatile memory devices are also manufactured from 
memory cells with a dielectric layer for storing charge. 
Instead of the conductive floating gate elements described 
earlier, a dielectric layer is used. Such memory devices uti 
lizing dielectric storage element have been described by Eitan 
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2 
et al., “NROM: A Novel Localized Trapping, 2-Bit Nonvola 
tile Memory Cell.” IEEE Electron Device Letters, vol. 21, no. 
11, November 2000, pp. 543-545. An ONO dielectric layer 
extends across the channel between source and drain diffu 
sions. The charge for one data bit is localized in the dielectric 
layer adjacent to the drain, and the charge for the other data bit 
is localized in the dielectric layer adjacent to the source. For 
example, U.S. Pat. Nos. 5,768,192 and 6,011,725 disclose a 
nonvolatile memory cell having a trapping dielectric sand 
wiched between two silicon dioxide layers. Multi-state data 
storage is implemented by separately reading the binary 
states of the spatially separated charge storage regions within 
the dielectric. 

SUMMARY OF THE INVENTION 

Examples of the present invention relate to configurable 
parameters used to access memory arrays and to schemes for 
optimizing Such parameters according to predicted character 
istics of memory cells, for example, as a function of certain 
memory cell device geometry, which may be predicted based 
on the location of a particular device within a memory array. 
In 3-dimensional memory arrays, such as 3-D NAND, cell 
geometry may vary in a predictable manner according to 
distance from the substrate. Parameters may be configured to 
compensate for Such variation. 
An example of a method of operating a charge-storage 

memory cell array includes: identifying a pattern of variation 
of at least one memory cell dimension within the charge 
storage memory cell array; determining a first set of param 
eters to use inaccessing a first plurality of memory cells based 
on the at least one memory cell dimension of the first plurality 
of memory cells; determining a second set of parameters to 
use in accessing a second plurality of memory cells based on 
the at least one memory cell dimension of the second plurality 
of memory cells, the second set of parameters including at 
least one parameter that is different from the first set of 
parameters; Subsequently accessing the first plurality of 
memory cells using the first set of parameters; and accessing 
the second plurality of memory cells using the second set of 
parameters. 
The at least one memory cell dimension may be a diameter 

of a cylindrical memory hole. The charge-storage memory 
cell array may be a three-dimensional memory array, the first 
plurality of memory cells may be located in a lower portion of 
the three-dimensional memory array, the second plurality of 
memory cells may be located in an upper portion of the 
three-dimensional memory array, and the identified pattern of 
variation may indicate that the diameter of the cylindrical 
memory hole is greater in the second plurality of memory 
cells than in the first plurality of memory cells. The at least 
one parameter that is different may be a Voltage that is applied 
to program memory cells. The at least one parameter that is 
different may be a number of Voltage pulses used to program 
memory cells. The at least one parameter that is different may 
be a read voltage that is used to read memory cells. Theat least 
one parameter may be an erase Voltage that is used to erase 
memory cells. A write-erase cycle count may be maintained 
for blocks of the charge-storage memory array and the first 
and second sets of parameters may be updated according to 
the write erase cycle counts. The first set of parameters may 
be updated according to a first update scheme and the second 
set of parameters may be updated according to a second 
update scheme that is different from the first update scheme. 
An example of a charge-storage memory cell array 

includes: an array of memory cells, each memory cell having 
a memory cell dimension, the memory cell dimension having 
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a pattern of variation across the array of memory cells; and 
memory access circuits that access memory cells of the array 
of memory cells according to access parameters, the memory 
access circuits having a first set of parameters for accessing a 
first plurality of memory cells and a second set of parameters 
for accessing a second plurality of memory cells, the second 
set of parameters including at least one parameter that is 
different from the first set of parameters, the first plurality of 
memory cells and the second plurality of memory cells 
defined according to the pattern of variation. 
The charge-storage memory cell array may be a three 

dimensional memory array. The charge-storage memory cell 
array may be a three-dimensional NAND memory array 
which includes a plurality of NAND strings that extend ver 
tically in a direction that is perpendicular to a Substrate Sur 
face. The pattern of variation across the array of memory cells 
may be a pattern of variation of the memory cell dimension 
according to vertical distance from the Substrate surface. The 
memory cell dimension may be a diameter of an opening that 
extends vertically through word lines with a channel extend 
ing vertically through the opening. A write-erase cycle count 
circuit may maintain write-erase cycle counts for blocks in 
the charge-storage memory cell array and update access 
parameters according to write-erase cycle counts. The write 
erase cycle count circuit may have a first update scheme for 
updating the first set of parameters and a second update 
scheme for updating the second set of parameters. 

Various aspects, advantages, features and embodiments of 
the present invention are included in the following description 
of exemplary examples thereof, which description should be 
taken in conjunction with the accompanying drawings. All 
patents, patent applications, articles, other publications, 
documents and things referenced herein are hereby incorpo 
rated herein by this reference in their entirety for all purposes. 
To the extent of any inconsistency or conflict in the definition 
or use of terms between any of the incorporated publications, 
documents or things and the present application, those of the 
present application shall prevail. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates schematically the main hardware compo 
nents of a memory system suitable for implementing the 
present invention. 

FIG. 2 illustrates schematically a non-volatile memory 
cell. 

FIG. 3 illustrates the relation between the source-drain 
current I, and the control gate Voltage V for four different 
charges Q1-Q4 that the floating gate may be selectively stor 
ing at any one time at fixed drain Voltage. 

FIG. 4A illustrates schematically a string of memory cells 
organized into a NAND string. 

FIG. 4B illustrates an example of a NAND array 210 of 
memory cells, constituted from NAND strings 50 such as that 
shown in FIG. 4A. 

FIG. 5 illustrates a page of memory cells, organized in the 
NAND configuration, being sensed or programmed in paral 
lel. 

FIGS. 6A-6C illustrate an example of programming a 
population of 4-state memory cells. 

FIG. 7 illustrates an example of overprogramming in SLC 
memory 

FIG. 8 illustrates an example of overprogramming in MLC 
memory. 

FIGS. 9A-9B show an example of a 3-D NAND memory 
array. 
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4 
FIG. 10 shows an example of a 3-D NAND memory at an 

intermediate stage of fabrication. 
FIG. 11 shows the structure of FIG. 10 at a later stage of 

fabrication. 
FIG. 12 shows the structure of FIG. 11 after formation of 

memory holes. 
FIG. 13 shows a detailed view of memory elements in a 

memory hole of a 3-D NAND memory. 
FIG. 14 shows an example of a non-uniform memory hole. 
FIG. 15 illustrates an example of location-based parameter 

selection. 
FIG. 16 illustrates updating of offsets for different Zones. 
FIG. 17 illustrates an example of Zones in a 3-D NAND 

memory array. 

DETAILED DESCRIPTION 

Memory System 
FIG. 1 illustrates schematically the main hardware compo 

nents of a memory system suitable for implementing the 
present invention. The memory system 90 typically operates 
with a host 80 through a host interface. The memory system is 
typically in the form of a memory card or an embedded 
memory system. The memory system 90 includes a memory 
102 whose operations are controlled by a controller 100. The 
memory 102 comprises one or more array of non-volatile 
memory cells distributed over one or more integrated circuit 
chip. The controller 100 may include interface circuits 110, a 
processor 120, ROM (read-only-memory) 122, RAM (ran 
dom access memory) 130, programmable nonvolatile 
memory 124, and additional components. A controller is typi 
cally formed as an ASIC (application specific integrated cir 
cuit) and the components included in Such an ASIC generally 
depend on the particular application. 
Physical Memory Structure 

FIG. 2 illustrates schematically a non-volatile memory 
cell. The memory cell 10 can be implemented by a field-effect 
transistor having a charge storage unit 20, Such as a floating 
gate or a dielectric layer. The memory cell 10 also includes a 
source 14, a drain 16, and a control gate 30. 

There are many commercially successful non-volatile 
Solid-state memory devices being used today. These memory 
devices may employ different types of memory cells, each 
type having one or more charge storage element. 

Typical non-volatile memory cells include EEPROM and 
flash EEPROM. Examples of EEPROM cells and methods of 
manufacturing them are given in U.S. Pat. No. 5,595,924. 
Examples of flash EEPROM cells, their uses in memory 
systems and methods of manufacturing them are given in U.S. 
Pat. Nos. 5,070,032, 5,095,344, 5,315,541, 5,343,063, 5,661, 
053, 5,313,421 and 6,222,762. In particular, examples of 
memory devices with NAND cell structures are described in 
U.S. Pat. Nos. 5,570,315, 5,903,495, 6,046,935. Also, 
examples of memory devices utilizing dielectric storage ele 
ments have been described by Eitan et al., “NROM: A Novel 
Localized Trapping, 2-Bit Nonvolatile Memory Cell. IEEE 
Electron Device Letters, vol. 21, no. 11, November 2000, pp. 
543-545, and in U.S. Pat. Nos. 5,768,192 and 6,011,725. 

In practice, the memory state of a cell is usually read by 
sensing the conduction current across the Source and drain 
electrodes of the cell when a reference voltage is applied to 
the control gate. Thus, for each given charge on the floating 
gate of a cell, a corresponding conduction current with 
respect to a fixed reference control gate Voltage may be 
detected. Similarly, the range of charge programmable onto 
the floating gate defines a corresponding threshold Voltage 
window or a corresponding conduction current window. 
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Alternatively, instead of detecting the conduction current 
among a partitioned current window, it is possible to set the 
threshold Voltage for a given memory state under test at the 
control gate and detect if the conduction current is lower or 
higher than a threshold current (cell-read reference current). 
In one implementation the detection of the conduction current 
relative to a threshold current is accomplished by examining 
the rate the conduction current is discharging through the 
capacitance of the bit line. 

FIG. 3 illustrates the relation between the source-drain 
current I, and the control gate Voltage V for four different 
charges Q1-Q4 that the floating gate may be selectively stor 
ing at any one time. With fixed drain voltage bias, the four 
solid I, Versus V curves represent four charge levels that 
can be programmed on a floating gate of a memory cell, 
respectively corresponding to four of eight possible memory 
states. As an example, the threshold Voltage window of a 
population of cells may range from 0.5V to 3.5V. Seven 
programmed memory states “0”, “1”, “2”, “3”, “4”, “5”, “6”, 
respectively, and one erased state (not shown), may be demar 
cated by partitioning the threshold window into regions in 
intervals of 0.5V each. For example, if a reference current, 
IREF of 2LA is used as shown, then the cell programmed with 
Q1 may be considered to be in a memory state “1” since its 
curve intersects with I in the region of the threshold win 
dow demarcated by VCG=0.5V and 1.0V. Similarly, Q4 is in 
a memory state “5”. 
As can be seen from the description above, the more states 

a memory cell is made to store, the more finely divided is its 
threshold window. For example, a memory device may have 
memory cells having a threshold window that ranges from 
-1.5V to 5V. This provides a maximum width of 6.5V. If the 
memory cell is to store 16 states, each state may occupy from 
200 mV to 300 mV in the threshold window. This will require 
higher precision in programming and reading operations in 
order to be able to achieve the required resolution. 
NAND Structure 

FIG. 4A illustrates schematically a string of memory cells 
organized into a NAND string. A NAND string 50 comprises 
a series of memory transistors M1, M2, ... Mn (e.g., n=4, 8, 
16 or higher) daisy-chained by their sources and drains. A pair 
of select transistors S1, S2 controls the memory transistor 
chain's connection to the external world via the NAND 
string's source terminal 54 and drainterminal 56 respectively. 
In a memory array, when the source select transistor S1 is 
turned on, the source terminal is coupled to a source line (see 
FIG. 4B). Similarly, when the drain select transistor S2 is 
turned on, the drainterminal of the NAND string is coupled to 
a bit line of the memory array. Each memory transistor 10 in 
the chain acts as a memory cell. It has a charge storage 
element 20 to store a given amount of charge so as to represent 
an intended memory state. A control gate 30 of each memory 
transistor allows control over read and write operations. As 
will be seen in FIG. 4B, the control gates 30 of corresponding 
memory transistors of a row of NAND string are all connected 
to the same word line. Similarly, a control gate 32 of each of 
the select transistors S1, S2 provides control access to the 
NAND string via its source terminal 54 and drain terminal 56 
respectively. Likewise, the control gates 32 of corresponding 
select transistors of a row of NAND string are all connected to 
the same select line. 
When an addressed memory transistor 10 within a NAND 

string is read or is verified during programming, its control 
gate 30 is Supplied with an appropriate Voltage. At the same 
time, the rest of the non-addressed memory transistors in the 
NAND string 50 are fully turned on by application of suffi 
cient Voltage on their control gates. In this way, a conductive 
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6 
path is effectively created from the source of the individual 
memory transistor to the source terminal 54 of the NAND 
string and likewise for the drain of the individual memory 
transistor to the drain terminal 56 of the cell. Memory devices 
with such NAND string structures are described in U.S. Pat. 
Nos. 5,570,315, 5,903,495, 6,046,935. 

FIG. 4B illustrates an example of a NAND array 210 of 
memory cells, constituted from NAND strings 50 such as that 
shown in FIG. 4A. Along each column of NAND strings, a bit 
line such as bit line 36 is coupled to the drain terminal 56 of 
each NAND string. Along each bank of NAND strings, a 
Source line Such as source line 34 is coupled to the source 
terminals 54 of each NAND string. Also the control gates 
along a row of memory cells in a bank of NAND strings are 
connected to a word line such as word line 42. The control 
gates along a row of select transistors in a bank of NAND 
strings are connected to a select line Such as select line 44. An 
entire row of memory cells in a bank of NAND strings can be 
addressed by appropriate Voltages on the word lines and 
select lines of the bank of NAND strings. 

FIG. 5 illustrates a page of memory cells, organized in the 
NAND configuration, being sensed or programmed in paral 
lel. FIG.5essentially shows a bank of NAND strings 50 in the 
memory array 210 of FIG. 4B, where the detail of each 
NAND string is shown explicitly as in FIG. 4A. A physical 
page, such as the page 60, is a group of memory cells enabled 
to be sensed or programmed in parallel. This is accomplished 
by a corresponding page of sense amplifiers 212. The sensed 
results are latched in a corresponding set of latches 214. Each 
sense amplifier can be coupled to a NAND string via a bit line. 
The page is enabled by the control gates of the cells of the 
page connected in common to a word line 42 and each cell 
accessible by a sense amplifier accessible via a bit line 36. As 
an example, when respectively sensing or programming the 
page of cells 60, a sensing Voltage or a programming Voltage 
is respectively applied to the common word line WL3 
together with appropriate Voltages on the bit lines. 
Physical Organization of the Memory 
One important difference between flash memory and other 

of types of memory is that a cell must be programmed from 
the erased State. That is the floating gate must first be emptied 
of charge. Programming then adds a desired amount of charge 
back to the floating gate. It does not support removing a 
portion of the charge from the floating gate to go from a more 
programmed State to a lesser one. This means that update data 
cannot overwrite existing one and must be written to a previ 
ous unwritten location. 

Furthermore erasing is to empty all the charges from the 
floating gate and generally takes appreciable time. For that 
reason, it will be cumbersome and very slow to erase cell by 
cell or even page by page. In practice, the array of memory 
cells is divided into a large number of blocks of memory cells. 
As is common for flash EEPROM systems, the block is the 
unit of erase. That is, each block contains the minimum num 
ber of memory cells that are erased together. While aggregat 
ing a large number of cells in a block to be erased in parallel 
will improve erase performance, a large size block also entails 
dealing with a larger number of update and obsolete data. 

Each block is typically divided into a number of physical 
pages. A logical page is a unit of programming or reading that 
contains a number of bits equal to the number of cells in a 
physical page. In a memory that stores one bit per cell, one 
physical page stores one logical page of data. In memories 
that store two bits per cell, a physical page stores two logical 
pages. The number of logical pages stored in a physical page 
thus reflects the number of bits stored per cell. In one embodi 
ment, the individual pages may be divided into segments and 
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the segments may contain the fewest number of cells that are 
written at one time as a basic programming operation. One or 
more logical pages of data are typically stored in one row of 
memory cells. A page can store one or more sectors. A sector 
includes user data and overhead data. 
All-Bit, Full-Sequence MLC Programming 

FIG. 6A-6C illustrate an example of programming a popu 
lation of 4-state memory cells. FIG. 6A illustrates the popu 
lation of memory cells programmable into four distinct dis 
tributions of threshold Voltages respectively representing 
memory states “0”, “1”, “2 and “3”. FIG. 6B illustrates the 
initial distribution of "erased threshold voltages for an 
erased memory. FIG. 6C illustrates an example of the 
memory after many of the memory cells have been pro 
grammed. Essentially, a cell initially has an "erased thresh 
old Voltage and programming will move it to a higher value 
into one of the three Zones demarcated by verify levels VV, 
VV and VV. In this way, each memory cell can be pro 
grammed to one of the three programmed states “1”, “2 and 
“3’ or remain un-programmed in the "erased state. As the 
memory gets more programming, the initial distribution of 
the "erased' state as shown in FIG. 6B will become narrower 
and the erased state is represented by the “0” state. 
A 2-bit code having a lower bit and an upper bit can be used 

to represent each of the four memory states. For example, the 
“0”, “1”, “2 and “3” states are respectively represented by 
“11”. “01”, “00 and “10. The 2-bit data may be read from 
the memory by sensing in “full-sequence' mode where the 
two bits are sensed together by sensing relative to the read 
demarcation threshold values rV, rV and rV, in three sub 
passes respectively. 
Overprogramming 
One problem that may occur in either SLC or MLC 

memory is the problem of overprogramming of cells. When a 
cell is overprogrammed, too much charge is added to its 
charge storage element (e.g. floating gate) so that the cell is 
not within the expected distribution for the memory state to 
which it is being programmed. 

FIG. 7 shows a first example of overprogramming. This 
example shows an SLC memory although the same phenom 
enon may occur in MLC memory cells. The programmed 
(“0”) state shows a distribution (dashed line) that extends 
beyond the ideal distribution (shown by solid line). Thus, 
there are many cells that have a threshold voltage that is 
higher than the threshold Voltage range that is assigned to the 
0 state. One problem with such cells is that their high thresh 
old Voltage means that they can only be turned on (channel 
made conductive) by applying a higher control gate Voltage. 
A voltage that is sufficient to turn on a cell that is within the 
assigned threshold Voltage range may not be sufficient to turn 
on a cell that is overprogrammed as shown. In general a pass 
voltage, Vpass, used to turn on unselected cells in a NAND 
string when reading or programming a selected cell, is suffi 
cient to turn on all cells within the assigned threshold Voltage 
range. However, Vpass may not be sufficient to turn on an 
overprogrammed cell. Thus, an overprogrammed cell in a 
NAND string may remain nonconductive when Vpass is 
applied, causing other cells in the string to be read as being in 
the programmed “0” state even if they are in the “1” state. 
Significant numbers of overprogrammed cells may make an 
array, or a portion of an array, unusable. MLC cells pro 
grammed to the highest threshold Voltage range, which are 
overprogrammed, may also have increased threshold Voltages 
so that Vpass is not sufficient to turn them on. 

FIG. 8 shows another example of overprogramming. This 
example shows an MLC memory. Memory states are marked 
as Erased “Er”, “A,” “B,” and “C.” It can be seen that the 
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8 
distribution of cells for state A as shown by the dashed line is 
different to the ideal distribution shown by the solid line. 
Thus, there are many cells that are overprogrammed so that 
they have a threshold voltage that is higher than the threshold 
Voltage range assigned to state A. Some of these cells are 
sufficiently overprogrammed that their threshold voltages are 
in the threshold Voltage range assigned to state B. Such cells 
will be read as being in state Band thus will provide incorrect 
data. Some of the cells of this distribution that are between the 
ranges assigned to A and B will also be read as being in State 
B. The number of such cells depends on the particular dis 
crimination voltage used. While not shown in FIG. 8, similar 
overprogramming may also occur between state B and state 
C. Where more than four memory states are used, such over 
programming may occur between any two programmed (non 
erased) states. 

In many memories, overprogramming becomes worse as 
the memory array becomes worn (i.e. as the number of write 
erase cycles increases). Repeated writing and erasing can 
produce physical changes in the memory cell that make over 
programming increasingly likely for a given cell. 
Overprogramming may be related to the geometry of a 

particular memory device. While memory cells may all have 
the same nominal dimensions, real memory cells have some 
distribution of dimensions. Cells with dimensions that devi 
ate from the nominal dimensions may have device character 
istics that deviate from nominal device characteristics (for 
example having significantly faster programming times caus 
ing them to become overprogrammed). In particular, certain 
3-D memory arrays have been found to have high program 
ming speeds (and resulting overprogramming) as a result of 
particular dimensions. 
3-D NAND Structure 
An alternative arrangement to a conventional two-dimen 

sional (2-D) NAND array is a three-dimensional (3-D) array. 
In contrast to 2-D NAND arrays, which are formed along a 
planar Surface of a semiconductor wafer, 3-D arrays extend 
up from the wafer Surface and generally include stacks, or 
columns, of memory cells extending up from the wafer Sur 
face. Various 3-D arrangements are possible. In one arrange 
ment a NAND string is formed vertically with one end (e.g. 
Source) at the wafer Surface and the other end (e.g. drain) on 
top. In another arrangement a NAND string is formed in a 
U-shape so that both ends of the NAND string are accessible 
on top, thus facilitating connections between such strings. 
Examples of such NAND strings and their formation are 
described in U.S. Patent Publication Number 2012/0220088. 
FIG.9A shows a physical implementation of a 3-DNAND 

array. The bit line 91 extends as a continuous conductor (e.g. 
metal line) in the y-direction with vertical connections 
formed between the bit line and drains of strings (only strings 
0-2 and 13-15 are shown it will be understood that strings 
3-12 are also present). Below the bit line, common source 
lines extend perpendicular to the cross section shown (i.e. 
extend in the X-direction) and connect sources of neighboring 
strings. Source select lines extend in the X-direction and form 
source select gates (SGS) where they intersect vertical col 
umns. Drain select lines extend in the X-direction and form 
drain select gates (SGD) where they intersect vertical col 
umns. Word lines WL0-WL63 extend in the x-direction and 
form control gates of memory cells where they intersect ver 
tical columns. In one example, word lines are formed from 
conductive layers separated by dielectric layers, with chan 
nels of memory cells being formed in vertical holes 
(“memory holes') that extend through the conductive layers 
and dielectric layers. 
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The structure of the 3-D memory array of FIG. 9A is 
comprised of multiple layers, with each layer having the same 
replicated pattern (e.g. layer in dashed lines containing WL34 
and WL29 is replicated at each level). Taking word line 34 as 
a typical word line, it can be seen that word line 34 alternates 
with word line 29 along the y-direction. While word lines of 
each string may be separately controlled in some memory 
systems, combining word lines saves space for driver circuits. 
In the present example, all word lines of the same number 
within a block are formed from a single portion of conductive 
material and remain as an electrically continuous unit. For 
example, all word lines marked WL34 are formed of a single 
electrically-conductive portion of material, and all word lines 
marked WL29 are formed of another electrically-conductive 
portion of material (which may be formed from the same 
layer). 
FIG.9B shows a top-down view of the structure of word 

lines 34 and 29 with the horizontal dashed line showing the 
location of the cross section of FIG.9A. It can be seen that a 
portion of conductive material 95a extends along the top in 
this view with extensions extending down (negative y-direc 
tion). These extensions form pairs of word lines shown in 
FIG. 9A (WL34) with memory cells formed where memory 
holes containing channels pass through the word lines. A 
driver circuit “WL34 DRVR is connected to portion of con 
ductive material 95a so that a controllable voltage can be 
applied to it and thus to control gates of all memory cells 
connected to any WL34 in this block. A similar portion of 
conductive material 95b extends along the bottom in this view 
with extensions extending up (positive y-direction). These 
extensions form pairs of word lines shown in FIG. 9A 
(WL29) with memory cells formed where memory holes pass 
through the word lines. A driver circuit “WL29 DRVR’ is 
connected to portion of material 95b so that a controllable 
Voltage can be applied to it and thus to control gates of all 
memory cells connected to any word line 29 in this block. The 
two portions of material 95a, 95b, may be formed by depos 
iting a single layer of conductive material and patterning it 
into the portions shown (and similar portions for other 
blocks). A dielectric material may be used to fill the gap 
between portions. For example, a Shallow Trench Isolation 
(STI) process may be used to physically separate, and elec 
trically isolate, the two portions. Dielectric layers above and 
below these portions (in the z-direction) insulate these por 
tions from other similar layers. This pattern may be replicated 
for each pair of word lines in the block so that for 64 word 
lines, there are 32 layers similar to that shown in FIG. 9B, 
with dielectric layers in between. 
Device Characteristics and Location 

FIGS. 10-13 show formation of a 3-D memory array of the 
type previously shown. FIG. 10 shows a substrate with a stack 
of layers on an upper Surface. The Substrate contains back 
gate structures which are later removed when forming the 
back gate. The Stack of layers consists of alternating layers of 
Boron-doped (electrically conductive) polysilicon (“poly”) 
and insulating dielectric (e.g. SiO2). 

FIG. 11 shows formation of Shallow Trench Isolation 
(STI) trenches with dielectric filling to provide isolation 
between the two sides of a string. This dielectric separates the 
portions of conductive material that make up the wordlines of 
a given layer (e.g. separating WL34 and WL29 above). 

FIG. 12 shows additional layers including an etch mask 
layer with openings that are used to etch cylindrical memory 
holes as shown. In addition to etching the memory holes, a 
selective etch is used to remove insulating dielectric while 
leaving doped polysilicon throughout the stack. Back gate 
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10 
structures are also removed by selective etching. The remain 
ing doped polysilicon portions become word lines. 

FIG. 13 shows the structure after deposition of a stack of 
layers in the memory holes to form memory cells. It can be 
seen that a blocking dielectric “Block” is deposited on the 
doped polysilicon to provide electrical isolation. A Charge 
Trapping Layer (CTL) is deposited on the blocking dielectric. 
The CTL forms charge storage elements where the CTL is in 
close proximity to polysilicon word line. A tunnel dielectric is 
deposited to provide electrical isolation and to allow charge to 
tunnel into the CTL under certain conditions. A channel mate 
rial is deposited to form the channel of the memory cells along 
the string. A core material is deposited that forms the core of 
the column that is located in the memory hole. 

While FIGS. 10-13 show an idealized profile for memory 
hole formation and Subsequent formation of memory cells, 
real profiles may deviate from this profile, and memory holes 
may not have perfect cylindrical shapes. A memory hole may 
have a larger diameter at Some locations than others leading to 
memory cells with different device characteristics. Such dif 
ferences may be predictable to some extent so that memory 
operation can compensate accordingly. 

FIG. 14 shows a cross section of memory holes formed by 
an etch process that provides a narrower memory hole at the 
bottom (diameter-d1) than at the top (diameter-d2), with the 
widest memory hole close to the middle of the stack 
(diameter d3). In general. Such a profile is a characteristic of 
the process used (i.e. materials being etched, etch chemistry, 
temperature, pressure, time, etc.). Thus, the profile of a 
memory hole is generally non-uniform in a predictable way 
(though not necessarily in the particular way shown in FIG. 
14). 

In a cylindrical memory cell the smaller the cylinder of the 
memory hole, the greater the coupling between the control 
gate (word line) and the CTL. As the diameter of the memory 
hole gets smaller, the electric field strength between the con 
trol gate and channel gets larger for a given Voltage differ 
ence, so that a given control gate Voltage has more effect. This 
means that programming speed is generally higher for 
memory cells with Smaller memory holes. 
Memory hole size is predictable as a function of location 

within a stack of layers. For example, the lowest memory cells 
in the stack, nearest to the back gate, have the Smallest 
memory holes in the above example and have a greater risk of 
overprogramming. Memory cells at the top or at Some mid 
point may be least at risk of overprogramming. Thus, the 
Susceptibility of memory cells to overprogramming may be 
predicted based on location (e.g. by word line) and appropri 
ate action can be taken making overprogramming of Such 
cells less likely. 

Appropriate action to compensate for variation in a device 
dimension may include modifying certain operating param 
eters. In this way, a variation in the physical geometry of 
memory cells from location-to-location can be offset by mak 
ing appropriate modifications to parameters used to access 
different memory cells. For example, different programming 
parameters may be used to program different word lines in 
order to avoid overprogramming along particular word lines 
or to overcome other location-dependent problems. Program 
ming Voltage may be modified for certain word lines, and/or 
programming times may be modified, and/or number of pro 
gramming pulses used, or other parameters may be modified. 
Read parameters may also be modified according to loca 

tion to compensate for physical device variation. For 
example, a lower read voltage, Vread, may be used for 
memory cells having a smaller memory hole. Other read 
parameters may also be modified. 
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Erase parameters may also be modified according to loca 
tion to compensate for physical device variation. In some 
cases a Sub-block erase scheme may use a first set of erase 
parameters for a sub-block near the bottom of a 3-D memory 
array and a different set of erase parameters for a sub-block 
near the middle or top of a 3-D memory array. Specific param 
eters that may be modified include erase Voltage, and erase 
verify conditions. 

While the above examples refer to memory hole size as an 
example of a device dimension that varies with location in a 
predictable manner, any dimension that varies in a predictable 
manner may also cause variation in device characteristics in a 
predictable pattern, and operating parameters can be modi 
fied based on location to compensate for Such variation. Such 
variation in device dimensions are not limited to variation 
between different levels (along Z axis) but may also occur 
from location-to-location in a level, and thus may occur in 
planar structures such as planar NAND. 

Modifying operating parameters based on location as 
described above may be combined with other modifications 
of operating parameters. For example, there may be variation 
in device characteristics from one die to another within a 
wafer, or from block to block within a die, and some scheme 
may compensate for Such variation by modifying certain 
operating parameters. In some cases, factory testing measures 
Some variation and sets certain operating parameters accord 
ingly in a parameter trimming process. In some cases, oper 
ating parameters are modified as a memory array, or a portion 
of a memory array, becomes worn. For example, a count may 
be maintained of the number of write-erase cycles (“hot 
count') for blocks of a memory array, with operating param 
eters being modified to compensate for changes to memory 
cells as they become worn. The present scheme may be com 
bined with any Such scheme, or schemes. For example, a 
location based scheme may provide one or more offsets, or 
deltas, to parameters used in a baseline Zone. The parameters 
used in the baseline Zone may be based on factory testing, and 
may be updated according to write-erase cycle count or other 
updating mechanism. 

FIG. 15 is a flow chart showing a scheme for location 
based parameter selection 51. Initially, Zones are identified 
according to physical characteristics 53. For example, in a 
3-D memory array, Zones may reflect the diameter of the 
memory hole at different levels above the substrate. Zones 
may include only a single layer (two word lines) or may 
include multiple layers that share similar physical character 
istics (e.g. approximately the same memory hole diameter). 
For each Zone a set of parameter offsets are determined 55. In 
an example, a set of parameters of a baseline Zone may pro 
vide a starting point for any scheme, with a set of parameters 
for a given Zone defined by a set of offsets from parameters of 
the baseline Zone. Access to each Zone is then performed 
using the corresponding offsets to the default parameters 57. 

In some schemes, a set of offsets for a particular Zone 
remain constant throughout the lifecycle of the device. The 
parameters of the baseline Zone may be updated to account for 
wear and the parameters for all Zones are thereby updated 
because the parameters are set by offsets from the baseline 
parameters. However, in Some cases it is desirable to update 
the offsets themselves in addition to (or instead of) updating 
the baseline parameters. For example, memory cells with a 
Smaller memory hole may wear faster because of the higher 
field strength generated between their control gate and chan 
nel. Updating operating parameters on a block-by-block basis 
does not take into account Such faster wearing of certain 
portions of the block (e.g. word lines towards the bottom). It 
is sometimes advantageous to use dynamic offsets instead of 
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12 
static offsets in order to keep operating parameters optimized 
in all Zones over the lifecycle of the device. 

FIG. 16 is a flow chart showing a scheme for updating 
offsets 61. The rate of change of device characteristics is 
identified for individual Zones 63. For example, the baseline 
Zone may have a particular rate of change of programming 
speed, or erase speed, or other characteristic that may be used 
to determine how baseline parameters are updated as a func 
tion of write-erase cycle count. Another Zone may have a 
different rate of change of a characteristic so that updating of 
baseline parameters is not sufficient to account for change in 
the other Zone. Accordingly, the offset of that parameter for 
the Zone is incremented 65 (either when incrementing base 
line parameters, or separately) to compensate for the different 
rates of change. 
A memory array may be divided into Zones in any Suitable 

manner to account for different physical characteristics of 
memory cells in different locations. In general, it is desirable 
to keep the number of Zones Small in order to keep the system 
simple, and reduce overhead. FIG. 17 shows an example of a 
Zoning scheme for use in a 64 cell/string 3-D NAND array 
(while just one NAND string is shown, it will be understood 
that Zoning may be similarly applied to all strings in a block, 
or all strings in a memory array, or some portion of a memory 
array). Three Zones are used in this example. The largest Zone 
is the baseline Zone, Zone 1, which includes memory cells 
with Substantially uniform memory hole diameter along 
WL8-WL23 and WL40-WL55. Zone 1 has memory cells 
with relatively large memory holes. Zone 2 includes memory 
cells above (along WL0-WL7, WL56-WL63) and below 
(along WL24-WL28, WL35-WL39) Zone 1. Thus, Zone 2 is 
not continuous in this example. Zone 2 includes memory cells 
with somewhat smaller memory holes than Zone 1. Zone 3 
includes memory cells near the bottom of the stack (WL29 
34), which have the smallest memory holes. Parameters for 
Zone 1 may be baseline parameters. These may be factory-set, 
and may be updated based on write-erase cycle count. Param 
eters for Zone 2 may be offset according to a first set of offsets. 
Parameters for Zone 3 may be offset according to a second, 
different, set of offsets. The offsets for Zone3 may be greater 
than for Zone 2. 

It will be understood that any Suitable Zoning scheme may 
be used including providing a different Zone for each level. It 
will also be understood that aspects of the above examples 
may be used separately (e.g. Zoning does not require updated 
offsets, or that a particular baseline Zone be used). Zones used 
for parameter modification may be the same for all param 
eters (read, write, and erase) or may be different for different 
operations (e.g. one Zoning scheme for read parameters, a 
different Zoning scheme for write parameters, and another 
Zoning scheme for erase parameters). 

CONCLUSION 

The foregoing detailed description of the invention has 
been presented for purposes of illustration and description. It 
is not intended to be exhaustive or to limit the invention to the 
precise form disclosed. Many modifications and variations 
are possible in light of the above teaching. The described 
embodiments were chosen in order to best explain the prin 
ciples of the invention and its practical application, to thereby 
enable others skilled in the art to best utilize the invention in 
various embodiments and with various modifications as are 
Suited to the particular use contemplated. It is intended that 
the scope of the invention be defined by the claims appended 
hereto. 
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It is claimed: 
1. A method of operating a charge-storage memory cell 

array comprising: 
identifying a pattern of variation of at least one memory 

cell dimension within the charge-storage memory cell 5 
array; 

determining a first set of parameters to use in accessing a 
first plurality of memory cells based on the at least one 
memory cell dimension of the first plurality of memory 
cells; 10 

determining a second set of parameters to use in accessing 
a second plurality of memory cells based on the at least 
one memory cell dimension of the second plurality of 
memory cells, the second set of parameters including at 
least one parameter that is different from the first set of 15 
parameters; 

Subsequently accessing the first plurality of memory cells 
using the first set of parameters; and 

accessing the second plurality of memory cells using the 
second set of parameters. 

2. The method of claim 1 wherein the at least one memory 
cell dimension is a diameter of a cylindrical memory hole. 

3. The method of claim 2 wherein the charge-storage 
memory cell array is a three-dimensional memory array, the 
first plurality of memory cells are located in a lower portion of 25 
the three-dimensional memory array, the second plurality of 
memory cells are located in an upper portion of the three 
dimensional memory array, and the identified pattern of 
variation indicates that the diameter of the cylindrical 
memory hole is greater in the second plurality of memory 
cells than in the first plurality of memory cells. 

4. The method of claim 1 wherein theat leastone parameter 
that is different is a voltage that is applied to program memory 
cells. 

5. The method of claim 1 wherein theat least one parameter 35 
that is different is a number of voltage pulses used to program 
memory cells. 

6. The method of claim 1 wherein theat least one parameter 
that is different is a read voltage that is used to read memory 
cells. 

7. The method of claim 1 wherein theat least one parameter 
is an erase Voltage that is used to erase memory cells. 

8. The method of claim 1 further comprising maintaining a 
Write-erase cycle count for blocks of the charge-storage 
memory array and updating the first and second sets of param 
eters according to the write erase cycle counts. 
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9. The method of claim 8 further comprising updating the 

first set of parameters according to a first update scheme and 
updating the second set of parameters according to a second 
update scheme that is different from the first update scheme. 

10. A charge-storage memory cell array comprising: 
an array of memory cells, each memory cell having a 
memory cell dimension, the memory cell dimension 
having a pattern of variation across the array of memory 
cells; and 

memory access circuits that access memory cells of the 
array of memory cells according to access parameters, 
the memory access circuits having a first set of param 
eters for accessing a first plurality of memory cells and a 
Second set of parameters for accessing a second plurality 
of memory cells, the second set of parameters including 
at least one parameter that is different from the first set of 
parameters, the first plurality of memory cells and the 
second plurality of memory cells defined according to 
the pattern of variation. 

11. The charge-storage memory cell array of claim 10 
wherein the charge-storage memory cell array is a three 
dimensional memory array. 

12. The charge-storage memory cell array of claim 11 
wherein the charge-storage memory cell array is a three 
dimensional NAND memory array which includes a plurality 
of NAND strings that extend vertically in a direction that is 
perpendicular to a substrate surface. 

13. The charge-storage memory cell array of claim 12 
wherein the pattern of variation across the array of memory 
cells is a pattern of variation of the memory cell dimension 
according to Vertical distance from the substrate surface. 

14. The charge-storage memory cell array of claim 13 
wherein the memory cell dimension is a diameter of an open 
ing that extends vertically through word lines with a channel 
extending vertically through the opening. 

15. The charge-storage memory cell array of claim 10 
further comprising a write-erase cycle count circuit that 
maintains write-erase cycle counts for blocks in the charge 
storage memory cell array and updates access parameters 
according to write-erase cycle counts. 

16. The charge-storage memory cell array of claim 15 
wherein the write-erase cycle count circuit has a first update 
Scheme for updating the first set of parameters and a second 
update scheme for updating the second set of parameters. 


