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(57) Abstract: The present invention provides a novel imaging system for

GROUND

obtaining full stereoscopic spherical images of the visual environment sur-
rounding a viewer, 360 degree both horizontally and vertically. Displaying
the images obtained by the present system, by means suitable for stereo-
scopic displaying, gives the viewers the ability to look everywhere around
them, as well as up and down, while having stereoscopic depth perception of
the images displayed images.The system according to the present invention
comprises an array of cameras, wherein the lenses of said cameras are situ-
ated on a curved surface, pointing out from common centers of said curved
surface.The captured images of said system are arranged and processed to
create sets of stereoscopic image pairs, wherein one image of each pair is
designated for the observer right eye and the second image to his left eye,
thus creating a three dimensional perception.
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SYSTEM AND METHOD FOR SPHERICAL STERESCOPIC
PHOTOGRAPHING

BACKGROUND OF THE INVENTION
FIELD OF THE INVENTION
The present invention relates to stereoscopic photographing system. More
specifically, the present invention relates to a photographing system and method for
generating stereoscopic images of a full sphere surrounding a viewer 360 degrees both
horizontally and vertically, or of a continuous part thereof, comprising a spherical

array of lenses having non-parallel optical axes.

DISCUSSION OF THE RELATED ART

Stereoscopic and panoramic photographing systems are known in the art.
In conventional stereoscopic photographing, stereo pairs are taken by twin-cameras
having parallel optical axes and a fixed distance between their aligned lenses. The pair
of the obtained images can then be displayed by any of the known techniques for
stereoscopic displaying and viewing. All of these techniques are based, in general, on
the principle that the image taken by the right lens is displayed to the viewer’s right
eye and the image taken by the left lens is displayed to the viewer’s left eye.

Panoramic photographing is conventionally done either by a very wide-
angle lens, such as a “fish-eye” lens, or by “stitching” together slightly overlapping
adjacent images to cover a wide, up to a full circle, field of vision. Recently, the same
techniques used for panoramic imaging are also exploited for obtaining spherical
images. However, the panoramic or spherical images obtained by using said techniques
are not stereoscopic, nor do they give to the viewer a perception of depth.

Moreover, the field of the so called “Virtual Reality” has gained high
popularity in recent years. However, imaging systems for virtual reality, which are
based on real images and not on computer generated (or other synthetically made)

images, are still far from achieving images of a satisfactory quality. This is due mainly
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to the difficulties in obtaining real images that are full spherical as well as
stereoscopic.

Accordingly, there is a need for an improved photographing system which
will provide fully spherical, and fully stereoscopic real images.

The present invention is based on the finding that a stereoscopic image can
be obtained by overlapping images taken by lenses having non-parallel optical axes,
providing that said lenses’ fields of view are overlapping to a great extent. This finding
enables a full spherical stereoscopic photographing by a three dimensional array of
cameras pointing out from a common center for covering the whole surroundings, both

horizontally and vertically.

SUMMARY OF THE INVENTION

The present invention provides a novel imaging system for obtaining full
stereoscopic spherical images of the visual environment surrounding a viewer, 360
degree both horizontally and vertically. Displaying the images obtained by the present
system, by means suitable for stereoscopic displaying, gives the viewers the ability to
look everywhere around them, as well as up and down, while having stereoscopic
depth perception of the displayed images.

One aspect of the present invention is a photographing system for
capturing a full stereoscopic spherical image, or a continuous part thereof, comprising
a three dimensional array of cameras. The cameras are positioned at an equal distance
from a common center and pointing out from said common center, in such a manner
that all lenses are situated on a spherical surface. The collective field of vision captured
by all of the lenses covers the whole visual scale surrounding said photographing
system, or a continuous part thereof, and any point in said collective field of vision is
captured by at least two of said lenses. In one embodiment of the present invention,
the cameras are arranged in such a way that the field of vision of any of the lenses is
overlapped to a great extent by the fields of view of the two adjacent lenses lying on
said lens sides, with respect to horizontal axis, and only to a small extent by the fields
of vision of adjacent lenses lying above or below said lens with respect to the

horizontal axis. According to this embodiment, the collective field of vision comprises
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a collection of, fully circular, stereoscopic panoramic images wherein any point within
each of said panoramic images is captured by at least two lenses.

In a second embodiment, the cameras are arranged in the specific
configuration, wherein the field of vision of any of said lenses is overlapped to a great
extent by the fields of vision of all adjacent lenses surrounding said lens and wherein
said lenses are optionally equally distributed on the spherical surface. The image
information captured by each of said cameras is stored separately. Preferably the
present invention further comprises a marking means for marking the boundaries of
any of the images captured by any of said lenses, or a set of predetermined points
within the area of each of said images and a means for image processing for processing
the image information captured by any of said cameras and for cropping out redundant
data in order to enhance said image quality.

A second aspect of the present invention is a multi-lens camera apparatus
for generating a full stereoscopic spherical imaging. The apparatus comprises a set of
lenses distributed on a spherical surface and a means for recording and optionally
storing the image information of each of the images captured by each of said lenses.
The lenses are distributed on the spherical surface, wherein the collective field of
vision captured by all of said lenses, covers the whole visual environment surrounding
the camera apparatus, and any point in said collective field of vision is captured by at

least two of said lenses.

A third aspect of the present invention is a process for capturing full or
partial stereoscopic spherical image of a visual environment to be displayed to a
viewer by means allowing for stereoscopic viewing. The process comprises arranging
cameras in a three dimensional array, wherein the lenses of all said cameras are
situated on a spherical surface and the optical axes of all said lenses meet at the center
of said spherical sphere, wherein the collective field of vision captured by all said
lenses covers the whole visual environment surrounding array of cameras, or a
continuous part thereof, and wherein any point in said collective field of vision is
captured by at least two of said lenses.

A fourth aspect of the present invention is a process for capturing and

displaying a full stereoscopic spherical image of a visual environment, to be displayed
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to a viewer by a system having means for stereoscopic displaying and viewing. The
process comprises: a) arranging a three dimensional array of lenses for capturing a
collection of images, wherein the collective field of vision captured by all said lenses
covers the whole visual environment surrounding said array of lenses, and wherein any
point in said collective field of vision is captured by at least two of said lenses; b)
receiving from said system for stereoscopic displaying and viewing, the coordinates of
said viewer’s field of vision; ) creating a stereoscopic image pair from said collection
of images, said stereoscopic image pair covers said viewer’s field of vision; d)
displaying said stereoscopic image pair to said viewer by means of said system for
stereoscopic displaying and viewing. The step of creating a stereoscopic image pair
from said collection of imagés comprises the following sub-steps: a) projecting said
viewer’s field of vision onto said collection of images; b) selecting from said collection
of images a selected group of images overlapping at least partially said viewer’s field
of vision; c¢) dividing each of the images in said selected group of images into a
left part and a right part by a line perpendicular to viewer’s horizon and passing
through image center to obtain a group of left image parts and a group of right image
parts; d) selecting from said group of left image parts the parts overlapping said
viewer’s field of vision to obtain a group of selected left parts; ) merging said selected
left parts into a uniform two-dimensional first image, said first image is the right
image of said stereoscopic pair; f) selecting from said group of right image parts those
parts overlapping said viewer’s field of vision to obtain a group of selected right parts;
g) merging said selected right parts into a uniform two-dimensional second image, said

second image is the left image of said stereoscopic pair;
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BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be understood and appreciated more fully from
the following detailed description taken in conjunction with the drawings in which:

Figs. 1A and 1B. are two perspective views showing the configuration of

5  the lenses on a sphere in accordance with the present invention;

Fig. 2 is a horizontal cross section plane through the sphere center showing
the cameras positions for generating one strap of a full stereoscopic panoramic view;

Fig 3 schematically illustrates the overlapping between fields of view of
adjacent cameras for generating a stereoscopic image;

10 Fig. 4 is a flow chart describing the main steps for recording image

information from each of the lenses comprising the system;

Fig. 5 is a block diagram of the present invention,

Fig. 6 is a flow chart describing the steps for generating a stereoscopic pair
in accordance with the viewer’ viewing parameters;

15 Fig. 7 pictorially describes an example of the process described in Fig. 6.
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DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

The present invention provides a system and method for simultaneous
capturing of a full spherical stereoscopic imaging or a continuous part thereof. The
method of the present invention for obtaining stereoscopic imaging is based on optical
principles, and therefore can be adapted to any photographing technique. Although the
preferred embodiment of the present invention comprises digital video cameras, the
present system can be adapted as well to analog video cameras and to film cameras.
The present system can generate still images or a time sequence of images for motion
imaging.

The apparatus of the present invention comprises a three dimensional array
of cameras, pointing out from common centers, wherein said cameras’ principal optical
axes meet at said centers. In the configuration thus formed, the lenses are situated on a
curved surface, allowing for capturing images of the surrounding environment.
According to the preferred embodiment of the present invention the cameras are
positioned at an equal distance form a common center. However any curved surface or
object (e.g. ellipse) can be used, applying the same principles of the present invention.

Figs. 1A and 1B are two exterior perspective views showing the position of
lenses (designated 1) on the so formed sphere. Fig 2 is a cross section plane through
the sphere center showing eight cameras (designated 5) equally spaced and radially
pointing outward from the center, wherein said cameras’ principal optical axis
(designating 15) meet at the sphere’s center. The collection of images captured by
lenses 1 covers a fully spherical visual surrounding the camera system, 360 degrees

both horizontally and vertically

The actual installation of the cameras in order to form such fixed
configuration can be obtained by various ways. For example, the cameras are mounted
in designated gaps of a spherical object. Alternatively, the cameras can be mounted in
a honeycomb net structure, etc.

The apparatus may be mounted on a supporting device 8 having means for
enabling rotation and translation of the camera system. Such a support can be a tripod,
having rolling means for allowing track-in/track-out and track-right/track-left

translation and further having means for tilt and pan and for crane-up/crane-down. The
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apparatus further includes a stabilization system for preventing the system from
vibrations and for keeping the cameras at their fixed positions relative to each other.
The apparatus may further include internal robotics for allowing rotation, panning and
tilting of the sphere, independently of support 8.

In the configuration described in Figs. 1 and 2, the total number of lenses
distributed on the sphere is eighteen. , Using analogical terms of a globes terminology,
the lenses arrangement can be described as follows: eight lenses are situated around the
sphere equator for capturing a full 360 degree panoramic view, four lenses are situated
around higher/lower latitude on each side of the equator for capturing the view above
and below the horizon, and a lens at each pole to complete a full spherical view.

Preferably, the number of lenses is between 18 to 22. However, the number
of cameras can be varied, depending on the desired quality of the image to be obtained,
as will be explained below.

Fig. 3 shows three adjacent cameras, 5, 5’ and 5’ and their corresponding
fields of vision, 11,12 and 13. A main idea of the present invention is to create a
cameras’ arrangement wherein any point in the collective field of vision is captured by
at least two lenses of the cameras, thus providing stereoscopic sphere image. Thus,
starting from a predetermined distance d from the sphere surface, any point is covered
by the fields of vision of at least two lenses. As shown in Fig 3., the left half of field 12
is overlapped by field 11 while its right half is overlapped by field 13, thus any point in
field 12 is covered by at least one more lens. Distance d is a function of the angle a
between the optical axes of adjacent lenses, the angle of coverage p of each lens and
the sphere radius 7.

Another factor to be considered is the desired quality of the captured
images. The smaller is a lens angle of coverage (field of vision), the higher is the
quality of the image obtained. The best image quality is obtained by the central portion
of a lens coverage area and as the angle of coverage of a lens increases, so does the
relative range of distorted borders. Therefore, the number of the required lenses of the
apparatus is a function of the desired quality. For better image quality, a larger number
of lenses, each having a smaller field of vision, should be used. Preferably, the angle of

coverage of the lenses is in the range of 30 to 65 degrees (lenses of 35 to 70mm).
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Preferably, the lenses are identical, having the same angle of coverage and
the same focal length, but it is also possible to have lenses of different angle of
coverage wherein lenses of wider angles are used for areas not requiring high image
quality.

According to the present invention, the cameras can be arranged in two
basic configurations, resulting two basic distributions of lenses on the sphere.
According to a first configuration, the sphere is divided into parallel straps, equivalent
to circumferential latitude straps around the globe. The lenses in each such strap are
arranged wherein any point in collective field of vision, captured by the lenses in that
specific strap, is covered by at least two lenses, but there is only small overlapping
between adjacent straps. As the length of the straps decrease towards the poles with
increasing latitude, the number of lenses covering each strap decreases. Optionally
Additional two lenses at each pole, give an upward and downward view in order to
complete the full spherical image. Such a configuration facilitates generating a
spherical stereoscopic imaging as if conventional tilt and pan displaying systems are
used. The assumption is that the viewer’s horizon is substantially parallel with respect
to ground, i.e. that his eyes are substantially at the same height with respect to ground.
In the context of the present invention, the viewer’s horizon is defined as the vector
connecting the viewer eyes.

According to a second configuration, the cameras are configured with no
preference to latitude or longitude coordinates. According to this “mosaic like”
configuration, the field of vision of each lens overlaps to a great extent the fields of
view of all adjacent lenses wherein the lenses are optionally equally distributed on the
spherical surface. This configuration provides that any point in the collective field of
vision is captured by lenses located around said point. The collection of images
captured by this configuration facilitates stereoscopic perception from all viewing
points, also when the viewer horizon is inclined with respect to ground.

The present invention is not limited to the type of the cameras used in the
system. However, according to a preferred embodiment of the present invention, the
cameras are digital video cameras having an electro-optical sensor such as a CCD
sensor. The cameras can be selected from any commercially available digital video

cameras
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According to this embodiment, the encoded digital image information,
captured by each of the lenses, is transmitted via communication means to a remote
storage device wherein each image is stored separately. The use of digital cameras
allows for enhanced manipulation of the captured images and facilitates controlling the
image quality prior to storage. However, it should be realized that when non-digital
cameras are used, it is possible to digitize the stored images information for further
manipulation and/or in order to convert it to a format compatible with the displaying
and viewing technology known in the art.

According to the preferred embodiment of the present invention, the
camera system further includes an internal computerized system comprising a suitable
software for controlling the internal robotics responsible for the sphere motion and
stabilization. The computerized system may further include a central processing unit, a
storage device, a memory device and algorithms for processing the captured images
prior to storage. Alternatively, the image processing can be done at a remote computér.

The digital image information captured by each camera is processed
separately by the internal computer to remove distortion from each image separately.
The images are cropped into pre-defined sections which are required for keeping an
adequate overlap between adjacent images, wherein the image edges are eliminated for
sparing the storage space of unnecessary information. The image enhancement may
further include other known methods such as stretching and/or compressing certain
parts of the image in order to correct distortions and to enhance the image quality. The
image processing may also include processing methods as those employed by standard
camera control units (CCU) in order to balance the image and achieve uniformity
between adjacent images.

According to a preferred embodiment of the present invention, the camera
system further includes a marking means for marking the borders of the lenses or a set
of predetermined points in the rims and/or area of each of the lenses. The marking
means can comprise one or more laser sources, such as a small diode laser, or other
small radiation sources for generating beams of visible or invisible light. Said beams
scan the borders of the lenses or a predetermined set of points in the area of the lenses

to form a set of imprinted markers in the captured images.
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Said set of imprinted markers is identified and used by the computerized
system for accurate positioning of the images relative to each other. Although the
relative positions of the cameras are fixed, small shifts might occur during operation.
The markers system eliminates possible misalignment of the images due to such small
shifts. Within each image, the marked borders or points are used to facilitate image
processing in accordance with known image processing methods in order to remove
distortion and to enhance the image quality.

It will be realized by those skilled in the art that the present invention is not
limited to an array of commercially available cameras but can be implemented by a
multi-lens camera apparatus designed in accordance with the spirit of the present
invention. Such a multi-lens camera apparatus, comprising a set of lenses distributed
on a spherical surface and corresponding sensor means for recording the image
information captured by each of said lenses, can be built from basic camera elements.
The sensor means can comprise a set of electro-optical sensors such as CCD chips,
each corresponding to one lens, for receiving and converting the images captured by
the lenses into encoded digital information. In another configuration, the number of
sensors can be smaller than the number of lenses, wherein along with appropriate
optical elements, each sensor receives image information from more than one lens. For
example, the sensor means can comprise only one electro-optical sensor wherein the
camera apparatus includes suitable optical elements for projecting the images formed
by each lens onto said one sensor. According to one embodiment of such a
configuration, the sensor can be designed to be large enough to capture all images
simultaneously. Alternatively, all images can be sequentially projected onto the same
sensor area wherein a special mechanism controls a system of shutters for switching
between lenses. (Similar mechanism can project the image on celluloid film
mechanism).

Reference is now made to Fig. 4 which, in conjunction with Fig. 5,
describes the main steps of the image recording and displaying. The image (or
sequence of images) information captured by each of lenses 1 in step 510, is optionally
processed in step 520 by image processor 30 in order to enhance the image quality. In
step 530 the images are recorded by recording system 40 and are optionally stored in a

suitable storage medium. The image information (whether analog or digital, whether

10
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one image or sequence of images) from each of cameras 5 is recorded and stored
separately with a lens indicator and a time indicator. The lens indicator includes
information about the lens characteristics and position in terms of the sphere
coordinates. Thus, a collection of recorded images is created wherein each image is
stored separately and includes information about its relative position with respect to
adjacent images.

The image processing in step 520 is optional. Depending on the optical
characteristics of the lenses employed and on the desired quality of the image, various
image processing techniques if any, may be employed. These techniques may vary
from a simple cropping out of the image borders in order to completely remove
distorted areas, to more sophisticated image processing methods such as stretching
and/or compressing certain parts of the image in order to correct distortions and to
enhance the image quality. The image processing may also include processing methods
as those employed by standard camera control units (CCU) in order to balance the
image and achieve uniformity between adjacent images.

The recorded images are displayed to a viewer via viewing system 50
employing known virtual reality equipment 60. Alternatively, viewing system 50
receives image information in real time, directly from the camera system.

It should be emphasized that according to the present invention the image
processing is an optional step. As explained above, the image processing is performed
on each of the images separately in order to maintain higher image quality and with no
relation to the stereoscopic effect. The stereoscopic effect, according to the present
invention, is based solely on optical principles and not requiring any image processing
for that purpose, as explained down bellow.

Reference is now made to Fig 6 which is a flow chart describing the steps
for generating a pair of stereoscopic images from the collection of recorded images in
order to be displayed to the viewer according to his viewing parameters. The viewer’s
viewing parameters are detected by employing known means in the art of virtual
reality, designated 60. Such means can be a headset having sensors to detect the
viewer’s head position or a virtual glove having a sensor to detect the hand position.

For displaying on a flat screen, such as a computer screen, these parameters are taken

11
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from the pointing device (for example: a mouse or a joystick), programmed for this
purpose.

In step 610, when a viewer selects a specific view, either by actually
turning his head while wearing a virtual reality headset, or by a pointing device
coupled to a computer device, the viewing parameters are detected and received by the
displaying system. The viewer’s viewing parameters include the viewer’s viewing
direction and viewer’s horizon.

In step 620, in accordance with these parameters, the viewer’s field of
vision is determined in terms of the coordinates of the sphere surrounding the viewer
and is projected into the collection of stored images. In step 630 all the images that
overlap at least partially the viewer’s field of vision are selected from the collection of
recorded images.

Steps 640- 680 illustrates the images organization algorithms based on the
optical principles of the present invention for creating a pair of merged images wherein
said pair of merged images creates the perception of three dimensional panoramic
images. This algorithm can be alternatively applied for images captured by a single(or
more) cameras wherein the images are taken from different angles and/or location of
the same cameras. Such alternative is preferably applied for creating spherical
stereoscopic still image.

First, a stereoscopic image pair is created from the group of selected images in
the following way: Each of the selected images is divided into a left part and a right
part according to the viewer’s horizon by a line which is perpendicular the viewer
horizon and is passing through the center of the image (step 640). In step 650 all the
left parts generated in step 640 which are included in the viewer’s field of vision are
merged into a one uniform two dimensional image that matches the viewer’s field of
vision. The formed image, is the right image of the stereoscopic pair to be displayed to
the viewer’s right eye (step 660). Following the same lines, a left image is formed by
merging together the right parts generated in step 640 (steps 670, 680 and 690).

Fig. 7 pictorially describes one example of generating a stereoscopic pair
according to the present invention, Frame 100 represents the viewer’s field of vision
as received by viewing system 60. The illustrated frame has rectangular shape,

however the same stereoscopic principles can be applied to circular frames depending
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on the cameras technological capabilities. Frames 31, 32 and 33 represent three
adjacent images, taken by the lenses (as viewed from undemeathj of the camera
system 10, which overlap viewer’s field of vision 100. The middle frame 32 covers
frame 100 completely while frames 31 and 33 partly overlap the left and the right sides
of frame 100, respectively. In accordance with steps 640-660 of Fig. 6, a new image
40, to be displayed to the viewer’s right eye, is formed from images 32 and 33 by
merging a left portion of image 32 with a left portion of image 33. Left image 41 is
formed similarly by merging a right portion of image 32 with a right portion of image
31 to form a uniform image. New images 40 and 41 both cover the viewer’s field of
vision but obviously they are not identical, and are perceived as were taken from two
viewpoints, thus giving the viewer a stereoscopic perception. Roughly, this new image
pair is equivalent to a pair of images as if were taken by two virtual lenses having their
optical axes directed forward in the viewer’s viewing direction and having horizontal
disparity.

The process illustrated in Fig. 7 is for a case where the viewer’s field of vision
overlaps three recorded images. However, it will be easily perceived that when the
viewer’s field of vision includes more recorded images (e.g., when it includes upper
and lower parts of images from different latitudes or when each image covers only a
small part of the viewer’s field of vision), the stereoscopic pair is formed along the
same lines, by merging together the appropriate parts from each of the recorded images
and by removing redundant information. The same holds (when using the second
configuration of cameras arrangement wherein the field of vision of each lens overlaps
to a great extent the fields of view of all adjacent lenses and the lenses are optionally
equally distributed on the spherical surface) for cases where the viewer’s horizon is
inclined with respect to ground (i.e., when the viewer eyes are not at the same height
with respect to ground). For such cases, the selection of the recorded images is done by
projecting the viewer’s field of vision on the collection of recorded images and
selecting those images that form with each other the closest angle to the inclining
angle. Upon selecting the appropriate image, the stereoscopic pair is generated by
following steps 640 to 680 of Fig. 6.

The stereoscopic image pair thus formed can be displayed on a flat screen

such as a TV or a computer screen or by using a display device for virtual reality such

13
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as a virtual reality headset. When displayed on a flat screen, the images are displayed
as a stereoscopic pair to be viewed by suitable spectacles in accordance with the
standard color filtering method for stereoscopic viewing or by any other known in the
art techniques for stereoscopic displaying: The part of the image being displayed
changes according to the viewer viewpoint as explained above.

It will be appreciated by persons skilled in the art that the present invention
is not limited to what has been particularly shown and described herein above. Rather

the scope of the present invention is defined only by the claims that follow.
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CLAIMS

1. A photographing system for capturing a full stereoscopic curved image, or a
continuous part thereof, said system comprising a three dimensional array of
cameras, wherein the lenses of all said cameras are situated on a curved surface,
pointing out from common centers of said curved surface:
wherein the collective field of vision captured by all said lenses covers the whole
visual area surrounding said photographing system, or a continuous part thereof,
and wherein any point in said collective field of vision is captured by at least two

of said lenses.

2. The system of claim 1 wherein the curved surface is a spherical surface.

3. The system of claim 2 wherein said cameras are arranged in a specific
configuration wherein the field of vision of any of said lenses is overlapped to a
great extent by the fields of vision of the two adjacent lenses lying on said lens
sides with respect to horizontal axis, and only to a small extent by the fields of
view of adjacent lenses lying above or below said lens with respect to horizontal
axis,
and wherein said collective field of vision comprises a collection of fully circular
stereoscopic panoramic images wherein any point within each of said panoramic

images is captured by at least two lenses.

4. The system of claim 2 wherein said cameras are arranged in a specific
configuration wherein the field of vision of any of said lenses is overlapped to a
great extent by the fields of vision of all adjacent lenses surrounding said lens, and

wherein said lenses are optionally equally distributed on said spherical surface.

5. The system of claim 1 wherein the image information captured by each of said

cameras is stored separately

15
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6.

10.

11.

12.

13.

14.

The system of claim 1 wherein the number said lenses is preferably between 18
and 22.

The system of claim 1 wherein said lenses are preferably in the range of 35mm to

70mm.

The system of claim 1 further comprising a stabilization means for preventing
vibrations of said cameras and for keeping the cameras at their fixed positions

relative to each other.

The system of claim 1 wherein said array of cameras is mounted on a support

device having means for enabling rotation and translation of said array.
The system of claim 1 wherein said cameras are video cameras.

The system according to claim 10 wherein said video cameras are digital video

cameras.

The system of claim 1 further comprising a means for image processing for
processing the image information captured by any of said cameras and for cropping

out redundant data in order to enhance said image quality.

The system of claim 1 further comprising a marking means for marking the
boundaries of any of the images captured by any of said lenses, or a set of

predetermined points within the area of each of said images.

A multi-lens camera apparatus for generating a full stereoscopic curved imaging,
or a continuous part thereof, said apparatus comprising,

a set of lenses which are situated on a curved surface pointing out from common
centers of said curved surface, wherein the collective field of vision captured by

all of said lenses covers the whole visual environment surrounding said camera
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apparatus, or a continuous part thereof, and any point in said collective field of
vision is captured by at least two of said lenses,
and a means for recording and optionally storing the image information of the

images captured by each of said lenses.

15. A process for capturing a full or partial stereoscopic curved image of a visual
environment to be displayed to a viewer by means allowing for stereoscopic
viewing, said process comprising the step of arranging a three dimensional array of
cameras wherein the lenses of all said cameras are situated on a curved surface
pointing out form common centers of said curved surface,
wherein the collective field of vision captured by all said lenses covers the whole
visual environment surrounding said array of cameras, or a continuous part
thereof,
and wherein any point in said collective field of vision is captured by at least two

of said lenses.

16. The process of claim 15 wherein the curved surface is a spherical surface.

17. A process for capturing and for displaying a full stereoscopic curved image of a
visual environment, to be displayed to a viewer by a system having means for
stereoscopic displaying and viewing, said process comprising the steps of:

arranging a three dimensional array of lenses for capturing a collection of
images, wherein the collective field of vision captured by all said lenses covers the
whole visual environment surrounding said array of lenses, and wherein any point
in said collective field of vision is captured by at least two of said lenses;

receiving from said system for stereoscopic displaying and viewing, the
coordinates of said viewer’s field of vision;

creating a stereoscopic image pair from said collection of images, said
stereoscopic image pair covers said viewer’s field of vision; and

displaying said stereoscopic image pair to said viewer by means of said

system for stereoscopic displaying and viewing.
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18. The process of claim 17 wherein the said step of creating a stereoscopic image pair

from said collection of images comprising the following steps:

projecting said viewer’s field of vision onto said collection of images;

selecting from said collection of images a selected group of images
overlapping at least partially said viewer’s field of vision;

dividing each of the images in said selected group of images into a left part
and a right part by a line perpendicular to viewer’s horizon and passing through
image center to obtain a group of left image parts and a group of right image parts;

selecting from said group of left image parts those parts overlapping said
viewer’s field of vision to obtain a group of selected left parts;

merging said selected left parts into a uniform two-dimensional first image,
said first image is the right image of said stereoscopic pair;

selecting from said group of right image parts those parts overlapping said
viewer’s field of vision to obtain a group of selected right parts;

merging said selected right parts into a uniform two-dimensional second

image, said second image is the left image of said stereoscopic pair;

19. The process of claim 17 further comprising a step of processing each of the images
in said collection of images for enhancing the image quality, for image balancing

between adjacent images and for cropping out redundant data.

20. A process for capturing and for displaying a full stereoscbpic curved image of a
visual environment, to be displayed to a viewer by a system having means for
stereoscopic displaying and viewing, said process comprising the steps of’:

capturing multiple images taken by at least one camera from different
angles and/or locations, wherein the collective field of said images covers the
surrounding visual environment and wherein any point in said collective field of
vision is captured by at least two of said images;

receiving from said system for stereoscopic displaying and viewing, the
coordinates of said viewer’s field of vision;

creating a stereoscopic image pair from said collection of images, said

stereoscopic image pair covers said viewer’s field of vision; and
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displaying said stereoscopic image pair to said viewer by means of said

system for stereoscopic displaying and viewing.

21. The process of claim 20 wherein the said step of creating a stereoscopic image pair

from said collection of images comprising the following steps:

projecting said viewer’s field of vision onto said collection of images;

selecting from said collection of images a selected group of images
overlapping at least partially said viewer’s field of vision;

dividing each of the images in said selected group of images into a left part
and a right part by a line perpendicular to viewer’s horizon and passing through
image center to obtain a group of left image parts and a group of right image parts;

selecting from said group of left image parts those parts overlapping said
viewer’s field of vision to obtain a group of selected left parts;

merging said selected left parts into a uniform two-dimensional first image,
said first image is the right image of said stereoscopic pair;

selecting from said group of right image parts those parts overlapping said
viewer’s field of vision to obtain a group of selected right parts;

merging said selected right parts into a uniform two-dimensional second

image, said second image is the left image of said stereoscopic pair;

22. A photographing system for capturing a full stereoscopic spherical image, or a

continuous part thereof as substantially described hereinabove.

23. A process for capturing and for displaying a full stereoscopic spherical image of a

visual environment as substantially described hereinabove.
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