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IMAGING APPARATUS 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

0001. This is a Continuation Application of PCT Appli 
cation No. PCT/JP2004/012636, filed Sep. 1, 2004, which 
was not published under PCT Article 21(2) in Japanese. 
0002 This application is based upon and claims the 
benefit of priority from prior Japanese Patent Application 
No. 2003-312722, filed Sep. 4, 2003, the entire contents of 
which are incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

0003) 
0004 The present invention relates to a digital imaging 
apparatus and, more particularly, to a digital imaging appa 
ratus which generates at high speed with high quality an 
image including pixels Smaller than that of an imaging 
device mounted in the imaging apparatus. 
0005 2. Description of the Related Art 

1. Field of the Invention 

0006 Recently, with the rapid proliferation of personal 
computers, digital cameras as image input devices have 
grown in demand. In addition, high-image-quality recording 
apparatuses such as digital video devices as moving image 
recording devices have been widely used. 
0007. There are several factors that determine the image 
quality of the above electronic still camera. Of these factors, 
the number of pixels of an imaging element is a significant 
factor that determines the resolution of a sensed image. For 
this reason, several electronic still cameras having as many 
as five million pixels or more have been commercialized. 
However, five million pixel data is not always required for 
all applications. On the contrary, images with reduced pixel 
sizes are often used as images to be displayed on the Web in 
the Internet. 

0008. The transfer times from imaging elements to image 
memories are a bottleneck in current digital cameras. There 
are few cameras of models that are large in the number of 
pixels and can perform high-speed continuous shooting. In 
addition, since a moving image shooting function is required 
for a digital camera as an additional function, data needs to 
be transferred to the memory at high speed. The amount of 
data to be processed needs therefore to be reduced in 
advance. 

0009 If the number of pixels of an output image is 
Smaller than that of an imaging element, the amount of data 
to be transferred from the imaging element to the memory 
can be reduced by limiting the number of pixels to be used 
in advance or reading out pixels upon averaging them, 
thereby increasing the memory transfer speed. 
0010. According to size reduction by linear interpolation, 
a large-size image is formed by using all pixels, and a 
Small-size image is formed by linear interpolation. 
0011 Such resizing by linear interpolation is preferable 
in terms of image quality. However, since linear interpola 
tion is performed by capturing the data of all pixels, a large 
computation amount is required. This technique is not 
therefore suitable for the above continuous shooting func 
tion and moving image shooting function. 
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0012. As a technique of reducing the amount of data to be 
read out from a memory, there is available a method of 
generating a reduced image by attaching an integration 
function to an imaging element and reading out a small 
number of data upon averaging them. Jpn. Pat. Applin. 
KOKAI Publication No. 2001-245141 discloses a high 
speed image reduction method using this method. 
0013 Jpn. Pat. Appln. KOKAI Publication No. 2001 
016441 discloses an apparatus which thins out data when the 
types of resolutions to be used are limited, and also corrects 
the distortion of data. This reference also discloses how data 
corresponding to 400 dpi is generated by an apparatus 
having a resolution of 600 dpi in an embodiment. If 600-dpi 
data is directly thinned out, the resultant data is distorted. 
For this reason, pixel data for correcting positional distortion 
is generated from the 600-dpi data by linear interpolation. 
0014. The method disclosed in Jpn. Pat. Appln. KOKAI 
Publication No. 2001-245141 is effective in reducing opera 
tion at a reduction ratio of about 20% or less. This method, 
however, cannot remove image distortion due to readout 
pixel positions by averaging based on integration alone in 
reducing operation at a high reduction ratio (by about 40% 
or more). In a wide range of reduction ratios, therefore, it is 
difficult to form an image with high image quality while 
making a size change. 
0015 The apparatus disclosed in Jpn. Pat. Applin. 
KOKAI Publication No. 2001-016441 forms data corre 
sponding to 400 dpi by performing interpolation using all 
600-dpi data obtained by scanning. In contrast to this, the 
present invention is directed to a new technique associated 
with thinning-out Scanning which copes with a case wherein 
basic-resolution data (600-dpi data obtained by scanning in 
Jpn. Pat. Appln. KOKAI Publication No. 2001-016441) 
cannot be completely read out due to a limitation on readout 
time. For example, a data string with little distortion is 
generated from a thinned-out data string like that shown in 
FIG. 6(b) in Jpn. Pat. Appln. KOKAI Publication No. 
2001-16441. The present invention therefore differs from the 
technique disclosed in Jpn. Pat. Applin. KOKAI Publication 
No. 2001-016441. 

BRIEF SUMMARY OF THE INVENTION 

0016. The present invention is directed to, for example, a 
full color imaging apparatus. An imaging apparatus accord 
ing to the present invention includes an imaging element 
which photoelectrically converts an image formed by an 
optical system, the imaging element being equipped with a 
color filter array (CFA) with different spectral transmit 
tances. This apparatus includes a full color data generator 
which samples photoelectrically converted signals by the 
imaging element to obtain image signals having luminance 
information of each color of the CFA and sampling position 
information, and, when transforming a pattern of the pixel 
signals into full color data, generats full color data by 
obtaining weighting coefficients for generation of each color 
component of the full color data on the basis of a relative 
relationship between positions of a lattice pattern of the full 
color data to be generated and position information of the 
pixel signals. 

0017. The present invention is directed to, for example, a 
full color image data transforming method. An image data 
transforming method according to the present invention, in 
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which each of pixel signals of image data to be input include 
information of one component constituting full color data, 
comprises a step of, when transforming a pattern of the pixel 
signals into full color data, generating full color data by 
obtaining weighting coefficients for generation of each color 
component of the full color data on the basis of a relative 
relationship between positions of a lattice pattern of the full 
color data and position information of the pixel signals. 
0018 Advantages of the invention will be set forth in the 
description which follows, and in part will be obvious from 
the description, or may be learned by practice of the inven 
tion. Advantages of the invention may be realized and 
obtained by means of the instrumentalities and combinations 
particularly pointed out hereinafter. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWING 

0019. The accompanying drawings, which are incorpo 
rated in and constitute a part of the specification, illustrate 
presently preferred embodiments of the invention, and 
together with the general description given above and the 
detailed description of the preferred embodiments given 
below, serve to explain the principles of the invention. 
0020 FIG. 1 schematically shows the arrangement of an 
imaging apparatus according to the first embodiment of the 
present invention; 
0021 FIG. 2 shows an example of a manner of an 
averaged readout: 
0022 FIG. 3 shows the relationship between pixel posi 
tions and a position of the center of gravity in averaged 
readout operation; 
0023 FIG. 4 shows the arrangement of an imaging 
apparatus according to the second embodiment of the 
present invention; 
0024 FIG. 5 shows a thinning-out readout rule corre 
sponding to Scaling of a 75% reduction in the second 
embodiment; 
0.025 FIG. 6 schematically shows how data which are 
read out from an RG line on an imaging element equipped 
with a color filter array while two pixels are thinned out from 
eight pixels in the horizontal direction are transformed into 
equidistant 6-pixel data having R and G color information; 
0026 FIG. 7 schematically shows distortion correction 
in the vertical direction and full color processing in the 
second embodiment; 
0027 FIG. 8 schematically shows the arrangement of a 
pipeline which executes distortion correction and color 
interpolation processing in the second embodiment, and 
shows a state wherein the data of the five pixels represented 
by R. G.7, Ro, G, and R2 are read out; 
0028 FIG. 9 shows the state of the pipeline after the 
lapse of one clock from the state in FIG. 8, and shows a state 
wherein the data of the five pixels represented by G7, Ro, 
G. R. and G are read out; 
0029 FIG. 10 shows the state of the pipeline after the 
lapse of one clock from the state in FIG. 9; 
0030 FIG. 11 shows the state of the pipeline after the 
lapse of one clock from the state in FIG. 10; 
0031 FIG. 12 shows the state of the pipeline after the 
lapse of one clock from the state in FIG. 11; 
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0032 FIG. 13 shows the state of the pipeline after the 
lapse of one clock from the state in FIG. 12; 
0033 FIG. 14 schematically shows the arrangement of a 
pipeline which executes interpolation in the vertical direc 
tion of a G channel; 
0034 FIG. 15 schematically shows how data in an equi 
distant Bayer pattern are generated by performing only 
distortion correction processing in the horizontal direction of 
an RG line; 
0035 FIG. 16 shows the arrangement of an imaging 
apparatus according to the third embodiment of the present 
invention; 
0036 FIG. 17 shows one of two temporally adjacent 
frames in readout operation by repetitive 6/8 thinning-out 
readout operation in the third embodiment; 
0037 FIG. 18 shows the other of the two temporally 
adjacent frames in readout operation by repetitive 6/8 thin 
ning-out readout operation in the third embodiment; 
0038 FIG. 19 shows a method of transforming data 
obtained by averaged sampling into image data correspond 
ing to a Scaling ratio: 
0.039 FIG. 20 shows the flow of processing in which 
after distortion correction and full color processing are 
performed for data obtained by thinning-out sampling, and 
the resultant data is transformed into image data correspond 
ing to a Scaling ratio: 
0040 FIG. 21 shows interpolation processing between 
consecutive frames; 
0041 FIG. 22 shows the details of distortion correction 
in the horizontal direction and colorization processing in the 
flow in FIG. 20; 
0042 FIG. 23 shows the details of distortion correction 
processing in the vertical direction in the flow in FIG. 20; 
0043 FIG. 24 shows a procedure for calculating the 
contents of the LUT in FIG. 21; and 
0044 FIG. 25 shows a procedure for calculating the 
contents of the LUT in FIG. 23. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0045. The embodiments of the present invention will be 
described below with reference to the views of the accom 
panying drawing. 

FIRST EMBODIMENT 

0046) This embodiment is directed to a full color imaging 
apparatus which performs averaged readout operation as 
needed. FIG. 1 shows the arrangement of an imaging 
apparatus according to the first embodiment of the present 
invention. 

0047. An imaging apparatus 100 includes an image form 
ing optical system 110 which forms an optical image of an 
object, and an imaging device 120 which outputs an image 
signal of a predetermined area of the optical image formed 
by the image forming optical system 110. The imaging 
device 120 includes an area-like photoelectric conversion 
element (imaging element) 122 which photoelectrically con 
verts the optical image formed by the image forming optical 
system 110 to acquire digital image data (a set of image 
data), and a readout control unit 124 which reads out the 
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image data acquired by the photoelectric conversion element 
122 in accordance with a supplied readout rule. The photo 
electric conversion element 122, which has, for example, a 
color filter array with a Bayer pattern, acquires the RGB data 
of the optical image formed by the image forming optical 
system 110. The photoelectric conversion element 122 can 
perform averaged readout operation, and may be an imaging 
element using a CMOS (to be simply referred to as a CMOS 
hereinafter) or a CCD. Using a CMOS makes it possible to 
perform added (averaged) readout operation of adjacent 
pixels in the horizontal direction. Using a CCD makes it 
possible to read out the added current values of adjacent 
pixels in the vertical direction. 
0.048. The imaging apparatus 100 further includes an 
image scaling ratio selecting unit 132 which selects a scaling 
ratio for an image to be output, and a readout scheme 
selecting unit 134 which selects a readout scheme for image 
data to be read out from the photoelectric conversion ele 
ment 122 by the readout control unit 124 in accordance with 
a selected image scaling ratio. The readout scheme selecting 
unit 134 selects either an averaged readout scheme or an all 
pixel readout Scheme in accordance with a selected image 
Scaling ratio. More specifically, the readout Scheme selecting 
unit 134 selects the all pixel readout scheme when the 
reduction ratio of an image is high (for example, the image 
Scaling ratio is 90% or more), and selects the averaged 
readout scheme when the reduction ratio is lower than the 
above reduction ratio. 

0049. The imaging apparatus 100 further includes an all 
pixel readout unit 142 and an averaged readout unit 144 
which are activated in accordance with the readout scheme 
selected by the readout scheme selecting unit 134. The all 
pixel readout unit 142 Supplies a readout rule corresponding 
to the all pixel readout scheme to the readout control unit 
124. The averaged readout unit 144 supplies a readout rule 
corresponding to the averaged readout Scheme to the readout 
control unit 124. The readout control unit 124 reads out pixel 
data from the photoelectric conversion element 122 in 
accordance with the readout rule. 

0050. The imaging apparatus 100 further includes a size 
change and full-color processing unit 152 and a lookup table 
unit 154 storing filter coefficients. The size-change and 
full-color processing unit 152 performs size changing and 
full color processing by filter processing with respect to the 
image data read out from the photoelectric conversion 
element 122. The lookup table unit 154 supplies a proper 
filter coefficient to the size-change and full-color processing 
unit 152 in accordance with the scaling ratio selected by the 
image scaling ratio selecting unit 132. 
0051. The imaging apparatus 100 further includes a video 
signal processing unit 172 which performs predetermined 
processing (white balance adjustment, grayscale transfor 
mation, and edge enhancement) for the image signal output 
from the size-change and full-color processing unit 152, an 
image display unit 174 which displays an image in accor 
dance with the image signal output from the video signal 
processing unit 172, and an image recording unit 176 which 
records an image in accordance with the image signal output 
from the video signal processing unit 172. 
0.052 The photoelectric conversion element 122 has a 
color filter array with a Bayer pattern, and acquires RGB 
data at the corresponding positions. In added or averaged 
sampling, on a line on which R and G channels are adjacent 
to each other in the horizontal direction, R- and G-channel 
data of pixels are simultaneously acquired. On a line on 
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which G and B channels are adjacent to each other, G- and 
B-channel data of pixels are simultaneously acquired. 
0053 FIG. 2 shows an example of a manner of the 
averaged readout (averaged sampling). For the sake of 
simplicity, G-channel two-pixel acquisition (added or aver 
aged) is shown. In the manner of the averaged readout 
shown in FIG. 2, the same color (R-R, G-G, and B-B) data 
which are alternately located in the horizontal direction are 
simultaneously read out to obtain the average data of pixels. 
0054 As shown in FIG. 2, in adjacent two-pixel aver 
aged readout operation by the operation of the CMOS, when 
two lines are alternately read out for each frame, the number 
of pixels per frame is 4 (% (vertical)/3 (horizontal)) that in 
all pixel readout operation. The reduction ratio of the image 
with reference to the number of pixels becomes 50%. With 
respect to a scaling ratio (reduction ratio) of about 50% to 
90%, averaged readout operation is performed first, and then 
enlargement interpolation and full color processing are 
performed. FIG. 2 is a schematic view corresponding to 4/3 
times enlargement processing. 
0.055 Referring to FIG. 2, reference symbols P101 to 
P108 denote positions where G-channel two-pixel readout 
operation is performed on the imaging element. In other 
words, reference symbols P101 to P108 denote pixel groups 
each including two pixels which are simultaneously read out 
upon being added or averaged. The sampled data of these 
pixels are represented by G101 to G108. In the photoelec 
trically converted data obtained by Such sampling, positions 
corresponding to the positions of the center of gravity of the 
included pixels will be referred to as sampling positions. 
0056. The pixel array positions of full color data are 
determined in accordance with the image Scaling ratio set by 
the image scaling ratio selecting unit 132. Referring to FIG. 
2, for example, reference symbols P301 to P308 denote the 
lattice positions (lattice pattern) of full color data based on 
the consideration of Scaling. Weighting coefficients for each 
averaged sampled data are set in accordance with the posi 
tion of the center of gravity of each averaged sampling 
operation and the pixel array positions of the full color data, 
and full color data is generated by weighted addition. 
0057 According to an example of a method of computing 
weighting coefficients, positions P201 to P208 (indicated by 
A) of full color data of the same size as that of averaged 
sampling are set. Reference symbols G202, G203, G206, 
and G207 denote G-channel data at the positions P202, 
P203, P206, and P207. In order to generate the data G202, 
G203, G206, and G207, coefficients inversely proportional 
to the distances between the respective sampled data and the 
full color data are used with reference to the original 
sampled data G101 to G108. The following data are then 
obtained: 

G2O2=0.5196G101--0.1039.G102-0.2354G103 
O.1414 G104 

G2O6=0.5196G105-0.1039.G106-0.2354G107 
O.1414 G108 

G2O7=0.1414 G105--O-2354G106-0.1039.G107 
O.S196. G108. (1) 

0.058 P201 to P208 are distributed on an equidistant 
lattice in the horizontal and vertical directions. In this case, 
for example, when 4/3 times enlargement processing is to be 
performed, since the number of lattice points becomes 3/4, 
a position P306 of a full color image after size changing 



US 2006/0158537 A1 

operation can be given by using bilinear interpolation of 
G202, G203, G206, and G207: 

G306 = (2) 

0.25. (0.25. G202 + 0.75. G203) + 0.75. (0.25. G206+ 00.75. G207). 

0059 Likewise, when the size is changed to n/m times 
(1<n/mk2), bilinear interpolation of the kth row lth column 
G channel can be given as follows with reference to G301 
as a reference point: 

Grinn F (3) 

i 

k'"-(1-1'.") Gol + (1."|Gor) i i 

where x represents the fractional portion of a rational 
number X, and GL, GR, GDI, and GDR represent equidis 
tant lattice points equal in number to actual sampling points, 
like P201 to P208. With respect to the positions where full 
color data are generated, the lattice point positions corre 
spond to data located at upper left Gr, upper right Gr, 
down left G, and down right G. A substitution of 
equations (linear transformation for generating an equidis 
tant lattice from actual sampled data) similar to equations (1) 
into this equation yields coefficients for generating G-chan 
nel values at specific positions after Scaling operation. 

0060. In the case of averaged sampling in FIG. 2, the 
relationship between the positions of the center of gravity of 
sampling is unequidistant but corresponds to an iterated 
structure. As shown in FIG. 3, according to the positional 
relationship between the centers of gravity of R and G 
channels having undergone averaged sampling, adjacent 
channels are repeated at intervals of one pixel, and distant 
channels are repeated at intervals of three pixels. Therefore, 
the linear transformation indicated by equations (1) becomes 
cyclic, and four types of coefficients are to be used. 
0061 The lookup table unit 154 stores weighting coef 
ficients corresponding to the image scaling ratio obtained 
from equations (1) and (3), and Supplies the coefficients to 
the size-change and full-color processing unit 152. The 
size-change and full-color processing unit 152 performs 
weighted addition and generates full color data having 
undergone a size change. The size-change and full-color 
processing unit 152 performs enlargement interpolation and 
full color processing by performing filter processing once. 
The video signal processing unit 172 performs grayscale 
transformation, color balance, color enhancement, and edge 
enhancement for an output signal from the size-change and 
full-color processing unit 152. The signal processed by the 
Video signal processing unit 172 is displayed on the image 
display unit 174, and is recorded by the image recording unit 
176 as needed. 

0062 By performing full color processing in averaged 
sampling in consideration of the relationship between Sam 
pling positions and the positions of full color data to be 
generated, misregistration and blurring for each color can be 
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reduced. This makes it possible to achieve improvements in 
terms of band and edge distortion and realize false color 
reduction. 

SECOND EMBODIMENT 

0063. This embodiment is directed to a full color imaging 
apparatus which performs thinning-out readout operation as 
needed. FIG. 4 shows the arrangement of an imaging 
apparatus according to the second embodiment of the 
present invention. The elements denoted by the same refer 
ence numerals as those of the imaging apparatus 100 accord 
ing to the first embodiment are identical to those in FIG. 4. 
and a detailed description thereof will be omitted to avoid 
repetition in the following description. 
0064. An imaging apparatus 200 includes an image form 
ing optical system 110 which forms an optical image of an 
object, and an imaging device 220 which outputs an image 
signal of a predetermined area of the optical image formed 
by the image forming optical system 110. The imaging 
device 220 includes an area-like photoelectric conversion 
element (imaging element) 222 which acquires digital image 
data (a set of image data) by photoelectrically converting the 
optical image formed by the image forming optical system 
110, and a readout control unit 224 which reads out the 
image data acquired by the photoelectric conversion element 
222 in accordance with a supplied readout rule. The photo 
electric conversion element 222 has, for example, a color 
filter array with a Bayer pattern, and acquires the RGB data 
of the optical image formed by the image forming optical 
system 110. 
0065. The imaging apparatus 200 further includes an 
image scaling ratio selecting unit 132 which selects a scaling 
ratio for an image to be output, and a readout rule setting unit 
240 which selects a readout rule for the photoelectric 
conversion element 222 in accordance with a selected image 
Scaling ratio. The readout rule setting unit 240 provides data 
associated with a readout rule for the readout control unit 
224 which controls readout operation from the photoelectric 
conversion element 222 in accordance with a selected image 
Scaling ratio. 
0066. The imaging apparatus 200 further includes a dis 
tortion-correction and full-color processing unit 252, a filter 
coefficient selecting unit 254, and a lookup table unit 256. 
The distortion-correction and full-color processing unit 252 
performs distortion correction and full color processing for 
the digital image data read out from the photoelectric 
conversion element 222 by filter processing. The lookup 
table unit 256 stores filters used for filter processing by the 
distortion-correction and full-color processing unit 252 in 
the form of a lookup table. The filter coefficient selecting 
unit 254 selects proper filter coefficients in accordance with 
the image scaling ratio selected by the image Scaling ratio 
selecting unit 132, and supplies the coefficients from the 
lookup table unit 256 to the distortion-correction and full 
color processing unit 252. 
0067. The imaging apparatus 200 further includes a video 
signal processing unit 172 which performs predetermined 
processing (white balance adjustment, grayscale transfor 
mation, and edge enhancement) for an output signal from the 
distortion-correction and full-color processing unit 252, an 
image display unit 174 which displays an image in accor 
dance with an output signal from the video signal processing 
unit 172, and an image recording unit 176 which records an 
image in accordance with an output signal from the video 
signal processing unit 172. 
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0068 The readout rule setting unit 240 supplies a thin 
ning-out readout rule to the readout control unit 224 with 
respect to an image scaling ratio, i.e., an image reduction, of 
less than 100%. In 75% reduction processing, for example, 
a rule of reading out six pixels out of eight pixels in the 
horizontal and vertical directions is supplied to the readout 
control unit 224. The readout control unit 224 reads out pixel 
data in a corresponding range in the pixel array in the 
photoelectric conversion element 222 on the basis of the 
thinning-out readout rule Supplied from the readout rule 
setting unit 240. As a result, thinned-out image data is output 
from the imaging device 220. 
0069. The data read out from the photoelectric conver 
sion element 222 in accordance with Such a thinning-out rule 
is supplied to the distortion-correction and full-color pro 
cessing unit 252. The data from the readout rule setting unit 
240 is provided for the filter coefficient selecting unit 254. 
The filter coefficient selecting unit 254 provides filter coef 
ficients corresponding to the readout rule to the distortion 
correction and full-color processing unit 252. 
0070. In this embodiment, necessary filter coefficients are 
obtained by being selected from the lookup table (LUT). 
However, the LUT need not always be used, and filter 
coefficients may be calculated by computation correspond 
ing to the readout rule set by the readout rule setting unit 
240. Filter coefficient selection using the LUT requires a 
large amount of memory to store the LUT, but can perform 
computation with a low load. In contrast to this, filter 
coefficient selection without using any LUT requires a high 
load for computation, but does not require much memory. 
0071. The photoelectric conversion element 222 may be, 
for example, either a CMOS or a CCD. The photoelectric 
conversion element 222 can perform thinning-out readout 
operation and can read image data at an arbitrary position 
upon thinning out. Thinning-out readout operation makes it 
possible to read out pixels in a specific area with the number 
of pixels smaller than that when all pixels are read out. 
0072) If, for example, the photoelectric conversion ele 
ment 222 is a CMOS, an imaging device 220 can designate 
readout positions by using shift registers in both the hori 
Zontal direction and the vertical direction. 

0.073 Letting C(i,j) be the jth line ith element, and C(i+1, 
j), C(i+2, ), C(i+3, j), C(i+4, ), C(i+5, ), C(i+6, j), C(i+7. 
j), C(i+8, j). . . . . be pixels in the horizontal direction, 
readout operation can be performed while data at arbitrary 
positions in the horizontal direction are thinned out like, for 
example, C(i+1, j), C(i+2, j), C(i+3, J), C(i+4, j), C(i+7, j). 
C(i+8, j). . . . . 
0074. In the vertical direction as well, in the same manner 
as described above, pixels arranged in the line direction like 
the jth line, (+1)th line, (+2)th line. . . . . can be read out 
while data on arbitrary lines are thinned out. 
0075). If the photoelectric conversion element 222 is a 
CCD, since charges are read out from the CCD while being 
shifted in the horizontal direction, the imaging device 220 
can read out all pixels in the horizontal direction while 
performing thinning-out readout operation in the vertical 
direction. 

0.076 The distortion-correction and full-color processing 
unit 252 interpolates omitted information with respect to the 
digital image data thinned out and read out in this manner, 
and performs magnification conversion and color interpola 
tion. 
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0077. The photoelectric conversion element 222 has a 
color filter array with a Bayer pattern, and acquires RGB 
data at the corresponding positions. The photoelectric con 
version element 222 further sets an image data acquisition 
area on the imaging element in accordance with the image 
Scaling ratio selecting unit 132, and reads out image data 
acquired by the photoelectric conversion element upon 
thinning out pixels as needed. The positions of image data 
read out in this manner are set in advance, and the pixel array 
positions of full color data to be generated are determined in 
accordance with the image scaling ratio set by the image 
scaling ratio selecting unit 132. The lookup table unit 256 
stores weighting coefficients for pixel data Subjected to 
thinning-out readout operation corresponding to an image 
Scaling ratio in accordance with the positional relationship 
between thinning-out readout pixel positions and the pixel 
array positions of full color data. 
0078 FIG. 5 shows a thinning-out readout rule corre 
sponding to scaling of 75% reduction. The readout rule in 
FIG. 5 is repeated on an imaging element including a CFA 
(Color Filter Array). FIG. 6 schematically shows how data 
which are read out from an RG line while two pixels are 
thinned out from eight pixels in the horizontal direction are 
transformed into equidistant 6-pixel data having R and G 
color information. The transformation shown in FIG. 6 is 
expressed in a matrix form as follows: 

O 1 O O O O O O (4) 

l l 
0 g o O O 0 0 
1 2 

0 0 0 0 0 0 
Roo 5 1 

Gco 0 0 0 0 0 0 
Ro1 5 1 G7 

Go 0 0 0 & 0 & 0 0 || 
Re 1 5 G 0 0 - O - 0 O O 
Gc 6 R 
Ros 0 0 0 0 0 0 || G. 
Gcs 3 1 R6 

Ro4 0 0 0 0 1 0 1 0 || G, 
4 1 5 of 

Ros 6 6 
Go 5 7 

5 0 0 0 0 1 0 1 0 
2 1 

0 0 00 0 1 0 
1 11 

0 0 0 0 1 0 1 0 

where Rc, and Gc, represent data of the respective colors at 
the ith pixel which are transformed at equal intervals. As 
shown in FIG. 6, eight pixels are formed into one block with 
reference to the position of Ro, and a pixel of the left block 
and a pixel of the right block are respectively represented by 
Such as G7 and Rol. As in the above case, if thinning-out 
distortion correction is performed on an RG line, pixels 
having R and G data are arranged at equal intervals in the 
horizontal direction on the corresponding line, and the RG 
lines and GB lines having undergone Such correction are 
alternately arranged in the vertical direction. 
0079 FIG. 7 schematically shows distortion correction 
and full color processing in the vertical direction. As shown 
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in FIG. 5, readout operation is performed while two lines are 
thinned out from eight lines, and the readout data are 
transformed into equidistant 6-line full color data in the 
vertical direction. After the above distortion correction in the 
horizontal direction and color interpolation processing, all 
the readout lines include G-channel data, and hence unequi 
distant 6-line G-channel data are transformed into equidis 
tant 6-line data. The following is a matrix expression of this 
transformation: 

1 O O O O O (5) 

O 2 1 0 0 O 
Gvo 3 3 Gco 

1 2 Gy 0 0 - - O O Gc 
Gy 3 3 Gc 

G 0 0 O 2 1 O Go 3 3 3 3 
GV4 7 Gcs 
Gys 0 0 O 9 9 O Gc, 

0 0 () () 1 2 
3 3 

0080. On the other hand, R- and B-channel data exist on 
either an even-numbered line or odd-numbered line, and 
hence are expressed as follows by using the same transfor 
mation coefficients as those for distortion correction in the 
horizontal direction and color interpolation processing: 

O 1 O O O O O O (6) 

1 1 
2 O 2 0 0 () () () 

1 2 
O 3. O 3. 0 0 () () 

Rwo 5 1 
Bvo O O 6 O 6 O O O 

Rv1 5 1 Bc 
By 0 0 O 6 O 6 O O Roo 

Rv2 0 0 1 0 o o 0 || Bei 
By 6 1 6 1 Ro 

Rv3 0 0 O 2 O 2 O O Bc3 
By’s 3 1 Ros 
Rya 0 0 O O 4. O 4. O Bc.7 

BV4 1 5 Ros 
Rys 0 0 O 6 O 6 O O 

B 5 7 
5 0 0 O O 12 O 12 O 

2 1 
O) () () () () 3. O 3. 

1 11 
0 0 O O 12 O 12 O 

where Gco, Rico, and Bco represent G. R. and B data on the 
0th line, respectively. Subsequently, Gc, Ric, and Bc, rep 
resent G. R. and B data on the ith line, respectively. 
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Distortion Correction and Color Interpolation Processing 

0081 FIGS. 8 and 13 each schematically show the 
arrangement of a pipeline for executing the distortion cor 
rection and color interpolation processing indicated by equa 
tion (4). Referring to FIGS. 8 to 13, an image signal 600 is 
on an RG line, and data are read out from the right to the left 
and are time-serially arranged like R. G. R. G. R. . . 
. . FIGS. 8 to 13 shows states on a clock basis. 

0082. This pipeline includes a five-tap shift register 611, 
a selector 622 to which data from the first and third registers 
of the shift register 611 are input, a selector 621 to which 
data from the third and fifth registers of the shift register 611 
are input, a multiplier 631 which multiplies output data from 
the selector 622 by a coefficient k4, a multiplier 632 which 
multiplies output data from the selector 621 by a coefficient 
k3, an adder 641 which adds output data from the multiplier 
631 to output data from the multiplier 632, a multiplier 633 
which multiplies data from the second register of the shift 
register 611 by a coefficient k2, a multiplier 634 which 
multiplies data from the fourth register of the shift register 
611 by a coefficient k1, and an adder 642 which adds output 
data from the multiplier 633 to output data from the multi 
plier 634. 

0083) The selector 621 and the selector 622 each have an 
input in1 and an input in2 and selectively output one of data 
input to the inputs in1 and in2. The states of the selectors 621 
and 622 can be changed on a clock basis and are switched 
in conjunction with each other. Referring to FIGS. 8 to 13, 
each of the selectors 621 and 622 outputs data input to one 
of the inputs in1 and in2 which is indicated by an ellipse. 

0084 FIG. 8 shows a state wherein the data of the five 
pixels represented by R. G.7 Ro, G, and R are read out. 
In the state shown in FIG. 8, both the selector 621 and the 
selector 622 output data input to the inputs in2. Therefore, 
the selector 621 outputs Re, and the selector 622 outputs 
Ro. The multiplier 631 multiplies R by %. The multiplier 
632 multiples R. by %. The adder 641 adds them. The 
multiplier 633 multiplies G by 1. The multiplier 634 mul 
tiples G7 by 0. The adder 642 adds them and outputs the 
resultant data. 

0085 FIG. 9 shows a state after the lapse of one clock 
from the State in FIG. 8. FIG. 9 therefore shows a State 
wherein the data input to the shift register 611 is updated by 
one clock, and the data of the five pixels represented by G7. 
R. G. R. and G are read out. In the state in FIG. 9, the 
same operation as that in the state in FIG. 8 is performed. 

0086) Likewise, FIGS. 10 to 13 each show a state after 
the lapse of one clock from the immediately preceding State 
(the state indicated by a figure number smaller by one). The 
same operation is performed in each of the states shown in 
FIGS 10 to 13. 

0087. The states in FIGS. 8 to 13 correspond to compu 
tation for generating Rico Gico. . . . . Rcs, and Gcs in equation 
(4). By performing weighted addition processing for each 
clock, an output equivalent to the left side of equation (4) 
can be obtained by pipeline processing. In the pipeline 
shown in FIGS. 8 to 13, the adders alternately output color 
channel data on a clock basis. When time-series data are to 
be stored in a memory for each channel, it suffices to place 
selectors behind the adders. Table 1 shows a transition state 
in Such pipeline processing. 
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TABLE 1. 

Selector 

Output 

S5 S4 S3 S2 S1 State 622 621 k4 k3 

G R2 G Ro G7 Rs 2 Ro R6 1 O 

R6 G R2 G Ro G7 1 G G /6 % 

G7 R6 G R2 G Ro 1 R6 R2 /6 % 

Ro G7 R6 G R2 G 1 G7 G 3/4 A 

G Ro G7 R6 G R2 2 R6 R2 % /6 

R2 G1 Ro G7 R6 G 2 G7 G 1/12 /12 

G3 R2 G1 Ro G7 R6 2 Ro R6 1 O 

R6 G3 R2 G1 Roi G7 1 G3 G1 /6 % 

G7 R6 G3 R2 G1 Ro 1 R6 R2 /6 % 

Roll G7 R6 G3 R2 G1 1 G.7 Gs, 4 /4 

G1 Roi G7 R5 G3 R2, 2 R6 R2 % /6 

R2 G1 Roy G7. R6. G3 2 G7 G3 1/12 /12 

0088 As described above, thinning-out readout operation 
may be performed at uneven intervals. In this case, addition 
coefficients (k1,k2, k3, and k4) and selector states (in1 and 
in2) based on the consideration of distortion correction for 
read operation performed at uneven intervals are recorded 
on a lookup table, and distortion correction and color 
interpolation processing is sequentially performed. 
0089. In the processing represented by equation (6), 
distortion correction and color interpolation are performed 
for R- and B-channels data interpolated on each line in the 
vertical direction. It suffices to form an arrangement for this 
processing by adding a line memory to an arrangement like 
that shown in FIGS. 8 to 13 so as to perform interpolation 
processing in the vertical direction. 
0090 For G-channel interpolation in the vertical direc 
tion shown in equation (5), the pipeline shown in FIG. 14 is 
used. This pipeline includes a 3-tap shift register 811, a 
selector 822 to which data from the first and second registers 
of the shift register 811 are input, a selector 821 to which 
data from the second and third registers of the shift register 
811 are input, a multiplier831 which multiplies output data 
from the selector 822 by a predetermined coefficient, a 
multiplier832 which multiplies output data from the selector 
821 by a predetermined coefficient, and an adder 841 which 
adds output data from the multiplier831 to output data from 
the multiplier 832. 
0091. The difference between this embodiment in which 
distortion correction and color interpolation processing are 
simultaneously performed and a case wherein these pro 
cesses are separately performed will be described below. 
0092. In contrast to this embodiment in which distortion 
correction and color interpolation are simultaneously per 
formed, in the processing in which distortion correction is 
performed first to generate data in an equidistant Bayer 
pattern, and then color interpolation is performed, interpo 

Output from multiplier 641 k2 k1 Output from multiplier 642 

lation processing for distortion correction and interpolation 
processing for color interpolation are separately performed. 

0093 FIG. 15 schematically shows how data in an equi 
distant Bayer pattern are generated by performing only 
distortion correction processing in the horizontal direction of 
an RG line. Such transformation is expressed in a matrix 
notation like equation (4) as follows: 

1 O O O O O (7) 

O 0 1 0 O 
Roo 6 6 Ro 

5 1 Ge1 o O S 0 0 G1 
RC2 6 6 R2 

Go, o O O 0 || G 3 4 4 3 

Ro4 1 5 R6 

Ges) 00 g 0 0 | G, 
0 0 0 1 0 12 12 

0094. If linear interpolation is used for full color process 
ing of image data in a Bayer pattern, a signal G at the 
position of Rc2 is given by (Gc+Gc)/2. This data can be 
expressed as follows by using readout original signals G, 
Gs, and G7: 

3 - = G+G+ 5. G., +1 G, 
"g G SG 24 1 + 24 3 * 24 7. 

(i) = ( 1 EG 1 (8) 
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0.095 Such two processes, i.e., distortion processing and 
full color processing, are expressed by a matrix as follows: 

O 1 O O O O O O (9) 

! O o O O 0 0 
R 2 2 CO 

G O 0 1 0 o O O CO 2 2 
Ro1 0 0 1 0 O O O O 

Gc O O 0 1 0 O O O 

Ro 1 1 

c., || 0 0 5 0 5 000 
Rc T 1 1 

0 0 0 - O - 0 0 
Gos 2 2 
Re4 O O O 0 1 0 O O 

Gc O O O O 0 1 0 O 
1 1 

Ros 0 0 O O - O - O 
Go 2 2 

5 0 0 o O O O 
2 2 

O O O O O O 1 O 

! O o O O 0 o O O 
12 12 G 3 
O O 0 1 0 O O O O 

R 2 
0 0 o O O o O OG 6 6 -l 

0 0 o O O 0 | 0 0 Ro 
6 6 G1 

1 R 
O O O O O O O O - O 2 

4 G3 
1 5 () () () () () () () () Ro 
6 6 G 

0 0 o O O 0 | 0 || 0 7 12 12 Rs 

0.096 Equation (9) is expressed by equation (10) given 
below by calculating the product of the matrix: 

O O 0 1 0 O O O O O (10) 

l O 11 O 5 0 - - 0 O O 
24 24 12 12 

1 5 1 
0 0 O 2 O 12 O 12 O O 

Rco 5 1 

Go || 0 00 0 0 0 0 0 (G 3 
Ro1 3 1 R 2 
Go 0 0 () () () 4. O 4. O O G 3 

Re2 0 0 o O o o 0 || Ro 
Gc 24 24 8 G1 

1 1 
Ros 0 0 () () () 2 O 2 O O R2 

Gcs 3 1 G3 

Re|| 0 00 00 0 1 0 1 0 || R. 
Gca 1 5 G.7 

O O O O O - O - O O 
Ros 6 6 Rs 
Go 5 7 

5 0 0 () () () () 12 O 12 O 

1 5 1 
0 0 () () () 12 O 12 O 2 

1 11 
0 0 () () () () 12 O 12 O 
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0097 Equation (4) indicates a case wherein distortion 
correction processing and color interpolation processing are 
simultaneously performed. Equation (10) indicates a case 
wherein distortion correction processing and color interpo 
lation processing are separately performed. Coefficients cor 
responding to one line of a matrix are weighting coefficients 
for linear interpolation for the generation of one correspond 
ing pixel data. The wider the range of coefficients, the larger 
the contribution to separate pixels. This therefore indicates 
the presence of a spatial band loss. It is obvious that since 
the range of coefficient in equation (4) is narrower than that 
in equation (10), the band loss during the time until color 
interpolation is Smaller. 

0098. As described above, a high-resolution image can be 
obtained by simultaneously performing distortion correction 
and full color processing in consideration of the positions of 
pixels subjected to color interpolation and full color pro 
cessing and the positions of sampled pixels. 

THIRD EMBODIMENT 

0099. This embodiment is directed to another imaging 
apparatus Suitable for moving image photography. FIG. 16 
shows the arrangement of an imaging apparatus according to 
the third embodiment of the present invention. The elements 
denoted by the same reference numerals as those of the 
imaging apparatus 200 according to the second embodiment 
are identical to those in FIG. 16, and a detailed description 
thereof will be omitted to avoid repetition in the following 
description. 

0.100 An imaging apparatus 300 according to this 
embodiment includes an image forming optical system 110 
which forms an optical image of an object, and an imaging 
device 320 which continuously outputs an image signal of a 
predetermined area of the optical image formed by the 
image forming optical system 110. That is, the image signal 
output from the imaging device 320 is a moving image 
signal, which comprises the image data of time-serially 
consecutive frames. 

0101 The imaging device 320 includes an area-like pho 
toelectric conversion element 322 which acquires digital 
image data (a set of image data) by photoelectrically con 
verting the optical image formed by the image forming 
optical system 110, and a readout control unit 324 which 
continuously reads out the image data acquired by the 
photoelectric conversion element 322 upon thinning out 
pixels as needed. The photoelectric conversion element 322 
has a color filter array with a Bayer pattern, and acquires the 
RGB data of the optical image formed by the image forming 
optical system 110. 

0102) The imaging apparatus 300 further includes an 
image scaling ratio selecting unit 132 which selects a scaling 
ratio for an image to be output, a readout rule setting unit 
340 which sets a pixel thinning-out readout rule for the 
readout control unit 324, and a distortion-correction and 
full-color processing unit 252 which performs distortion 
correction and full color processing for the image data read 
out from the imaging device 320. The details of the distor 
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tion-correction and full-color processing unit 252 are the 
same as those in the second embodiment. 

0103) The imaging apparatus 300 further includes a read 
out phase control unit 336 which changes the reference 
position of the range (readout range) of image data read out 
from the photoelectric conversion element 322 by the read 
out control unit 324 for each frame, and an image range 
selection processing unit 360 which selects a range common 
to all the frames of image data output from the distortion 
correction and full-color processing unit 252 on the basis of 
the reference position of the readout range set for each frame 
by the readout phase control unit 336. 
0104. The readout phase control unit 336 changes the 
reference position of the readout range for each frame, and 
the image range selection processing unit 360 selects a range 
common to all the frames. In accordance with this operation, 
the readout rule setting unit 340 sets a pixel thinning-out 
readout rule to make the readout control unit 324 read out 
image data throughout a range wider than the image area set 
by the image scaling ratio selecting unit 132. 
0105 The readout control unit 324 in the imaging device 
320 continuously reads out image data (1-frame pixel data) 
in a corresponding range in the pixel array in the photoelec 
tric conversion element 322 on the basis of the readout rule 
set by the readout rule setting unit 340 and the reference 
position of the readout range set by the readout phase control 
unit 336. As a result, the imaging device 320 outputs a 
moving image signal comprising the image data of time 
serially consecutive frames. 
0106 The imaging apparatus 300 further includes three 
cyclic frame memories 362,364, and 366 which temporarily 
store the image data of frames, and an inter-frame compu 
tation processing unit 368 which generates new image data 
by performing computation processing for the image data of 
frames stored in the frame memories 362, 364, and 366. 
0107. In moving image photography in a conventional 
Video system, an interlaced scanning system in which two 
fields constitute one frame is often used. At a general frame 
rate of/30, image flickering due to interlaced scanning is not 
noticeable. Interlaced scanning, rather, makes it possible to 
obtain image information in a wider area than all point 
scanning within the same time and obtain high-resolution 
image at high speed by interpolation between fields. 

0108. In this embodiment, omitted pixel data are inter 
polated between two consecutive frames in the same manner 
that interlaced scanning interpolates omitted pixel data 
between two fields. 

0109 As an interpolation technique, changing a thinning 
out position for each frame may be taken into consideration. 
For example, in 75% reduction processing, as shown in FIG. 
5, six pixels are read out from eight pixels. In this case, a 
Smooth image can be obtained by changing the readout 
position for six pixels between frames and performing 
addition processing between the frames after distortion 
correction and full color processing for each frame. Chang 
ing the readout rule for each frame in this manner is 
effective. However, since different readout rules are set for 
the respective frames, different coefficients for distortion 
correction processing must be set for the respective frames. 
This will lead to an increase in hardware size. 

0110. Another technique that can obtain a similar effect 
may be to set the same readout rule for all frames but shift 
a readout range between two consecutive frames. The imag 
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ing apparatus 300 according to this embodiment interpolates 
omitted pixel data between two consecutive frames in accor 
dance with this technique. 
0.111 For this purpose, the readout phase control unit 336 
changes, for each frame, the reference position of the range 
(readout range) of pixel data read out from the photoelectric 
conversion element 322 by the readout control unit 324 upon 
thinning out. More specifically, the readout phase control 
unit 336 changes the reference position of the readout range 
for each frame periodically in accordance with a predeter 
mined rule. 

0112 For example, the readout phase control unit 336 
shifts the reference position of the range of pixel data read 
out by the readout control unit 324 such that the image data 
of consecutive frames do not have omitted pixel data as a 
whole. More preferably, the readout phase control unit 336 
shifts the reference position of the readout range such that 
the image data of two consecutive frames do not commonly 
have omitted pixel data. The shift amount is preferably about 
four to eight pixels. 
0113 As a consequence, pixel data at a specific position 
in the photoelectric conversion element 322 which is omit 
ted when thinning-out readout is performed with respect to 
the image data of a specific frame is included in the image 
data of another frame. That is, pixel data at a specific 
position in the photoelectric conversion element 322 can be 
prevented from being always omitted from the image signal 
output from the imaging device 320. 
0114. The inter-frame computation processing unit 368 
further performs processing of interpolating omitted pixel 
data with respect to the image data of consecutive frames 
stored in the frame memories 362, 364, and 366. For 
example, addition of 4:/, is performed with respect to the 
image data of two consecutive frames. Alternatively, addi 
tion of 4:%:4 is performed with respect to the image data 
of three consecutive image data. 
0115 FIGS. 17 and 18 schematically show how the 
reference position of a readout range is shifted in readout 
operation by repetitive 6/8 thinning-out readout operation. 
Referring to FIGS. 17 and 18, x, y represents a pixel 
position in the pixel array of the photoelectric conversion 
element 322, and (x, y) represents a pixel data array in the 
readout range. 
0116. In this case, FIG. 17 shows one (to be referred to 
as a frame Ahereinafter) of two temporally adjacent frames, 
and FIG. 18 shows the other frame (to be referred to as a 
frame B hereinafter). 
0117. As shown in FIGS. 17 and 18, the pixel count of 
the photoelectric conversion element 322 is given by k 
pixels in the horizontal direction and 1 pixels in the vertical 
direction. Therefore, the position of the upper left pixel in 
the photoelectric conversion element 322 is represented by 
0, 0), and the position of the lower right pixel is represented 
by k, l. In addition, the pixel count of the readout range of 
one frame is given by m pixels in the horizontal direction 
and n pixels in the vertical direction. Therefore, the upper 
left readout start position in the frame is represented by (0. 
O), and the lower right readout end position is represented by 
(m, n). The readout range of the frame B in FIG. 18 is 
shifted from the readout range of the frame A in FIG. 17 by 
+2 pixels in the horizontal direction and +2 pixels in the 
vertical direction. 

0118. In the frame A in FIG. 17, the upper left readout 
start position (0, 0) coincides with the upper left pixel 
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position 0, 0) in the photoelectric conversion element 322. 
That is, (0, 0)=0, 0). In addition, the readout end position 
(m, n) is given by (m, n)=k-2, 1-2). In the frame shown in 
FIG. 18, the upper left readout start position is represented 
by (0, 0)=2, 2). The readout end position is represented by 
(m, n)=k, 1. 
0119) The image range selection processing unit 360 
selects a range common to the frame A in FIG. 17 and the 
frame B in FIG. 18. That is, the image range selection 
processing unit 360 selects a rectangular range whose diago 
nal vertices are given by (2, 2) and (m, n) with respect to the 
frame A in FIG. 17, and selects a rectangular range whose 
diagonal vertices are given by (0, 0) and (m-2, n-2) with 
respect to the frame B in FIG. 18. The range selected by the 
image range selection processing unit 360 always has 
(m-2)x(n-2) pixel data. 

0120 When, for example, an image with a VGA (640x 
480) size is to be generated in a case wherein the shift 
amount between frames is four pixels, it suffices to acquire 
image data in an area of 644x484 pixels while shifting the 
area by four pixels alternately between frames. 

0121 The imaging apparatus of this embodiment has the 
same merit as that of the imaging apparatus of the second 
embodiment. In addition to this, the imaging apparatus of 
this embodiment prevents the omission of pixel data at a 
specific position in the photoelectric conversion element by 
reading out image data while changing the readout rule for 
each frame in moving image photography. With these mer 
its, the imaging apparatus of this embodiment can form a 
high-resolution moving image with little distortion. 

FOURTHEMBODIMENT 

0122) This embodiment is directed to a method of trans 
forming data obtained by averaged sampling into image data 
corresponding to a scaling ratio. FIG. 19 shows a sequence 
for the method of transforming data obtained by averaged 
sampling into image data corresponding to a scaling ratio. 
The original image data is assumed to be data in a Bayer 
pattern. In step S191, two horizontal pixels are added and 
averaged to be assigned to one pixel. 

R(i, j) = (r(i, j) th i+2)) (11) 

G(i, j + 1) = (g (i, j + pist, i+3)) 

where R represents image data after averaging processing, 
and r represents the original pixel data. In the above case, 
indices are used as follows to explicitly indicate pixel 
positions after averaging processing: 

0123. In this case, in consideration of the sampling posi 
tion of the original data represented by equations (11), the 
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position of the center of gravity of a pixel is expressed as 
follows: 

where R(i, j) represents the position of the center of 
gravity of a pixel R(i, j), and Cog(X, Y) represents an 
operator for calculating the centers of gravity of X and Y. 
The actual position may be obtained from the index (i, j+1) 
in consideration of the pitch of the actual pixel array. In 
addition, averaging processing to be performed is not lim 
ited to horizontal two-pixel averaging processing repre 
sented by equations (11), and horizontal, vertical averaging 
processing may be performed. 
0.124. In step S192, the lattice positions of the full color 
data are calculated in accordance with a scaling ratio. As 
shown in FIG. 2, the lattice positions of the full color data 
have a relative relationship with the sampling positions of 
the original data, and a distance L between the lattice of the 
full color data of the output image and pixel data used for 
weighted averaging can be calculated. In step S193, weight 
ing coefficients Ware inversely proportional to the distance 
L., and calculation is performed Such that the Sum total of 
weighted averages becomes 1. 
0.125 Weighted addition processing for calculating out 
put image data can be represented in a matrix form as 
follows: 

RO-WR (14) 

where W is a weighted addition coefficient, and R is the 
matrix of pixel data. When image data in a Bayer pattern is 
assumed to be used, since the positions of the center of 
gravity are different from each other, as indicated by equa 
tion (11), when averaged sampling is performed by using R, 
G, and B channels, respectively, the weighted addition 
coefficients in equation (13) are different between the chan 
nels. 

FIFTHEMBODIMENT 

0.126 This embodiment is directed to an imaging appa 
ratus which performs thinning-out processing in advance in 
accordance with the scaling ratio of the image size as 
needed, and then performs distortion correction and full 
color processing. FIGS. 20 to 25 show sequences for per 
forming thinning-out processing in accordance with the 
Scaling ratio of the image size (pixel count) and then 
performing distortion correction and full color processing 
when given image data (Bayer pattern) is to be transformed 
into full color image data with a different size. 
0.127 FIG. 20 shows the overall flow of processing. In 
step S202, distortion correction processing in the horizontal 
direction and 2-channel colorization processing are per 
formed in accordance with input image data (after thinning 
out processing) and a scaling ratio. In step S203, processing 
in the vertical direction and full color processing are per 
formed. 2-channel colorization processing is performed as 
follows. In the case of a Bayer pattern, for example, there are 
a line on which R, G, R, G are aligned and a line on which 
G, B, G, B are aligned in the horizontal direction. In 
processing for an RG line in the horizontal direction, as 
shown in FIGS. 6 to 13, two channel data, i.e., R- and 
G-channel data, are generated at the same pixel position. In 
step S202 in FIG. 20, RG (i,j) corresponds to a state wherein 
there are two channels, i.e., R and G channels, at the same 
pixel position. For example, an output R from the adder 641 
and an output G from the adder 642 in FIG. 8 are collec 
tively represented as RG(i). 
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0128. After a line count (line buffer) that enables inter 
polation processing in the vertical direction is ensured, 
interpolation in the vertical direction and full color process 
ing are performed from the data having undergone interpo 
lation processing in the horizontal direction in step S203. If 
a Bayer pattern is assumed, the luminance data of G chan 
nels at all positions can be obtained by interpolation pro 
cessing in the horizontal direction. As shown in FIG. 7, 
therefore, processing in the vertical direction is performed 
by using different coefficients for the R and B channels and 
the G channel. 

0129. If image data are those of consecutive frames, 
interpolation processing is performed first in the respective 
frames, and inter-frame interpolation processing is then 
performed in step S211 in FIG. 21. This makes it possible 
to further reduce distortion. 

0130. The details of the processing in FIG. 20 will be 
described. FIG. 22 shows the details of distortion correction 
in the horizontal direction and colorization processing. 
0131. In step S221, image data which are consecutive in 
the horizontal direction are stored in a FIFO (First In First 
Out) register. This register corresponds to the 5-tap register 
shown in FIGS. 8 to 13. Input image data has undergone 
thinning-out processing, and has luminance data and pixel 
position data. An LUT indicates a repetitive pixel count for 
interpolation processing, weighted addition coefficients, and 
selector positions which are determined in accordance with 
a scaling ratio. See FIGS. 8 to 13 for the operations of the 
selectors. The repeat pixel unit is the same as that shown in 
FIGS. 5 and 6. 

0132) In step S222, the relative positions of pixels are 
obtained from the position data of the input image and the 
repeat pixel unit. This is equivalent to expressing consecu 
tive pixel data by repetition of six pixels, as shown in FIGS. 
8 to 13. The repeat pixel unit is equivalent to the intervals of 
pixels using the same interpolation coefficients and selector 
states when interpolation processing for Scaling is per 
formed. As shown in FIGS. 8 to 13, selector states can be 
obtained from the repetition pixel unit and the pixel position 
of the input image. In this case, in order to reduce the load 
on computation for Scaling processing, there is provided an 
arrangement designed to allow reference to repeat pixel 
units, weighted addition coefficients, and selector states, 
which are calculated in advance, through an LUT. 
0.133 FIG. 24 shows a sequence for calculating the 
contents of such an LUT. Since a scaling ratio, a repeat unit, 
and selector states are obtained from a scaling ratio, a pixel 
thinning-out position, and a periodic pixel thinning-out 
position, weighted addition coefficients like those repre 
sented by equation (4) can be obtained. 
0134. In step S223, selector coefficients (states) are 
referred from the relative pixel positions obtained in step 
S222. In step S224, weighting coefficients are referred from 
the relative pixel positions. In step S225, the readout posi 
tion of the register held in step S221 is determined from the 
selector coefficients obtained in this manner, weighted addi 
tion processing is performed by using the weighed addition 
coefficients obtained in step S224. 
0135) In step S226, if the processing for one line is 
terminated in the branch based on the end condition for the 
loop for one line, data is stored in the line buffer, and the 
interpolation in the horizontal direction and the full color 
processing shown in FIG. 23 by using the data stored in the 
line buffer. 
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0.136 FIG. 23 shows the details of distortion correction 
processing in the vertical direction. In step S231, image data 
which are consecutive in the vertical direction are stored in 
the vertical shift register. In step S232, relative pixel posi 
tions are obtained from the position data of the input image 
and the repeat pixel unit. In step S233, it is determined 
whether it is a G channel or an R or B channel. As indicated 
by FIG. 7 and equation (7), in the vertical direction, 
different interpolation coefficients are used for the G channel 
and the R and B channels. For this reason, referring to FIG. 
23, different weighted addition coefficients are referred for 
the G channel and the R and B channels. If it is an R or B 
channel, weighted addition coefficients for the R and B 
channels are referred to in step S235. If it is a G channel, 
weighted addition coefficients for the G channel are referred 
to in step S236. Other processes are the same as those in 
FG. 22. 

0.137 FIG. 25 shows a procedure for calculation of the 
contents of the LUT in FIG. 23. 

0.138 Although the embodiments of the present invention 
have been described with reference to the drawings, the 
present invention is not limited to the embodiments. Various 
changes and modifications can be made within the spirit and 
Scope of the invention. 
What is claimed is: 

1. An imaging apparatus comprising an imaging element 
which photoelectrically converts an image formed by an 
optical system, the imaging element being equipped with a 
color filter array with different spectral transmittances, com 
prising a full color data generator which samples photoelec 
trically converted signals by the imaging element to obtain 
pixel signals having luminance information of each color of 
the CFA and sampling position information, and, when 
transforming a pattern of the pixel signals into full color 
data, generates full color data by obtaining weighting coef 
ficients for generation of each color component of the full 
color data on the basis of a relative relationship between 
positions of a lattice pattern of the full color data to be 
generated and position information of the pixel signals. 

2. An imaging apparatus according to claim 1, further 
comprising a sampling function of sampling pixels of the 
same color in the CFA from the photoelectrically converted 
signals by the photoelectric conversion element to form one 
signal, and in that the full color data generator, when 
transforming a pattern of the sampled pixel signals into full 
color data, generates full color data by obtaining weighting 
coefficients for generation of each color component of the 
full color data on the basis of a relative positional relation 
ship between positions of the lattice pattern of the full color 
data to be generated and positions of the center of gravity of 
sampled pixels of each color component. 

3. An imaging apparatus according to claim 2, further 
comprising an image Scaling ratio selecting unit which 
selects a Scaling ratio for an image to be output, and in that 
the full color data generator generates full color data in 
accordance with a scaling ratio set by the scaling ratio 
selecting unit. 

4. An imaging apparatus according to claim 1, further 
comprising a readout control unit which reads out photo 
electrically converted signals from the photoelectric conver 
sion element upon thinning-out the signal, and in that the full 
color data generator, when transforming a pattern of pixel 
signals read out in accordance with the readout rule into full 
color data, generates each color component of the full color 
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data to be generated by obtaining weighting coefficients for 
generation of each color component of the full color data on 
the basis of a relative positional relationship between posi 
tions of the lattice pattern of the full color data and the pixel 
signals of each color component which are sampled in 
accordance with the readout rule. 

5. An imaging apparatus according to claim 4, further 
comprising an image Scaling ratio selecting unit which 
selects a scaling ratio for an image to be output, and a 
readout rule setting unit which sets a readout rule for an 
output image in accordance with the image scaling ratio. 

6. An imaging apparatus according to claim 1, wherein the 
weighting coefficients are a function of distances between 
positions of the lattice pattern of the full color data and 
positions of the pixel signals of each color component. 

7. An imaging apparatus according to claim 1, wherein the 
weighting coefficients are inversely proportional to dis 
tances between positions of the lattice pattern of the full 
color data and positions of the pixel signals of each color 
component. 

8. An image data transforming method, in which each of 
pixel signals of image data to be input include information 
of one component constituting full color data, and the 
method comprises a step of when transforming a pattern of 
the pixel signals into full color data, generating full color 
data by obtaining weighting coefficients for generation of 
each color component of the full color data on the basis of 
a relative relationship between positions of a lattice pattern 
of the full color data and position information of the pixel 
signals. 

9. An image data transforming method according to claim 
8, wherein each of the pixel signals of the image data to be 
input include luminance information of one component 
constituting full color data, the method further comprises a 
step of sampling pixels of the same color from the pixel 
signals of the image data to form one signal, and in the full 
color data generating step, when a pattern of sampled pixels 
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is transformed into full color data, full color data is gener 
ated by obtaining weighting coefficients for generation of 
each color component of the full color data on the basis of 
a relative positional relationship between positions of the 
lattice pattern of the full color data to be generated and 
positions of the center of gravity of sampled pixels of each 
color component. 

10. An image data transforming method according to 
claim 9, further comprising an area setting step of setting a 
readout area of the pixel signals of the input image data, a 
readout control step of reading out the pixel signals of the 
input image data upon thinning out the pixel signals, and a 
readout rule step of setting a thinning-out readout rule in the 
readout control step in accordance with the area set in the 
area setting step, and in that in the full color data generating 
step, when a pattern of the pixel signals read out in accor 
dance with the readout rule is to be transformed into full 
color data, each color component of the full color data to be 
generated is generated by obtaining weighting coefficients 
for generation of each color component of the full color data 
on the basis of a relative positional relationship between 
positions of the lattice pattern of the full color data and pixel 
components of each color component which is sampled in 
accordance with the readout rule. 

11. An image data transforming method according to 
claim 8, wherein the weighting coefficients are a function of 
distances between positions of the lattice pattern of the full 
color data and positions of the pixel signals of each color 
component. 

12. An image data transforming method according to 
claim 8, wherein the weighting coefficients are inversely 
proportional to distances between positions of the lattice 
pattern of the full color data and positions of the pixel 
signals of each color component. 


