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(57) Abstract: An imaging apparatus includes a control unit to perform insertion/retraction of an infrared cut filter into and from an
optical path of an imaging optical system; a reception unit to receive a third command to cause the control unit to automatically con-
trol insertion/retraction of the infrared cut filter; and a determining unit configured to determine whether or not the third command
includes additional information based on the output of the reception unit; wherein, in the event that the determining unit has determ -
ined that the third command includes additional information, the control unit controls insertion/retraction of the infrared cut filter
based on the additional information, and in the event that the determining unit has determined that the third command does not in -
clude additional information, the control unit controls insertion/retraction of the infrared cut filter based on control information
which the control unit has beforehand.
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Description
Title of Invention: IMAGING APPARATUS, CLIENT DEVICE,
IMAGING SYSTEM, CONTROL METHOD OF IMAGING
APPARATUS, CONTROL METHOD OF CLIENT DEVICE, AND

CONTROL METHOD OF IMAGING SYSTEM
Technical Field

[0001]  The present invention relates to an imaging apparatus of which operations differ
between a case of imaging a bright subject and a case of imaging a dark subject, and a

control method thereof.

Background Art

[0002]  Conventionally, there has been known an imaging apparatus configured such that an
infrared cut filter can be inserted into and retracted from the optical path of the
imaging optical system, enabling visible light shooting and infrared shooting.

[0003]  With such an imaging apparatus, the configuration normally is such that when the
infrared cut filter is inserted into the optical path of the imaging optical system,
imaging is performed with visible light, and when the infrared cut filter is retracted the
optical path, imaging is performed with infrared light. Also, with such an imaging
device, the imaging apparatus itself determines how bright the surroundings are, and
controls whether the infrared cut filter is to inserted into or retracted from the imaging
optical system optical path (PTL 1).

[0004]  Also, as network technology has rapidly advanced, there is a growing demand by
users to control the imaging apparatus from an external control device via network
through a network interface provided to the imaging apparatus. Insertion/retraction
control of the infrared cut filter into and from the imaging optical system optical path
is no exception. There has been user demand to enable settings via network as
described above, such that the imaging apparatus automatically controls insertion and

retraction of the infrared cut filter to and from the imaging optical system optical path.
Citation List
Patent Literature
[0005] PTL 1: Japanese Patent Laid-Open No. 7-107355
Summary of Invention
Technical Problem
[0006] However, with the conventional example described above, there has been a problem

in that control, such that the imaging apparatus automatically performs insertion and

retraction of the infrared cut filter, cannot be performed from an external client device
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via network.
Also, there can be conceived user demands to additionally set a delay time and the

brightness of the surroundings regarding insertion and retraction of the infrared cut
filter, in order to perform insertion and retraction of the infrared cut filter when
performing settings for the imaging apparatus to automatically control insertion and re-
traction of the infrared cut filter.

However, in such a case, it can be supposed that the user has to intentionally consider
the existence of delay time and the brightness of the surroundings regarding insertion
and retraction of the infrared cut filter described above, when setting the automatic
control of insertion and retraction of the infrared cut filter. This leads to problems in
that user operations may become more troublesome.

For example, it is difficult to the user operating the client device to understand how
the additional information such as the delay time and the brightness of the sur-
roundings regarding insertion and retraction of the infrared cut filter will be used at the
imaging apparatus to which the client device is connected, making user operations
troublesome.

Also, there can be conceived an imaging apparatus which automatically selects
between a first imaging mode for imaging a bright subject and a second imaging mode
for imaging a dark subject. Even with such an imaging apparatus, the user has to inten-
tionally consider the existence of the brightness of the surroundings and the delay time
relating to selection of the imaging mode when setting the automatic selection of the
imaging mode, so user operations may become more troublesome.

The present invention has been made in light of the above points. Provided is a client
device connected to an imaging apparatus via network, with which cases where the
imaging apparatus uses additional information related to insertion and retraction of the
infrared cut filter are comprehended, whereby user operability can be improved.

Also provided is an imaging apparatus connected to a client device via network,
which causes the client device to comprehend cases where the imaging apparatus uses
additional information related to insertion and retraction of the infrared cut filter,
whereby user operability can be improved.

Also provided is an imaging system which causes a client device connected to an
imaging apparatus via network to comprehend cases where the imaging apparatus uses
additional information related to insertion and retraction of the infrared cut filter,
thereby improving user operability.

Solution to Problem
The present invention provides an imaging apparatus connected to an external client

device via a network, the imaging apparatus including: an imaging optical system; an
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imaging unit configured to image an image of a subject formed by the imaging optical
system; an infrared cut filter configured to cut infrared light; an insertion/retraction
unit configured to insertion and retraction the infrared cut filter to and from an optical
path of the imaging optical system; a reception unit configured to receive, from the
external client via the network, automatic adjustment information relating to insertion/
retraction of the infrared cut filter, along with an automatic insertion/retraction control
command for the imaging apparatus to automatically control insertion/retraction of the
infrared cut filter by the insertion/retraction unit; a control unit configured to auto-
matically control the insertion/retraction unit, based on the automatic insertion/re-
traction control command received by the reception unit; and a transmission unit
configured to transmit insertion/retraction specifying information relating to the
automatic adjustment information to the external client via the network; wherein the
insertion/retraction specifying information transmitted by the transmission unit
indicates whether or not automatic adjustment information used by the control unit can
be specified for each of a case where the infrared cut filter is inserted into the optical
path and a case where the infrared cut filter is retracted from the optical path.

Also, the present invention provides a client device connected via a network to an
imaging apparatus which includes an imaging optical system, an imaging unit
configured to image an image of a subject formed by the imaging optical system, an
infrared cut filter configured to cut infrared light, an insertion/retraction unit
configured to insertion and retraction the infrared cut filter to and from an optical path
of the imaging optical system, and a control unit configured to automatically control
the insertion/retraction unit, the client device including: a transmission unit configured
to transmit, to the external imaging apparatus via the network, automatic adjustment
information relating to insertion/retraction of the infrared cut filter, along with an
automatic insertion/retraction control command for the imaging apparatus to auto-
matically control insertion/retraction of the infrared cut filter by the insertion/retraction
unit; and an acquisition unit configured to acquire insertion/retraction specifying in-
formation relating to the automatic adjustment information used by the control unit,
from the external imaging apparatus via the network; wherein the insertion/retraction
specifying information acquired by the acquisition unit indicates whether or not
automatic adjustment information used by the control unit can be specified for each of
a case where the infrared cut filter is inserted into the optical path and a case where the
infrared cut filter is retracted from the optical path.

Also, the present invention provides an imaging system configured of an imaging
apparatus, and a client device connected to the imaging apparatus via a network; the
imaging apparatus including an imaging optical system, an imaging unit configured to

image an image of a subject formed by the imaging optical system, an infrared cut
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filter configured to cut infrared light, an insertion/retraction unit configured to insertion
and retraction the infrared cut filter to and from an optical path of the imaging optical
system, a reception unit configured to receive, from the client device via the network,
automatic adjustment information relating to insertion/retraction of the infrared cut
filter, along with an automatic insertion/retraction control command for the imaging
apparatus to automatically control insertion/retraction of the infrared cut filter by the
insertion/retraction unit, and a control unit configured to automatically control the
insertion/retraction unit, based on the automatic insertion/retraction command received
by the reception unit and automatic adjustment information; and the client device
including an acquisition unit configured to acquire insertion/retraction specifying in-
formation relating to the automatic adjustment information used by the control unit,
from the imaging apparatus via the network; wherein the insertion/retraction specifying
information indicates whether or not automatic adjustment information used by the
control unit can be specified for each of a case where the infrared cut filter is inserted
into the optical path and a case where the infrared cut filter is retracted from the optical
path.

Also, the present invention provides a control method of an imaging apparatus which
includes an imaging optical system, an imaging unit configured to image an image of a
subject formed by the imaging optical system, an infrared cut filter configured to cut
infrared light, an insertion/retraction unit configured to insertion and retraction the
infrared cut filter to and from an optical path of the imaging optical system, and a
control unit configured to automatically control the insertion/retraction unit, connected
to an external client device via a network, the method including: a reception step to
receive, from the external client device via the network, automatic adjustment in-
formation relating to insertion/retraction of the infrared cut filter, along with an
automatic insertion/retraction control command for the imaging apparatus to auto-
matically control insertion/retraction of the infrared cut filter by the insertion/retraction
unit; a control step to automatically control the insertion/retraction unit, based on the
automatic insertion/retraction command received in the reception step; and a
transmission step to transmit insertion/retraction specifying information relating to the
automatic adjustment information to the external client via the network; wherein the
insertion/retraction specifying information transmitted in the transmission step
indicates whether or not automatic adjustment information used by the control unit can
be specified for each of a case where the infrared cut filter is inserted into the optical
path and a case where the infrared cut filter is retracted from the optical path.

Also, the present invention provides a control method of a client device connected
via a network to an imaging apparatus which includes an imaging optical system, an

external imaging unit configured to image an image of a subject formed by the imaging
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optical system, an infrared cut filter configured to cut infrared light, an insertion/re-
traction unit configured to insertion and retraction the infrared cut filter to and from an
optical path of the imaging optical system, and a control unit configured to auto-
matically control the insertion/retraction unit, the method including: a transmission
step to transmit, to the external imaging apparatus via the network, automatic ad-
justment information relating to insertion/retraction of the infrared cut filter, along with
an automatic insertion/retraction control command for the imaging apparatus to auto-
matically control insertion/retraction of the infrared cut filter by the insertion/retraction
unit; and an acquisition step to acquire insertion/retraction specifying information
relating to the automatic adjustment information used by the control unit, from the
external imaging apparatus via the network; wherein the insertion/retraction specifying
information acquired in the acquisition step indicates whether or not automatic ad-
justment information used by the control unit can be specified for each of a case where
the infrared cut filter is inserted into the optical path and a case where the infrared cut
filter is retracted from the optical path.

Also, the present invention provides a control method of an imaging system
configured of an imaging apparatus, and a client device connected to the imaging
apparatus via a network, the imaging apparatus including an imaging optical system,
an imaging unit configured to image an image of a subject formed by the imaging
optical system, an infrared cut filter configured to cut infrared light, and an insertion/
retraction unit configured to insertion and retraction the infrared cut filter to and from
an optical path of the imaging optical system, the method including, at the imaging
apparatus, a reception step to receive, from the client device via the network, automatic
adjustment information relating to insertion/retraction of the infrared cut filter, along
with an automatic insertion/retraction control command for the imaging apparatus to
automatically control insertion/retraction of the infrared cut filter by the insertion/re-
traction unit; and a control step to automatically control the insertion/retraction unit,
based on the automatic insertion/retraction command and automatic adjustment in-
formation received in the reception step; and at the client device, an acquisition step to
acquire insertion/retraction specifying information relating to the automatic adjustment
information used in the control step, from the imaging apparatus via the network;
wherein the insertion/retraction specifying information indicates whether or not
automatic adjustment information used in the control step can be specified for each of
a case where the infrared cut filter is inserted into the optical path and a case where the
infrared cut filter is retracted from the optical path.

Also, the present invention provides an imaging apparatus including: an imaging
optical system; an imaging unit; a control unit configured to perform insertion/re-

traction of an infrared cut filter into and from an optical path of the imaging optical
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system; a reception unit configured to receive a first command to insert the infrared cut
filter into the optical path of the imaging optical system, a second command to retract
the infrared cut filter from the optical path of the imaging optical system, and a third
command to cause the control unit to automatically control insertion/retraction of the
infrared cut filter; and a determining unit configured to determine whether or not the
third command includes additional information based on the output of the reception
unit; wherein, in the event that the determining unit has determined that the third
command includes additional information, the control unit controls insertion/retraction
of the infrared cut filter based on the additional information, and in the event that the
determining unit has determined that the third command does not include additional in-
formation, the control unit controls insertion/retraction of the infrared cut filter based
on control information which the control unit has beforehand.

Also, the present invention provides an imaging apparatus including: an imaging
optical system; an imaging unit; a control unit configured to perform insertion/re-
traction of an infrared cut filter into and from an optical path of the imaging optical
system; a reception unit configured to receive a first command to insert the infrared cut
filter into the optical path of the imaging optical system, a second command to retract
the infrared cut filter from the optical path of the imaging optical system, and a third
command to cause the control unit to automatically control insertion of the infrared cut
filter into the optical path; and a determining unit configured to determine whether or
not the third command includes additional information based on the output of the
reception unit; wherein, in the event that the determining unit has determined that the
third command includes additional information, the control unit controls insertion of
the infrared cut filter based on the additional information, and in the event that the de-
termining unit has determined that the third command does not include additional in-
formation, the control unit controls insertion of the infrared cut filter based on control
information which the control unit has beforehand.

Also, the present invention provides an imaging apparatus including: an imaging
optical system; an imaging unit; a control unit configured to perform insertion/re-
traction of an infrared cut filter into and from an optical path of the imaging optical
system; a reception unit configured to receive a first command to insert the infrared cut
filter into the optical path of the imaging optical system, a second command to retract
the infrared cut filter from the optical path of the imaging optical system, and a third
command to cause the control unit to automatically control retraction of the infrared
cut filter from the optical path; and a determining unit configured to determine whether
or not the third command includes additional information based on the output of the
reception unit; wherein, in the event that the determining unit has determined that the

third command includes additional information, the control unit controls retraction of
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the infrared cut filter based on the additional information, and in the event that the de-
termining unit has determined that the third command does not include additional in-
formation, the control unit controls retraction of the infrared cut filter based on control
information which the control unit has beforehand.

Also, the present invention provides an imaging apparatus which performs
transmission/reception of data according to ONVIF specifications, and has a first
imaging mode to image a bright subject and a second imaging mode to image a dark
subject, the imaging apparatus including: a reception unit configured to receive a Se-
tImagingSettings command of which a value of an IrCutFilter field has been set to
AUTO, which is a command to cause the imaging apparatus to automatically control
insertion/retraction of an infrared cut filter into and from an optical path of an imaging
optical system to the imaging apparatus; an Adjustment field determining unit
configured to determine whether or not an IrCutFilterAutoAdjustment field is included
in the received SetlmagingSettings command; and a selecting unit configured to select
between the first imaging mode and the second imaging mode; wherein, in the event
that the Adjustment field determining unit determines that the IrCutFilterAutoAd-
justment field is included, the selecting unit selects the first imaging mode or the
second imaging mode, in accordance with the luminance of the subject and the value
of a BoundaryOffset field included in the IrCutFilterAutoAdjustment field.

Also, the present invention provides a control method of an imaging apparatus which
performs transmission/reception of data according to ONVIF specifications, and has a
first imaging mode to image a bright subject and a second imaging mode to image a
dark subject, the method including: a reception step to receive a SetlmagingSettings
command of which a value of an IrCutFilter field has been set to AUTO, which is a
command to cause the imaging apparatus to automatically control insertion/retraction
of an infrared cut filter into and from an optical path of an imaging optical system to
the imaging apparatus; an Adjustment field determining step to determine whether or
not an IrCutFilterAutoAdjustment field is included in the received SetlmagingSettings
command; and a selecting step to select between the first imaging mode and the second
imaging mode; wherein, in the event that determination has been made in the Ad-
justment field determining step that the IrCutFilterAutoAdjustment field is included,
the first imaging mode or the second imaging mode is selected, in accordance with the
luminance of the subject and the value of a BoundaryOffset field included in the IrCut-
FilterAutoAdjustment field.

According to an embodiment of the present invention, an imaging apparatus
includes: an imaging optical system; an imaging unit; a control unit configured to
perform insertion/retraction of an infrared cut filter into and from an optical path of the

imaging optical system; a reception unit configured to receive a first command to
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insert the infrared cut filter into the optical path of the imaging optical system, a
second command to retract the infrared cut filter from the optical path of the imaging
optical system, and a third command to cause the control unit to automatically control
insertion/retraction of the infrared cut filter; and a determining unit configured to
determine whether or not the third command includes additional information based on
the output of the reception unit; wherein, in the event that the determining unit has de-
termined that the third command includes additional information, the control unit
controls insertion/retraction of the infrared cut filter based on the additional in-
formation, and in the event that the determining unit has determined that the third
command does not include additional information, the control unit controls insertion/
retraction of the infrared cut filter based on control information which the control unit
has beforehand.

The imaging apparatus may further include: a photometry unit to perform
photometry of the subject luminance; wherein the additional information of the third
command includes threshold value information of the subject luminance, and the
control unit controls insertion/retraction of the infrared cut filter based on the output of
the photometry unit and the threshold value information.

The imaging apparatus may further include: a clock unit configured to measure
elapsing of time; wherein the additional information of the third command includes
response time information, and the control unit effects control so as to delay insertion/
retraction of the infrared cut filter based on the output of the clock unit and the
response time information.

According to an embodiment of the present invention, an imaging apparatus
includes: an imaging optical system; an imaging unit; a control unit configured to
perform insertion/retraction of an infrared cut filter into and from an optical path of the
imaging optical system; a reception unit configured to receive a first command to
insert the infrared cut filter into the optical path of the imaging optical system, a
second command to retract the infrared cut filter from the optical path of the imaging
optical system, and a third command to cause the control unit to automatically control
insertion of the infrared cut filter into the optical path; and a determining unit
configured to determine whether or not the third command includes additional in-
formation based on the output of the reception unit; wherein, in the event that the de-
termining unit has determined that the third command includes additional information,
the control unit controls insertion of the infrared cut filter based on the additional in-
formation, and in the event that the determining unit has determined that the third
command does not include additional information, the control unit controls insertion of
the infrared cut filter based on control information which the control unit has be-

forehand.
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The imaging apparatus may further include: a photometry unit to perform
photometry of the subject luminance; wherein the additional information of the third
command includes threshold value information of the subject luminance, and the
control unit controls insertion of the infrared cut filter based on the output of the
photometry unit and the threshold value information.

The imaging apparatus may further include: a clock unit configured to measure
elapsing of time; wherein the additional information of the third command includes
response time information, and the control unit effects control so as to delay insertion
of the infrared cut filter based on the output of the clock unit and the response time in-
formation.

According to an embodiment of the present invention, an imaging apparatus
includes: an imaging optical system; an imaging unit; a control unit configured to
perform insertion/retraction of an infrared cut filter into and from an optical path of the
imaging optical system; a reception unit configured to receive a first command to
insert the infrared cut filter into the optical path of the imaging optical system, a
second command to retract the infrared cut filter from the optical path of the imaging
optical system, and a third command to cause the control unit to automatically control
retraction of the infrared cut filter from the optical path; and a determining unit
configured to determine whether or not the third command includes additional in-
formation based on the output of the reception unit; wherein, in the event that the de-
termining unit has determined that the third command includes additional information,
the control unit controls retraction of the infrared cut filter based on the additional in-
formation, and in the event that the determining unit has determined that the third
command does not include additional information, the control unit controls retraction
of the infrared cut filter based on control information which the control unit has be-
forehand.

The imaging apparatus may further include: a photometry unit to perform
photometry of the subject luminance; wherein the additional information of the third
command includes threshold value information of the subject luminance, and the
control unit controls retraction of the infrared cut filter based on the output of the
photometry unit and the threshold value information.

The imaging apparatus may further include: a clock unit configured to measure
elapsing of time; wherein the additional information of the third command includes
response time information, and the control unit effects control so as to delay retraction
of the infrared cut filter based on the output of the clock unit and the response time in-
formation.

According to an embodiment of the present invention, an imaging apparatus which

performs transmission/reception of data according to ONVIF specifications, and has a
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first imaging mode to image a bright subject and a second imaging mode to image a
dark subject, includes: a reception unit configured to receive a SetlmagingSettings
command of which a value of an IrCutFilter field has been set to AUTO, which is a
command to cause the imaging apparatus to automatically control insertion/retraction
of an infrared cut filter into and from an optical path of an imaging optical system to
the imaging apparatus; an Adjustment field determining unit configured to determine
whether or not an IrCutFilterAutoAdjustment field is included in the received Setlmag-
ingSettings command; and a selecting unit configured to select between the first
imaging mode and the second imaging mode; wherein, in the event that the Adjustment
field determining unit determines that the IrCutFilterAutoAdjustment field is included,
the selecting unit selects the first imaging mode or the second imaging mode, in ac-
cordance with the luminance of the subject and the value of a BoundaryOffset field
included in the IrCutFilterAutoAdjustment field.

The reception unit may receive a SetlmagingSettings command of which a value of
the IrCutFilter field has been set to On, which is a command to cause the imaging
apparatus to place the infrared cut filter in the optical path of the imaging optical
system, and in the event that reception unit receives a SetlmagingSettings command of
which a value of the IrCutFilter field has been set to On, the selecting unit may select
the first imaging mode.

The reception unit may receive a SetlmagingSettings command of which a value of
the IrCutFilter field has been set to Off, which is a command to cause the imaging
apparatus to place the infrared cut filter out of the optical path of the imaging optical
system, and in the event that reception unit receives a SetlmagingSettings command of
which a value of the IrCutFilter field has been set to Off, the selecting unit may select
the second imaging mode.

In the event that the Adjustment field determining unit determines that the IrCutFil-
terAutoAdjustment field is not included, the selecting unit may select the first imaging
mode or the second imaging mode, in accordance with the luminance and a prede-
termined threshold value.

In the event that the Adjustment field determining unit determines that the IrCutFil-
terAutoAdjustment field is not included, and the luminance value is higher than a pre-
determined threshold value, the selecting unit may select the first imaging mode.

In the event that the Adjustment field determining unit determines that the IrCutFil-
terAutoAdjustment field is not included, and the luminance value is not higher than a
predetermined threshold value, the selecting unit may select the second imaging mode.

The imaging apparatus may further include: a threshold value unit configured to
obtain a threshold value in accordance with the value of the BoundaryOffset field;

wherein, in the event that the value of the BoundaryType field is On, and the
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luminance value is higher than the obtained threshold value, the selecting unit may
select the first imaging mode.

In the event that the value of the BoundaryType field is On, and the luminance value
is not higher than the obtained threshold value, the selecting unit may select the second
imaging mode.

In the event that the value of the BoundaryType field is Off, and the luminance value
is lower than the obtained threshold value, the selecting unit may select the second
imaging mode.

In the event that the value of the BoundaryType field is Common, and the luminance
value is higher than the obtained threshold value, the selecting unit may select the first
imaging mode.

In the event that the value of the BoundaryType field is Common, and the luminance
value is lower than the obtained threshold value, the selecting unit may select the
second imaging mode.

The value of the BoundaryType field may be one of On, Off, Common, and
Extended.

The range of the value of the BoundaryType field may be restricted to between -1
and 1.

The imaging apparatus may further include: a ResponseTime field determining unit
configured to determine whether or not a ResponseTime field is included in the IrCut-
FilterAutoAdjustment field; and a threshold value unit configured to obtain a threshold
value in accordance with the value of the BoundaryOffset field; wherein, in the event
that the ResponseTime field determining unit determines that a ResponseTime field is
included, and the value of the BoundaryType field is On, and the time over which the
value of the luminance is maintained at a higher state than the obtained threshold value
is longer than the time indicated in the ResponseTime field, the selecting unit may
select the first imaging mode.

In the event that the ResponseTime field determining unit determines that a Re-
sponseTime field is included, and the value of the BoundaryType field is On, and the
time over which the value of the luminance is maintained at a higher state than the
obtained threshold value is not longer than the time indicated in the ResponseTime
field, the selecting unit may maintain the current imaging mode selected by the
selecting unit.

In the event that the ResponseTime field determining unit determines that a Re-
sponseTime field is included, and the value of the BoundaryType field is Off, and the
time over which the value of the luminance is maintained at a lower state than the
obtained threshold value is longer than the time indicated in the ResponseTime field,

the selecting unit may select the second imaging mode.
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In the event that the ResponseTime field determining unit determines that a Re-
sponseTime field is included, and the value of the BoundaryType field is Off, and the
time over which the value of the luminance is maintained at a lower state than the
obtained threshold value is not longer than the time indicated in the ResponseTime
field, the selecting unit may maintain the current imaging mode selected by the
selecting unit.

In the event that the ResponseTime field determining unit determines that a Re-
sponseTime field is included, and the value of the BoundaryType field is Common,
and the time over which the value of the luminance is maintained at a higher state than
the obtained threshold value is longer than the time indicated in the ResponseTime
field, the selecting unit may select the first imaging mode.

In the event that the ResponseTime field determining unit determines that a Re-
sponseTime field is included, and the value of the BoundaryType field is Common,
and the time over which the value of the luminance is maintained at a higher state than
the obtained threshold value is not longer than the time indicated in the ResponseTime
field, the selecting unit may maintain the current imaging mode selected by the
selecting unit.

In the event that the ResponseTime field determining unit determines that a Re-
sponseTime field is included, and the value of the BoundaryType field is Common,
and the time over which the value of the luminance is maintained at a lower state than
the obtained threshold value is longer than the time indicated in the ResponseTime
field, the selecting unit may select the second imaging mode.

In the event that the ResponseTime field determining unit determines that a Re-
sponseTime field is included, and the value of the BoundaryType field is Common,
and the time over which the value of the luminance is maintained at a lower state than
the obtained threshold value is not longer than the time indicated in the ResponseTime
field, the selecting unit may maintain the current imaging mode selected by the
selecting unit.

The threshold value unit may obtain the threshold value by adding the value of the
BoundaryOffset field the predetermined threshold value.

The imaging apparatus may further include: a storage unit configured to store a
plurality of the predetermined threshold values and values of the BoundaryOffset field
corresponding to each of said predetermined threshold values; wherein the threshold
value unit obtains a threshold value by reading out from the storage unit the prede-
termined threshold value corresponding to the value of the BoundaryOffset field
included in the IrCutFilterAutoAdjustment field.

The imaging apparatus may further include: an imaging optical system; an imaging

unit configured to image an image of a subject formed by the imaging optical system;
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and an infrared cut filter configured to cut infrared light; wherein the first imaging
mode is a mode in which imaging is performed in a state with the infrared cut filter
placed within the optical path of the imaging optical system, and the second imaging
mode is a mode in which imaging is performed in a state with the infrared cut filter
placed outside of the optical path of the imaging optical system.

The imaging apparatus may further include: an imaging optical system; an imaging
unit configured to image an image of a subject formed by the imaging optical system;
and a video signal processing unit configured to process video signals output from the
imaging unit; wherein the second imaging mode is a mode in which the video signal
processing unit operates so as to raise gain as to the video signals higher than with the
first imaging mode.

The imaging apparatus may further include: an imaging optical system; an imaging
unit configured to image an image of a subject formed by the imaging optical system;
and a white balance adjusting unit configured to adjust the white balance of video
signals output from the imaging unit; wherein the second imaging mode is a mode in
which the white balance adjusting unit operates so as to amplify the gain of each color
of the video signals greater than with the first imaging mode.

The imaging apparatus may be a network camera.

The imaging apparatus may be a Network Video Transmitter.

According to an embodiment of the present invention, a control method of an
imaging apparatus which performs transmission/reception of data according to ONVIF
specifications, and has a first imaging mode to image a bright subject and a second
imaging mode to image a dark subject, includes: a reception step to receive a Setlmag-
ingSettings command of which a value of an IrCutFilter field has been set to AUTO,
which is a command to cause the imaging apparatus to automatically control insertion/
retraction of an infrared cut filter into and from an optical path of an imaging optical
system to the imaging apparatus; an Adjustment field determining step to determine
whether or not an IrCutFilterAutoAdjustment field is included in the received Setlmag-
ingSettings command; and a selecting step to select between the first imaging mode
and the second imaging mode; wherein, in the event that determination is made in the
Adjustment field determining step that the IrCutFilterAutoAdjustment field is
included, the first imaging mode or the second imaging mode is selected in the
selecting step, in accordance with the luminance of the subject and the value of a
BoundaryOffset field included in the IrCutFilterAutoAdjustment field.

Advantageous Effects of Invention
According to the present invention, provided is a client device connected to an

imaging apparatus via network, with which cases where the imaging apparatus uses ad-
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ditional information related to insertion and retraction of the infrared cut filter are com-

prehended, whereby user operability can be improved.
Also, according to the present invention, an imaging apparatus such as follows can

be provided. That is to say, an imaging apparatus connected to a client via network
causes the client device to comprehend cases where the imaging apparatus uses ad-
ditional information related to insertion and retraction of the infrared cut filter,
whereby user operability can be improved.

Also according to the present invention, an imaging system such as follows can be
provided. That is to say, an imaging system causes a client device connected to an
imaging apparatus via network to comprehend cases where the imaging apparatus uses
additional information related to insertion and retraction of the infrared cut filter.

Also according to the present invention, an advantage can be had in that the imaging
apparatus can be controlled from an external client device so as to automatically
perform insertion and retraction of the infrared cut filter.

Also according to the present invention, the need for the user to intentionally
consider the additional existence of delay time regarding the brightness of the sur-
roundings and insertion and retraction of the infrared cut filter (or selection of imaging
mode), is reduced, so there is the advantage the user operability increases.

Brief Description of Drawings

[fig.1]Fig. 1 is a block diagram illustrating the configuration of an imaging apparatus
according to an embodiment of the present invention.

[fig.2A]Fig. 2A is a diagram illustrating a data structure used with commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.2B]Fig. 2B is a diagram illustrating a data structure used with commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.2C]Fig. 2C is a diagram illustrating a data structure used with commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.2D]Fig. 2D is a diagram illustrating a data structure used with commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.2E]Fig. 2E is a diagram illustrating a data structure used with commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.3A]Fig. 3A is a diagram illustrating a configuration example of commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.3B]Fig. 3B is a diagram illustrating a configuration example of commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.3C]Fig. 3C is a diagram illustrating a configuration example of commands which

the imaging apparatus according to an embodiment of the present invention receives.
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[fig.3D]Fig. 3D is a diagram illustrating a configuration example of commands which
the imaging apparatus according to an embodiment of the present invention receives.
[fig.4]Fig. 4 is a diagram for describing operations of the imaging apparatus according
to an embodiment of the present invention, in a case where luminance value and delay
time parameters are set.

[fig.5]Fig. 5 is a diagram for describing command and response exchanging operations
between an imaging apparatus and client according to an embodiment of the present
invention.

[fig.6]Fig. 6 is a block diagram illustrating a detailed configuration of the imaging
apparatus according to an embodiment of the present invention.

[fig.7A]Fig. 7A is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus according to an embodiment of the present
invention receives.

[fig.7B]Fig. 7B is a diagram illustrating a detailed configuration example of commands
which the imaging apparatus according to an embodiment of the present invention
receives.

[fig.7C]Fig. 7C is a diagram illustrating a detailed configuration example of commands
which the imaging apparatus according to an embodiment of the present invention
receives.

[fig.7D]Fig. 7D is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus according to an embodiment of the present
invention receives.

[fig.7E]Fig. 7E is a diagram illustrating a detailed configuration example of commands
which the imaging apparatus according to an embodiment of the present invention
receives.

[fig.8A]Fig. 8A is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus according to an embodiment of the present
invention receives.

[fig.8B]Fig. 8B is a diagram illustrating a detailed configuration example of commands
which the imaging apparatus according to an embodiment of the present invention
receives.

[fig.8C]Fig. 8C is a diagram illustrating a detailed configuration example of commands
which the imaging apparatus according to an embodiment of the present invention
receives.

[fig.8D]Fig. 8D is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus according to an embodiment of the present
invention receives.

[fig.8E]Fig. 8E is a diagram illustrating a detailed configuration example of commands
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which the imaging apparatus according to an embodiment of the present invention
receives.

[fig.8F]Fig. 8F is a diagram illustrating a detailed configuration example of commands
which the imaging apparatus according to an embodiment of the present invention
receives.

[fig.8G]Fig. 8G is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus according to an embodiment of the present
invention receives.

[fig.9]Fig. 9 is a diagram illustrating a block diagram illustrating a detailed con-
figuration of a client device according to an embodiment of the present invention.

[fig. 10A]Fig. 10A is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus receives, and a detailed configuration example
of responses which the imaging apparatus transmits, according to an embodiment of
the present invention.

[fig. 10B]Fig. 10B is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus receives, and a detailed configuration example
of responses which the imaging apparatus transmits, according to an embodiment of
the present invention.

[fig. 10C]Fig. 10C is a diagram illustrating a detailed configuration example of
commands which the imaging apparatus receives, and a detailed configuration example
of responses which the imaging apparatus transmits, according to an embodiment of
the present invention.

[fig.11]Fig. 11 is a flowchart for describing insertion and retraction control of an
infrared cut filter by the imaging apparatus, according to an embodiment of the present
invention.

Description of Embodiment

Hereinafter, an embodiment of a case where the present invention is applied to an
imaging apparatus such as a network camera will be described with reference to the
attached drawings.

Fig. 1 is a block diagram illustrating the configuration of an imaging apparatus
according to the present embodiment. In Fig. 1, reference numeral 2 denotes an
imaging optical system, 4 denotes an infrared cut filter (hereinafter also abbreviated to
IRCF), 6 an imaging device, 8 a video signal processing circuit, 10 an encoding circuit,
and 12 a buffer.

Also, in Fig. 1, reference numeral 14 denotes a communication circuit (hereinafter
also abbreviated to I/F), 16 a communication terminal, 18 a luminance measurement
circuit, 20 a determining circuit, 22 a clock circuit, and 24 an infrared cut filter driving

circuit (hereinafter also referred to as IRCF driving circuit). Further, in Fig. 1,
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reference numeral 26 denotes a central processing unit (hereinafter also abbreviated to
CPU), and 28 in Fig. 1 denotes electrically erasable nonvolatile memory (Electrically
Erasable Programmable Read Only Memory, hereinafter also abbreviated to
EEPROM).

The operations will be described with reference to Fig. 1. Light rays from the subject
being imaged are input to the imaging device 6 via the imaging optical system 2 and
IRCF 4, and subjected to photoelectric conversion. The IRCF 4 is inserted and
retracted to and from the optical path between the imaging optical system 2 and
imaging device 6 by a driving mechanism not illustrated in the drawings, based on
driving signals from the IRCF driving circuit 24. With the present embodiment, in the
event that the IRCF 4 is inserted to the optical path, normal shooting (visible light
shooting) is performed, and in the event that the IRCF 4 is retracted from the optical
path, infrared shooting is performed.

Note that the imaging device 6 according to the present embodiment is configured of
a CCD or CMOS or the like. Also, the imaging device 6 according to the present em-
bodiment is equivalent to an imaging unit which outputs the image of the subject
formed by the imaging optical system 2, as video signals.

Normal shooting (visible light shooting) as used in the present specification means
shooting by inputting light from the subject to the imaging device 6 via the IRCF 4.
Also, infrared shooting as used in the present specification means shooting by
inputting light from the subject to the imaging device 6 without passing through the
IRCF 4. Accordingly, with the present embodiment, a state in which normal shooting
is performed is equivalent to a first imaging mode, and a state in which infrared
shooting is performed is equivalent to a second imaging mode.

With the present embodiment, in the event that infrared shooting is to be performed,
only luminance signals are output from the video signal processing circuit 8 to the
encoding circuit 10 under instructions from the CPU 26. Encoded luminance signals
are output to the buffer 12 packetized at the I/F 14, and externally transmitted via the
communication terminal 16. On the other hand, in the event that normal shooting is to
be performed, luminance signals and chrominance signals are output from the video
signal processing circuit 8 to the encoding circuit 10 under instructions from the CPU
26. Encoded video signals are externally transmitted via the buffer 12, I/F 14, and
communication terminal 16, in the same way.

Note that the communication terminal 16 according to the present embodiment is
configured of a terminal to which a LAN cable is connected (LAN terminal), for
example.

The I/F 14 receives transmission of settings commands relating to insertion and re-

traction of the IRCF 4 from an external client omitted from illustration.
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In the event that an external client omitted from illustration transmits an insertion in-
struction command of the IRCF 4 to the optical path, this command is subjected to
suitable packet processing at the I/F 14, and is input to the CPU 26. This insertion in-
struction command is decoded at the CPU 26. The CPU 26 inserts the IRCF 4 into the
optical path by way of the IRCF driving circuit 24.

Note that this insertion instruction command is, for example, a SetImagingSettings
command where the value of an IrCutFilter field has been set to On.

In the event that an external client omitted from illustration transmits an IRCF re-
traction instruction command from the optical path, this command is similarly
subjected to suitable packet processing at the I/F 14, and is input to the CPU 26. This
insertion instruction command is decoded at the CPU 26. The CPU 26 retracts the
IRCF 4 from the optical path by way of the IRCF driving circuit 24. Note that this re-
traction instruction command is, for example, a SetImagingSettings command where
the value of an IrCutFilter field has been set to Off.

With the present embodiment, the external client omitted from illustration can
transmit a command for performing settings such that the imaging apparatus according
to the present embodiment can decide retraction of the IRCF 4 from the optical path.
This command is called, for example, a command for Auto settings.

Note that this command for Auto settings (Auto settings command) is the Setlmag-
ingSettings command of which the value of the later-described IrCutFilter field, for
example, has been set to Auto.

With the present embodiment, a configuration is made such that an omissible
operation parameter relating to insertion and retraction of the IRCF 4 can be added to
an option field in this Auto settings command.

This omissible parameter is a luminance threshold value for deciding whether the
imaging apparatus according to the present embodiment will insert or retract the IRCF
to or from the optical path, based on change in the luminance of the subject, for
example.

Note that the option field within the Auto settings command is a later-described Ir-
CutFilterAutoAdjustment field, for example. Also, the parameter of this luminance
threshold value is, for example, the value of a later-described BrightnessOffset field.

In the event that this parameter exists within the option field in the Auto settings
command described above, the CPU 26 illustrated in Fig. 1 sets this threshold value to
the determining circuit 20. The luminance measurement circuit 18 measures the current
luminance of the subject based on the luminance signals output from the video signal
processing circuit 8, and outputs to the determining circuit 20. Accordingly, the
luminance measurement circuit 18 according to the present embodiment is equivalent

to a photometer performing photometry of the subject luminance.
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Note that the CPU 26 according to the present embodiment MAY calculate the
threshold value by adding the luminance threshold value parameter to the value of the
threshold value information stored in the EEPROM 28 beforehand, and setting the
calculated threshold value to the determining circuit 20.

Also, the EEPROM 28 according to the present embodiment may be configured to
store information of multiple threshold values, and luminance threshold value pa-
rameters correlated with each information of multiple threshold values, for example.
Further, the CPU 26 according to the present embodiment may be configured to read
out threshold value information corresponding to a luminance threshold value
parameter from the EEPROM 28, and set the threshold value indicated by the threshold
value information that has been read out to the determining circuit 20, for example.

The determining circuit 20 compares the luminance threshold value set as described
above with the current luminance value output from the luminance measurement
circuit 18, and outputs the measurement result to the CPU 26. In the event that the
output determination result is one to the effect that the current luminance value
exceeds the threshold value, the CPU 26 inserts the IRCF 4 into the optical path, so as
to perform normal shooting. Also, in the event that the output determination result
input to the CPU 26 is one to the effect that the current luminance value is at or below
the threshold value, the CPU 26 retracts the IRCF 4 from the optical path, so as to
perform infrared shooting.

In the event that the above-described omissible subject luminance threshold value
parameter does not exist in the option field in the Auto settings command described
above, the imaging apparatus according to the present embodiment determines the
threshold value based on the threshold value information stored therein beforehand.
With the present embodiment, this threshold value is stored in the EEPROM 28 be-
forehand for example, and the CPU 26 is arranged to read this threshold value output
from the EEPROM 28 and set it to the determining circuit 20.

Accordingly, the CPU 26 according to the present embodiment functions as a
luminance threshold value parameter determining unit for determining whether or not a
luminance threshold value parameter exists in the option field in the Auto settings
command. More specifically, the CPU 26 functions as an Adjustment field determining
unit for determining whether or not a later-described IrCutFilterAutoAdjustment field
is included in the SetImagingSettings command.

Note that with the present embodiment, data such as threshold value information
stored in the EEPROM 28 beforehand is equivalent to control information, also, with
the present embodiment, the threshold value information stored in the EEPROM 28 be-
forehand is equivalent to predetermined threshold value information.

Also, another omissible parameter in the Auto settings command described above
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may be delay time for delaying the insertion/retraction operations of the IRCF 4. In the
event that this parameter exists in the option field in the Auto settings command
described above, the CPU 26 sets this delay time parameter to the clock circuit 22.
Note that this delay time parameter is a later-described ResponseTime field, for
example.

The clock circuit 22 measures time, and when a set delay time elapses, outputs a
signal indicating time elapsing to the CPU 26. The CPU 26 which has received input of
the time elapsing signal performs insertion or retraction of the IRCF 4 by way of the
IRCF driving circuit 24.

In the event that this delay time parameter does not exist in the option field of the
above-described Auto settings command, the imaging apparatus according to the
present embodiment determines the threshold value based on delay time information
stored beforehand. With the present embodiment, this delay time is stored in the
EEPROM 28 beforehand for example, and the CPU 26 is arranged to read out this
delay time from the EEPROM 28 and set it to the determining circuit 20. Note that an
arrangement may be made such that, in the event that this delay time parameter does
not exist in the option field within the above-described Auto settings command,
insertion or retraction of the IRCF 4 may be performed immediately, with no delay
time set.

Accordingly, the CPU 26 according to the present embodiment functions as a delay
time parameter determining unit for determining whether or not a delay time parameter
exists in the option field in the Auto settings command. More specifically, the CPU 26
functions as a ResponseTime field determining unit to determine whether or not a Re-
sponseTime field is included in the IrCutFilterAutoAdjustment field to be described
later.

With the present embodiment, a command for insertion and retraction of the IRCF 4
to the optical path as described above is stipulated based on the Open Network Video
Interface Forum (hereinafter also abbreviated to ONVIF) standard. With the ONVIF
standard, the above commands are defined using, for example, the XML Schema
Definition language (hereinafter also abbreviated to XSD).

Note that the imaging apparatus according to the present embodiment operates as a
Network Video Transmitter (hereinafter also abbreviated to NVT) according to the
above ONVIF standard. That is to say, the imaging apparatus according to the present
embodiment can exchange data following ONVIF specifications.

Fig. 2A through Fig. 2E illustrate examples of data structure definitions, to define the
above commands according to XSD. In Fig. 2A, data having a name of IrCutFil-
terModes is defined within data type ImagingSettings20. The data having the name Ir-
CutFilterModes is data having an IrCutFilterMode type, and this data type is defined in
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Fig. 2B.

As illustrated in Fig. 2B, with the present embodiment, the IrCutFilterMode type is a
data type which can assume any value of ON, OFF, or AUTO.

Also, Fig. 2C defines data having the name IrCutFilterAutoAdjustment of an IrCut-
FilterAutoAdjustment type. With the present embodiment, this IrCutFilterAutoAd-
justment data is set to the option field when the IrCutFilterMode type described above
has the value AUTO. This data is defined in the data type ImagingSettings20 described
above, for example.

Fig. 2D is a diagram illustrating the contents of the above-described IrCutFilter-
AutoAdjustment type. This data type is defined as a complex type by an XSD com-
plexType declaration. Also, this data type example has specified that the elements
thereof appear in specified order, by a sequence specifier.

With the IrCutFilterAutoAdjustment type, BoundaryType which is the first element
is data having the later-described IrCutFilterAutoBoundaryType type. One of this data
BoundaryType must appear within the IrCutFilterAutoAdjustment type.

The next element is BrightnessOffset, indicating that this data is a float single-
precision floating-point data type defined in Primitive Datatype in XSD. This Bright-
nessOffset is the luminance threshold value parameter described earlier. This data
BrightnessOffset is arranged to be omissible by a minOccurs specifier in XSD.

The third element is ResponseTime, and is a duration time interval data type defined
in Primitive Datatype in XSD. This data ResponseTime also is arranged to be
omissible by a minQOccurs specifier in XSD. The above-described delay time parameter
is specified by this data ResponseTime.

Fig. 2E is a diagram illustrating a definition example of the above-described IrCutFil-
terAutoBoundaryType type. This data type is specified as a simple type by an XSD
simpleType declaration. Also, this data type is defined as a character string type where
the value is restricted by a restriction specifier. The IrCutFilterAutoBoundaryType
type is a character string type where the value can assume the values of Common, Off,
On, and Extended, as illustrated in Fig. 2E.

As described above with the present embodiment, an arrangement is made where an
option parameter can be added to an Auto settings command to control insertion and
retraction of the IRCF 4. This option may be such as the following, for example.

Option 1. A luminance threshold value for retracting the IRCF 4 in the event that the
subject luminance changes from high luminance to low luminance.

Option 2. Delay time from the subject luminance falling below the luminance
threshold value according to Option 1 until actually completing the operation of re-
tracting the IRCF 4, when the subject luminance changes from high luminance to low

luminance.
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Option 3. A luminance threshold value for inserting the IRCF 4 in the event that the
subject luminance changes from low luminance to high luminance.

Option 4. Delay time from the subject luminance exceeding the luminance threshold
value according to Option 3 until actually completing the operation of inserting the
IRCF 4, when the subject luminance changes from low luminance to high luminance.

With the present embodiment, the above Option 1 through Option 4 can be expressed
with the above-described Auto settings command, by data definitions using the above-
described XSD. With the ONVIF standard, the above-described Auto settings
command is issued as an SetlmagingSettings command, for example.

Fig. 3A through Fig. 3D illustrate configuration examples of the SetlmagingSettings
command. Fig. 3A is a diagram illustrating the configuration of a SetImagingSettings
command, including the above option field. In Fig. 3A, the value of the IrCutFilter
field is AUTO, whereby automatic control of insertion and retraction of the IRCF by
the imaging apparatus itself is instructed. With the present embodiment, in the event
that the value of the IrCutFilter field is AUTO, the [rCutFilterAutoAdjustment field
can be described thereafter. As described above, this I[rCutFilterAutoAdjustment field
is omissible.

As described above, described in the IrCutFilterAutoAdjustment field are the
BoundaryType field, BrightnessOffset field, and ResponseTime field. Also, as
described above, the BrightnessOffset field and ResponseTime field are omissible.

In either case of inserting of retracting the IRCF by the above-described
BoundaryType field, whether or not to make the operation specified in this IrCutFilter-
AutoAdjustment field valid can be specified. In the event that the value of the
BoundaryType field is On, this becomes valid when the IRCF is inserted, and in the
event that the value of the BoundaryType field is Off, this becomes valid when the
IRCF is retracted. Also, in the event that the value of the BoundaryType field is
Common, this becomes valid in both cases of insertion and retraction. Also, as
described above, the luminance threshold value is set by the value of the Bright-
nessOffset field described above, and the delay time is set by the value of the Re-
sponseTime field described above.

Fig. 3B illustrates the configuration of the SetImagingSettings command described
above in a case where the ResponseTime field described above has been omitted. In
the event that the ResponseTime field has been omitted in this way, with the imaging
apparatus according to the present embodiment, the imaging apparatus itself de-
termines the operation of the delay time parameter. With the present embodiment, this
delay time is stored in the EEPROM 28 beforehand for example, and the CPU 26 reads
this delay time out from the EEPROM 28 and sets it to the determining circuit 20.
Also, with Fig. 3B, the value of the BoundaryType field is set to On, such that the
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operation specified in the IrCutFilterAutoAdjustment field becomes valid when the
IRCF is inserted.

Fig. 3C illustrates the configuration of the SetImagingSettings command in a case of
the BrightnessOffset field and ResponseTime field above having been omitted. In the
event that the BrightnessOffset field has been omitted in this way, with the imaging
apparatus according to the present embodiment, the imaging apparatus determines the
luminance threshold value based on threshold value information stored in itself be-
forehand. As described above, with the present embodiment the luminance threshold
value is stored in the EEPROM 28 beforehand for example, and the CPU 26 reads this
threshold value out from the EEPROM 28 and sets it to the determining circuit 20.

Fig. 3D illustrates the configuration of the SetlmagingSettings command described
above in a case where the IrCutFilterAutoAdjustment field described above has been
omitted. With the imaging apparatus according to the present embodiment, in the event
of having received a SetlmagingSettings command to automatically set the IRCF with
the IrCutFilterAutoAdjustment field omitted, all IRCF insertion and retraction control
is decided by the imaging apparatus itself.

Next, operations in a case of the luminance threshold value and delay time pa-
rameters having been set with the present embodiment will be described with reference
to Fig. 4.

In Fig. 4, reference numeral 101 denotes a graph representing temporal change of
subject luminance, 102 denotes a luminance threshold value for insertion of the IRCF
4, and 103 denotes a luminance threshold value for retraction of the IRCF 4. Fig. 4 il-
lustrates a case of subject luminance decreasing over time, such as around dusk. AS il-
lustrated in Fig. 4, upon the subject luminance decreasing to below the luminance
threshold value 103 for retracting the IRCF 4, the CPU 26 sets the delay time to the
clock circuit 22 and starts the clocking operation.

In Fig. 4, the subject luminance has dropped below the luminance threshold value
103 at point A. The point-in-time here is t;. With the present embodiment, the CPU 26
does not retract the IRCF 4 until the delay time set to the clock circuit 22 has elapsed.
That is to say, in the event that the delay time set to the clock circuit 22 is not longer
than a time over which a state is maintained with the subject luminance below the
Iuminance threshold value 103, the CPU 26 does not retract the IRCF 4 from the
optical path of the imaging optical system 2.

Due to this operation, even if the subject luminance frequently intersects the
luminance threshold value 103, there is no frequent switching between normal
shooting and infrared shooting.

Subsequently, upon this delay time elapsing and reaching point-in-time t,, the CPU

26 retracts the IRCF 4 and transitions to infrared shooting. That is to say, in the event
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that the delay time set to the clock circuit 22 is longer than a time over which a state is
maintained with the subject luminance below the luminance threshold value 103, the
CPU 26 retracts the IRCF 4 from the optical path of the imaging optical system 2.

This increases the probability that the subject luminance threshold value at this time
will stay below the luminance threshold value 103 in a stable manner, such as with
point B. This operation also acts in the same manner when there is influence of flu-
orescent lights or the like flickering.

With the present embodiment, the configuration is such that the user can perform
detailed settings relating to insertion and retraction of the IRCF, due to this operation.
Also, due to this operation, with the present embodiment, frequent insertion and re-
traction of the IRCF can be prevented even if the luminance level of the imaging
subject is close to the threshold value. Also, due to this operation, with the present em-
bodiment, frequent insertion and retraction of the IRCF can be prevented even with
cases where the luminance level of the imaging subject changes due to flickering of
lights and so forth.

Note that in the event that the delay time set to the clock circuit 22 is not longer than
a time over which a state is maintained with the subject luminance above the
luminance threshold value 102, the CPU 26 does not insert the IRCF 4 to the optical
path of the imaging optical system 2. On the other hand, in the event that the delay
time set to the clock circuit 22 is longer than a time over which a state is maintained
with the subject luminance above the luminance threshold value 102, the CPU 26
inserts the IRCF 4 to the optical path of the imaging optical system 2.

Next a typical operation of exchanging commands and responses (command
transactions) with the present embodiment will be described with reference to Fig. 5.
Fig. 5 describes the command transaction using a so-called message sequence chart
defined in the ITU-T Recommendation Z.120 standard.

First, an unshown client and the imaging apparatus according to the present em-
bodiment are connected via network. The client performs the following operations in
order to check whether or not there is a command for setting the IRCF
(SetImagingSettings command) described above. First, a GetServices command is
transmitted to the imaging apparatus to check whether or not there is an Imaging
Service.

In Fig. 5, a GetServiceResponse indicates that the imaging apparatus supports
Imaging Service. Next, the client transmits a GetVideoSource command to check a
token indicating Video Source which can perform IRCF settings. In Fig. 5, the imaging
apparatus according to the present embodiment has returned the token with a
GetVideoSourceResponse.

Note that the token indicating the Video Source is information which can uniquely
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identify Video Source, and is information represented in alphanumeric characters.

Next, the client transmits a GetOptions command including the token indicating the
Video Source, to the address indicating the Imaging Service of the imaging apparatus.
This is to check whether or not there is a command to perform settings of IRCF
described above, and options relating to commands for performing IRCF settings.

The imaging apparatus according to the present embodiment returns a GetOption-
sResponse including the IrCutFilter field and the options thereof to the client, as il-
lustrated in Fig. 5. Next, the client transmits a GetlmagingSettings command including
the token indicating the Video Source described above, to the address indicating the
Imaging Service of the imaging apparatus, to query the current IRCF state.

The imaging apparatus according to the present embodiment returns a GetImag-
ingSettingsResponse including the current IRCF state in the IrCutFilter field, in
response to the GetImagingSettings command, as illustrated in Fig. 5. The client
detects the current state of the imaging apparatus by this response. With the present
embodiment as illustrated in Fig. 5, the IRCF is inserted in the optical path.

Next, in order to set the IRCF settings to automatic control, the client transmits a Se-
tImagingSettings command including a token indicating the Video Source described
above, to an address indicating the Imaging Service of the imaging apparatus. With the
example illustrated in Fig. 5, the client transmits a SetlmagingSettings command with
the value of the IrCutFilter field set to AUTO, and also the IrCutFilterAutoAdjustment
field set.

In Fig. 5, the imaging apparatus according to the present embodiment returns a Se-
tImagingSettingsResponse with arguments omitted to the client, to indicate that the Se-
tImagingSettings command has been successfully executed.

With the IrCutFilterAutoAdjustment field in the SetlmagingSettings command, the
luminance threshold value can be set in the BrightnessOffset field, and the delay time
can be set in the ResponseTime field. Also, the BrightnessOffset field and Re-
sponseTime field are omissible. Also, with the SetImagingSettings command
according to the present embodiment, the IrCutFilterAutoAdjustment field itself is
omissible.

In Fig. 5, due to the SetImagingSettings command having been executed suc-
cessfully, Auto settings are implemented in which the imaging apparatus itself decides
insertion and retraction control of the IRCF.

As described above, the present embodiment has a configuration regarding the Se-
tImagingSettings command that the IrCutFilterAutoAdjustment field is omissible. That
is to say, the user can set IRCF control to Auto without considering luminance
threshold value and delay time, which is advantageous in improving user operability.

Note that the imaging apparatus according to the present embodiment permits IRCF
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settings regardless of the current IRCF state. Accordingly, in Fig. 5, the transaction of
the GetlmagingSettings command and GetlmagingSettingsResponse can be omitted.

Also, with the present embodiment, a SetimagingSettings command with the value
corresponding to the IrCutFilter field (IrCutFilter tag) set to ON corresponds to a first
command. Also, a SetlmagingSettings command with the value corresponding to the
IrCutFilter tag set to OFF corresponds to a second command. Further, a SetImag-
ingSettings command with the value corresponding to the IrCutFilter tag set to AUTO
corresponds to a third command.

Also, with the present embodiment, the value corresponding to the IrCutFilter-
AutoAdjustment field (IrCutFilterAutoAdjustment tag) included in the SetImag-
ingSettings command corresponds to the added information. The value corresponding
to the ResponseTime field (ResponseTime tag) included in the IrCutFilterAutoAd-
justment tag corresponds to the response time information.

Note that while BrightnessOffset has been used with the present embodiment, but is
not restricted to this. Data having the name BoundaryOffset may be used instead of
BrightnessOffset, for example.

This BoundaryOffset is data of IrCutFilterAutoBoundaryOffset type. The value of
this IrCutFilterAutoBoundaryOffset type is a float single-precision floating-point data
type value. Further, the value of this IrCutFilterAutoBoundaryOffset type is restricted
to between -1.0 and 1.0.

Further, the value of the BoundaryOffset field has an initial value (default) of 0. The
value of the BoundaryOffset field indicates that the closer the value is to -1.0, the more
correction is made so that the luminance threshold value is lower (smaller). On the
other hand, the closer the value of BoundaryOffset is to 1.0, the more correction is
made so that the luminance threshold value is higher (greater).

Accordingly, this prevents a value of a range which the imaging apparatus according
to the present embodiment cannot handle (i.e., a value too great or a value too small)
from being set as the BoundaryOffset field by an unshown external client.

Also, with the present embodiment, data having a name of IrCutFilterAutoAdjust-
mentOptions may further be defined within the data type ImagingOptions20 by XSD,
for example. Data having this name IrCutFilterAutoAdjustmentOptions is data of Ir-
CutFilterAutoAdjustmentOptions type.

Now, the IrCutFilterAutoAdjustmentOptions type is defined as a complex type by an
XSD complexType declaration. Also, the IrCutFilterAutoAdjustmentOptions type has
specified that the elements thereof appear (described) in specified order, by a sequence
specifier.

For example, the first element of the IrCutFilterAutoAdjustmentOptions type is data
having the name of BoundaryType of the IrCutFilterAutoBoundaryType type. Also,
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the second element of the IrCutFilterAutoAdjustmentOptions type is data having the
name of BoundaryOffset field of a float single-precision floating-point data type. The
range of values of this data is restricted.

Further, the third element of the IrCutFilterAutoAdjustmentOptions type is data
having the name of ResponseTime of the duration time interval data type defined as an
XSD Primitive Datatype.

The second element and third element in the IrCutFilterAutoAdjustmentOptions type
can be omitted by specifying with an XSD minOccurs specifier.

Further, in the event of receiving a GetOptions command including a token in-
dicating the Video Source from an unshown external client, the imaging apparatus
according to the present embodiment may be configured to perform the following op-
erations. This is an operation of returning (transmitting) a GetOptionsResponse
including data having the name of IrCutFilterAutoAdjustmentOptions to the unshown
external client.

Also, in the event of receiving a GetlmagingSettings command including a token in-
dicating the Video Source from an unshown external client, the imaging apparatus
according to the present embodiment may be configured to perform the following op-
erations. This is an operation of returning (transmitting) a GetImagingSet-
tingsResponse including data having the name of [rCutFilterAutoAdjustmentOptions
to the unshown external client.

Accordingly, of the IrCutFilterAutoAdjustment type data, data to which the imaging
apparatus according to the present embodiment can handle can be notified to the
unshown external client.

Also, with the present embodiment, the CPU 26 is configured so as to perform the
following operations in the event that the I/F 14 has input to the CPU 26 a SetImag-
ingSettings command in which the value of IrCutFilter field is set to On. This is an
operation where the CPU 26 controls the IRCF driving circuit 24 so as to places the
IRCF 4 in the optical path of the imaging optical system 2. However, this configuration
is not restrictive.

For example, the CPU 26 may be configured so as to perform the following op-
erations in the event that the I/F 14 has input to the CPU 26 a SetImagingSettings
command in which the value of IrCutFilter field is set to On.

That is to say, the CPU 26 may be configured to instruct the video signal processing
circuit 8 to lower the gain of the video signal output from the imaging device 6 so as to
be lower than the later-described digital night mode. More specifically, the CPU 26
may be configured to instruct the video signal processing circuit 8 to lower the gain of
each color of the video signals output from the imaging device 6 so as to be lower than

the later-described digital night mode.
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Now, a state where the gain of each color of the video signals output from the
imaging device 6 is lower than the later-described digital night mode is a state where
the video signals are being corrected using gain calculated based on a value corre-
sponding to each color of the video signals (called day mode). Also, the video signal
processing circuit 8 according to the present embodiment functions as a white balance
adjusting unit for performing adjustment of the white balance of the video signals
output from the imaging device 6.

Further, with the present embodiment, the CPU 26 is configured such that, in the
event that a SetImagingSettings command with the value of the IrCutFilter field set to
Off is input from the I/F 14 to the CPU 26, the following operation is performed. This
operation is for the CPU 26 to control the IRCF driving circuit 24 so as to place the
IRCF 4 outside of the optical path of the imaging optical system 2. However, this con-
figuration is not restrictive.

For example, the CPU 26 may be configured such that, in the event that a SetImag-
ingSettings command with the value of the IrCutFilter field set to Off is input from the
I/F 14 to the CPU 26, the following operation is performed.

That is, the CPU 26 may be configured so as to instruct the video signal processing
circuit 8 to amplify gain as to the video signals output from the imaging device 6 so as
to be higher than day mode. More specifically, the CPU 26 may be configured to
instruct the video signal processing circuit 8 to amplify the gain of each color of the
video signals output from the imaging device 6 so as to be higher than day mode.

Note that with the present specification, a state where the gain of each color of the
video signals output from the imaging device 6 is amplified more than the day mode is
called digital night mode.

If the CPU 26 is configured in this way, the CPU 26 functions as a selecting unit
which selects day mode or digital night mode.

A configuration may be made where the imaging apparatus according to the present
embodiment has added thereto a motive power source such as a stepping motor or the
like, so that the imaging optical system 2 can be turned in the panning direction or
tilting direction by the added motive power source. Further, the imaging apparatus
according to the present embodiment may have added thereto a dome cover formed in
a half-sphere form. This dome cover has transparency, and so formed as a half-sphere
form.

Also, there may be cases where the imaging apparatus according to the present em-
bodiment receives a SetlmagingSettings command including an IrCutFilterAutoAd-
justment field in which the order of the BoundaryType field and so forth is not
described as defined. For example, there may be cases where the imaging apparatus

according to the present embodiment receives a SetlmagingSettings command
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including an IrCutFilterAutoAdjustment field in which the BoundaryOffset field is
described first.

In such a case, the imaging apparatus according to the present embodiment may be
configured so as to transmit a SetlmagingSettingsResponse including information in-
dicating an error, to the unshown external client.

Next, the embodiment described above will be described in detail with reference to
Figs. 6 through 11. Note that in the following description, components which are the
same as those in the above-described embodiment will be denoted with the same
reference numerals, and description thereof will be omitted.

Also, in the present specification, the value of a field means a value corresponding to
the tag. For example, the value of the IrCutFilterAutoAdjustment field means a value
corresponding to the <IrCutFilterAutoAdjustment> tag.

Also, for example, the value of the BoundaryType field means a value corresponding
to the <BoundaryType> tag. Further, for example, the value of the BoundaryOffset
field means a value corresponding to the <BoundaryOffset> tag. Moreover, for
example, the value of the ResponseTime field means a value corresponding to the
<ResponseTime> tag.

Next, we will say that the imaging apparatus according to the present embodiment is
a surveillance camera of shooting moving images, and more specifically, is a network
camera used for surveillance. We will say that the imaging apparatus according to the
present embodiment is to be installed on a wall or ceiling. We will further say that the
imaging apparatus according to the present embodiment is capable of handling power
over Ethernet (PoE), with power supplied thereto via a LAN cable.

Moreover, with the present embodiment, the imaging apparatus and external client
device make up an imaging system.

Fig. 6 is a block diagram illustrating the detailed configuration of the imaging
apparatus according to the present embodiment. In Fig. 6, a gain setting circuit 7 sets
gain as to video signals output from the imaging device 6, under instructions from the
CPU 26.

For example, the CPU 26 instructs the IRCF driving circuit 24 so as to insert the
IRCF 4 into the optical path of the imaging optical system 2, and instructs the gain
setting circuit 7 to set the gain as to the video signals output from the imaging device 6
to a first gain.

Also, the CPU 26 instructs the IRCF driving circuit 24 so as to retract the IRCF 4
from the optical path of the imaging optical system 2, and instructs the gain setting
circuit 7 to set the gain as to the video signals output from the imaging device 6 to a
second gain. Note that the second gain is greater than the first gain.

Next, the video signal processing circuit 8 in Fig. 6 changes the dynamic range of the
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video signals output from the imaging device 6, following the instructions of the CPU
26. For example, the CPU 26 gives an instruction to the video signal processing circuit
8, instructs the IRCF driving circuit 24 so as to insert the IRCF 4 into the optical path
of the imaging optical system 2, and changes the dynamic range of the video signals
output from the imaging device 6 to a first dynamic range.

Also, the CPU 26 gives an instruction to the video signal processing circuit 8,
instructs the IRCF driving circuit 24 so as to retract the IRCF 4 from the optical path of
the imaging optical system 2, and changes the dynamic range of the video signals
output from the imaging device 6 to a second dynamic range. Note that the second
dynamic range is wider than the first dynamic range.

An imaging device driving circuit 23 in Fig. 6 drives the imaging device 6 following
instructions of the CPU 26. For example, the CPU 26 instructs the IRCF driving circuit
24 so as to insert the IRCF 4 into the optical path of the imaging optical system 2, and
instructs the imaging device driving circuit 23 to set the charge accumulation time of
the imaging device 6 to a first charge accumulation time.

Also, the CPU 26 instructs the IRCF driving circuit 24 so as to retract the IRCF 4
from the optical path of the imaging optical system 2, and instructs the imaging device
driving circuit 23 to set the charge accumulation time of the imaging device 6 to a
second charge accumulation time. Note that the second charge accumulation time is
longer than the first charge accumulation time.

Moreover, the CPU 26 in Fig. 6 has image processing functions. For example, the
CPU 26 instructs the IRCF driving circuit 24 so as to insert the IRCF 4 into the optical
path of the imaging optical system 2, and performs image processing such that the
video signals output from the imaging device 6 are at a first brightness level.

Also, the CPU 26 instructs the IRCF driving circuit 24 so as to retract the IRCF 4
from the optical path of the imaging optical system 2, and performs image processing
such that the video signals output from the imaging device 6 are at a second brightness
level. Note that the second brightness is brighter than the first brightness.

Further, in the event that infrared shooting is performed, the color balance of the
video signals output from the imaging device 6 will not hold, so the CPU 26 according
to the present embodiment converts the video signals output from the imaging device 6
into monochrome video signals, and then transmits from the I/F 14. We will call the
imaging mode of the imaging apparatus according to the present embodiment at this
time a monochrome mode.

Also, in the event that normal shooting is performed, the CPU 26 according to the
present embodiment gives priority to color reproducibility of the video signals output
from the imaging device 6, so the video signals output from the imaging device 6 are

transmitted from the I/F 14 as color video signals. We will call the imaging mode of
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the imaging apparatus according to the present embodiment at this time a color mode.

Next, definition examples of data structures to define commands in XSD will be
described in detail with reference to Figs. 7A through 7E. Fig. 7A is the same as Fig.
2A, so description thereof will be omitted. Fig. 7B is the same as Fig. 2B, so de-
scription thereof will be omitted. Fig. 7C is the same as Fig. 2C, so description thereof
will be omitted.

Fig. 7D is a diagram illustrating the contents of the IrCutFilterAutoAdjustment type.
This data type is defined as a complex type by an XSD complexType declaration.
Also, this data type example has specified that the elements thereof appear in specified
order, by a sequence specifier.

With the IrCutFilterAutoAdjustment type, BoundaryType which is the first element
is the same as BoundaryType in Fig. 2D, so description thereof will be omitted. Note
that this BoundaryType is data having the later-described IrCutFilterAuto-
BoundaryType type.

The next element is BoundaryOffset, indicating that this data is a float single-
precision floating-point data type defined in Primitive Datatype in XSD. This Bound-
aryOffset is the luminance threshold value parameter described earlier. This data
BoundaryOffset is arranged to be omissible by a minOccurs specifier in XSD.

Note that the value corresponding to the <BoundaryOffset> tag with the present em-
bodiment corresponds to the brightness information relating to the brightness of the
subject imaged by the imaging apparatus according to the present embodiment. Also,
the range of values corresponding to the <BoundaryOffset> tag is restricted to a prede-
termined range. Specifically, the range of values corresponding to the
<BoundaryOffset> tag is restricted to between -1.0 and 1.0.

The third element is the same as ResponseTime in Fig. 2D, so description thereof
will be omitted. The value corresponding to the <ResponseTime> tag with the present
embodiment corresponds to the response time information relating to the response time
of insertion and retraction of the IRCF 4 by the IRCF driving circuit 24.

Accordingly, the value corresponding to the <BoundaryOffset> tag and the value
corresponding to the <ResponseTime> tag according to the present embodiment
correspond to automatic adjusting information for insertion and retraction of the IRCF
4.

Fig. 7E is a diagram illustrating a definition example of the above-described IrCutFil-
terAutoBoundaryType type. This data type is specified as a simple type by an XSD
simpleType declaration. Also, this data type is defined as a character string type where
the value is restricted by a restriction specifier.

The IrCutFilterAutoBoundaryType type is a character string type where the value can

assume the values of Common, ToOn, ToOff, and Extended, as illustrated in Fig. 7E.
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Note that Common in Fig. 7E is equivalent to Common in Fig. 2E. Also, ToOn in
Fig. 7E is equivalent to On in Fig. 2E. Further, ToOff in Fig. 7E is equivalent to Off in
Fig. 2E.

Next, Figs. 8A through 8G illustrate in detail configuration examples of the SetImag-
ingSettings command described above. Fig. 8A is a diagram illustrating the con-
figuration of a SetlmagingSettings command, including the option field described
above. In Fig. 8A, the value of the IrCutFilter field is AUTO, indicating that the
imaging apparatus itself automatically controls insertion and retraction of the IRCF.

Accordingly, with the present embodiment, a SetImagingSettings command of which
the value of the IrCutFilter field is set to AUTO is equivalent to an automatic insertion/
retraction control command. Note that an automatic insertion/retraction control
command is a command to cause the imaging apparatus according to the present em-
bodiment to automatically control insertion and retraction of the IRCF 4 by the IRCF
driving circuit 24.

With the present embodiment, in the event that the value of the IrCutFilter field is
AUTO, the IrCutFilterAutoAdjustment field can be described thereafter. As described
above, this IrCutFilterAutoAdjustment field is omissible.

As described above, the BoundaryType field, BoundaryOffset field, and Re-
sponseTime field are described in the IrCutFilterAutoAdjustment field.

That is to say, as illustrated in Fig. 8A, the <BoundaryType> tag, <BoundaryOffset>
tag, and <ResponseTime> tag can be described in the SetImagingSettings command, in
that order.

Further, as described above, the BoundaryOffset field and ResponseTime field are
omissible.

Also described above is that the above-described BoundaryType field can specify
which of inserting and retracting the IRCF validates the operation specified in this Ir-
CutFilterAutoAdjustment field.

That is to say, in the event that the value of the BoundaryType field is ToOn, this is
valid when the IRCF is inserted, and in the event that the value of the BoundaryType
field is ToOff, this is valid when the IRCF is retracted.

Also, in the event that the value of the BoundaryType field is Common, this is valid
when the IRCF is both inserted and retracted. Also, as described above, the luminance
threshold value is set by the value of the above-described BoundaryOffset, and the
delay time is set by the above-described ResponseTime field.

Accordingly, with the present embodiment, the <BoundaryType> tag correlated with
ToOn as a value is equivalent to insertion specifiable information. This insertion
specifiable information can specify that the CPU 26 perform the following deter-

mination, based on the value of the <BoundaryOffset> tag and value of the
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<ResponseTime> tag correlated with this <BoundaryType> tag. This determination is
to determine whether or not to insert the IRCF 4 into the optical path of the imaging
optical system 2.

Also, with the present embodiment, the <BoundaryType> tag correlated with ToOff
as a value is equivalent to retraction specifiable information. This retraction specifiable
information can specify that the CPU 26 perform the following determination, based
on the value of the <BoundaryOffset> tag and value of the <ResponseTime> tag
correlated with this <BoundaryType> tag. This determination is to determine whether
or not to retract the IRCF 4 from the optical path of the imaging optical system 2.

Also, with the present embodiment, the <BoundaryType> tag correlated with
Common as a value is equivalent to common specifiable information. This common
specifiable information can specify that the CPU 26 uses the value of the
<BoundaryOffset> tag and value of the <ResponseTime> tag correlated with this
<BoundaryType> tag for the following two determinations in common. These deter-
minations are to determine whether or not to insert the IRCF 4 into the optical path of
the imaging optical system 2, and to determine whether or not to retract the IRCF 4
from the optical path of the imaging optical system 2.

Fig. 8B illustrates the configuration of the SetImagingSettings command described
above, in a case where the ResponseTime field described above has been omitted. In
the event that the ResponseTime field has thus been omitted, the imaging apparatus
according to the present embodiment determines the operations of the delay time
parameter itself.

With the present embodiment, the delay time is stored in the EEPROM 28 be-
forehand, for example, and the CPU 26 reads out this delay time from the EEPROM 28
and sets it to the determining circuit 20. Also, in Fig. 8B, ToOn is set to the
BoundaryType field such that the operation specified in the IrCutFilterAutoAdjustment
field will become valid when the IRCF is inserted.

Fig. 8C illustrates the configuration of the SetImagingSettings command in a case
wherein the value of the BoundaryType field described above is Common. In this case,
the value of the BoundaryOffset described above and the value of the ResponseTime
described above become value both when the IRCF 4 is inserted and retracted.

Also, as described above, the luminance threshold value is set by the value of the
above-described BoundaryOffset, and the delay time is set by the above-described Re-
sponseTime field.

Fig. 8D illustrates the configuration of the SetlmagingSettings command in a case
where the IrCutFilterAutoAdjustment field has been omitted.

Now, the imaging apparatus according to the present embodiment is arranged such

that the imaging apparatus itself decides all IRCF insertion and retraction control in a
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case of having received the following SetImagingSettings command. This SetImag-
ingSettings command is one for automatic settings of the IRCF, where the IrCutFilter-
AutoAdjustment field has been omitted.

Fig. 8E illustrates the configuration of the SetImagingSettings command described
above, where the value of the IrCutFilter field is ON. Fig. 8F illustrates the con-
figuration of the SetImagingSettings command described above, where the value of the
IrCutFilter field is OFF.

With the present embodiment, in a case such as with Fig. 8E or Fig. 8F, the con-
figuration is such that the IrCutFilterAutoAdjustment field has not been set.

Fig. 8E illustrates the configuration of the SetImagingSettings command in a case
where the value of the IrCutFilter field is ON. Also, Fig. 8F illustrates the con-
figuration of the SetImagingSettings command in a case where the value of the Ir-
CutFilter field is OFF.

Fig. 8G illustrates the configuration of the SetlmagingSettings command in a case
where the value of the IrCutFilter tag is AUTO.

This SetImagingSettings command includes a first IrCutFilterAutoAdjustment tag
corresponding to the BoundaryType tag where ToOn has been set as a value. This Se-
tImagingSettings command also includes a second IrCutFilterAutoAdjustment tag cor-
responding to the BoundaryType tag where ToOff has been set as a value.

Accordingly, the CPU 26 uses values corresponding to each of the BoundaryOffset
tag and the ResponseTime tag corresponding to the first IrCutFilterAutoAdjust-
mentType tag for determination of whether or not to insert the IRCF 4.

Also, the CPU 26 uses values corresponding to each of the BoundaryOffset tag and
the ResponseTime tag corresponding to the second IrCutFilterAutoAdjustmentType
tag for determination of whether or not to retract the IRCF 4.

Also, the <BoundaryType> tag with which the value of ToOn has been correlated,
and the <BoundaryType> tag with which the value of ToOff has been correlated, can
each be described in the SetlmagingSettings command, in that order. In other words,
the SetImagingSettings command can describe the <BoundaryType> tag with which
the value of ToOn has been correlated, and the <BoundaryType> tag with which the
value of ToOff has been correlated, in that order.

Next, the configuration of a client device according to the present embodiment will
be described in detail with reference to Fig. 9. Fig. 9 is a block diagram illustrating the
configuration of a client device according to an embodiment of the present invention.
Note that the client device according to the present embodiment operates as a Network
Video Receiver (hereinafter also abbreviated to NVR) according to the above-
described ONVIF standard. That is to say, the client device according to the present

embodiment can exchange data according to ONVIF specifications.
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In Fig. 9, reference numeral 408 denotes an input unit, 414 a digital interface unit
(hereinafter also called I/F), 416 an interface terminal, 422 a display unit, 426 a central
processing unit (hereinafter also abbreviated to CPU), and 428 memory.

The client device illustrated in Fig. 9 is typically a general-purpose computer such as
a personal computer (hereinafter also abbreviated to PC). The input unit 408 is, for
example, a keyboard, a pointing device such as a mouse, or the like. Examples of the
display unit 422 include a liquid crystal display device, plasma display device, cathode
ray tube (hereinafter also abbreviated to CRT) display device, or the like.

For example, the CPU 426 instructs the I/F 414 to transmit a GetOptions command
to the imaging apparatus according to the present embodiment. The CPU 426 also
instructs the I/F 414 to acquire a GetOptionsResponse from the imaging apparatus
according to the present embodiment.

Also, CPU 426 instructs the I/F 414 to transmit a SetImagingSettings command to
the imaging apparatus according to the present embodiment. The value corresponding
to the <BoundaryType> tag included in this SetImagingSettings command matches the
value corresponding to a later-described <img20:Mode> tag included in the GetOp-
tionsResponse.

Next, the GetOptions command and GetOptionsResponse in Fig. 5 will be described
in detail with reference to Figs. 10A through 10C. Fig. 10A illustrates a GetOptions
command of which the value corresponding to the VideoSourceToken tag is 0.

Fig. 10B and Fig. 10C each illustrate an example of GetOptionsResponse. Now, we
will assume an imaging apparatus capable of specifying IrCutFilterAutoAdjustment in
common for each of a case of inserting the IRCF 4 to the optical path of the imaging
optical system 2 and of retracting the IRCF 4 from the optical path of the imaging
optical system 2. Fig. 10B illustrates a GetOptionsResponse which the imaging
apparatus thus assumed transmits.

Also, we will assume an imaging apparatus capable of individually specifying IrCut-
FilterAutoAdjustment for each of a case of inserting the IRCF 4 to the optical path of
the imaging optical system 2 and of retracting the IRCF 4 from the optical path of the
imaging optical system 2. Fig. 10C illustrates a GetOptionsResponse which the
imaging apparatus thus assumed transmits.

In Fig. 10B, three <img20:IrCutFilterModes> tags are correlated with the
<ImagingOptions20> tag. These three <img20:IrCutFilterModes> tags are correlated
with ON, OFF, and AUTO.

Accordingly, the imaging apparatus assumed in Fig. 10B can operate following the
SetlmagingSettings command in which ON, OFF, and AUTO have been set as values
of the IrCutFilter field.

Also, in Fig. 10B, the following three tags are correlated with the
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<IrCutFilterAutoAdjustmentOptions> tag, these being the <img20:Mode> tag,
<img20:BoundaryOffset> tag, and <img20:ResponseTime> tag.

Now, Common is correlated with the <img20:Mode> tag. Thus, the GetOption-
sResponse illustrated in Fig. 10B indicates the following. That is to say, the in-
formation of the <IrCutFilterAutoAdjustment> tag used by the CPU 26 is specifiable
in common regarding the case of inserting the IRCF 4 into the optical path of the
imaging optical system 2 and the case of retracting the IRCF 4 from the optical path.

Also, true is correlated with the <img20:BoundaryOffset> tag. This means that the
imaging apparatus assumed with Fig. 10B can operate following the SetImag-
ingSettings command with the value set corresponding to the <BoundaryOffset> tag.

Further, the <img20:ResponseTime> tag is correlated with the <img20:Min> tag and
<img20:Max> tag. Accordingly, the imaging apparatus assumed with Fig. 10B can
operate following based on the SetlmagingSettings command where a time of 0
seconds or more but within 30 minutes has been set as the value corresponding to
<ResponseTime>.

In Fig. 10C, the same as with Fig. 10B, three <img20:IrCutFilterModes> tags are
correlated with the <ImagingOptions20> tag. These three <img20:IrCutFilterModes>
tags are correlated with ON, OFF, and AUTO.

Also in Fig. 10C, the following four tags are correlated with the
<IrCutFilterAutoAdjustment> tag. These are two <img2(0:Mode> tags, the
<img20:BoundaryOffset> tag, and the <img20:ResponseTime> tag.

The two <img20:Mode> tags are correlated with ToOn and ToOff. Accordingly, the
GetOptionsResponse illustrated in Fig. 10C indicates the following. That is to say, the
information of the <IrCutFilterAutoAdjustment> tag used by the CPU 26 is indi-
vidually specifiable regarding the case of inserting the IRCF 4 into the optical path of
the imaging optical system 2 and the case of retracting the IRCF 4 from the optical
path.

Also, true is correlated with the <img20:Mode> tag. Further, the
<img20:ResponseTime> tag is correlated with the <img20:Min> tag and
<img20:Max> tag.

As illustrated with Fig. 10B and Fig. 10C, with the present embodiment, the in-
formation correlated with the <img20:Mode> tag is equivalent to insertion/retraction
specification information.

Next, the insertion/retraction control of the IRCF 4 by the imaging apparatus
according to the present embodiment will be described with reference to Fig. 11. Fig.
11 is a flowchart for describing the insertion/retraction control of the IRCF 4 by the
imaging apparatus according to the present embodiment.

We will say that the imaging apparatus according to the present embodiment is the
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imaging apparatus assumed by Fig. 10C. We will also say that this imaging apparatus
has received the SetImagingSettings command illustrated in Fig. 8G. Note that
execution of the processing illustrated in Fig. 11 will be started by the CPU 26 after
having received this SetImagingSettings command.

In step S1101, the CPU 26 determines whether or not the IRCF 4 has been inserted
into the optical path of the imaging optical system 2. In the event of the CPU 26 de-
termining that the IRCF 4 has been inserted into the optical path of the imaging optical
system 2, the flow advances to step S1102. On the other hand, in the event of the CPU
26 determining that the IRCF 4 has not been inserted into the optical path of the
imaging optical system 2, the flow advances to step S1107.

In step S1102, the CPU 26 determines whether or not the subject luminance is lower
than a predetermined luminance threshold value. Specifically, the CPU 26 causes the
determining circuit 20 to perform determination based on the subject luminance output
from the luminance measurement circuit 18, and the value corresponding to the
<BoundaryOffset> tag correlated with the <BoundaryType> tag of which the value has
been set to ToOn.

For example, the CPU 26 reads from the EEPROM 28 the threshold value in-
formation corresponding to the value (0.16) of the <BoundaryOffset> tag correlated
with the <BoundaryType> tag of which the value has been set to ToOn. Next, the CPU
26 sets the luminance threshold value indicated by the read out threshold value in-
formation to the determining circuit 20.

The determining circuit 20 then determines whether or not the subject luminance
output from the luminance measurement circuit 18 is lower than the luminance
threshold value set by the CPU 26.

In the event that the determining circuit 20 determines that the subject luminance
output from the luminance measurement circuit 18 is lower than the luminance
threshold value set by the CPU 26, the CPU 26 advances the flow to the processing in
step S1103. On the other hand, in the event that the determining circuit 20 determines
that the subject luminance output from the luminance measurement circuit 18 is not
lower than the luminance threshold value set by the CPU 26, the CPU 26 returns the
flow to the processing in step S1101.

In step S1103, the CPU 26 instructs the clock circuit 22 to start clocking.
Specifically, the CPU 26 sets the clock circuit 22 to the value (1 minute 30 seconds)
corresponding to the <ResponseTime> tag correlated with the <BoundaryType> tag of
which the value has been set to ToOn, and starts clocking.

Step S1104 is the same as step S1102, so description will be omitted.

In step S1105, the CPU 26 determines whether or not a predetermined amount of

time has elapsed after starting clocking in step S1103. Specifically, the CPU 26 de-
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termines whether or not a time elapsing signal has been input from the clock circuit 22.

In the event that a time elapsing signal has been input from the clock circuit 22, the
CPU 26 determines that the predetermined amount of time has elapsed after starting
clocking in step S1103, and advances the flow to the processing in step S1106. On the
other hand, in the event that a time elapsing signal has not been input from the clock
circuit 22, the CPU 26 determines that the predetermined amount of time has not
elapsed after starting clocking in step S1103, and returns the flow to step S1104.

In step S1106, the CPU 26 instructs the IRCF driving circuit 24 to retract the IRCF 4
from the optical path of the imaging optical system 2. Note that the IRCF driving
circuit 24 according to the present embodiment is equivalent to an insertion/retraction
unit for performing insertion/retraction of the IRCF 4 to and from the optical path of
the imaging optical system 2. Also, the CPU 26 according to the present embodiment
is equivalent to a control unit automatically controlling the IRCF driving circuit 24.

In step S1107, the CPU 26 determines whether or not the subject luminance is higher
than a predetermined luminance threshold value. Specifically, the CPU 26 causes the
determining circuit 20 to perform determination based on the subject luminance output
from the luminance measurement circuit 18, and the value corresponding to the
<BoundaryOffset> tag correlated with the <BoundaryType> tag of which the value has
been set to ToOfT.

For example, the CPU 26 reads from the EEPROM 28 the threshold value in-
formation corresponding to the value (-0.62) of the <BoundaryOffset> tag correlated
with the <BoundaryType> tag of which the value has been set to ToOff. Next, the CPU
26 sets the luminance threshold value indicated by the read out threshold value in-
formation to the determining circuit 20.

The determining circuit 20 then determines whether or not the subject luminance
output from the luminance measurement circuit 18 is higher than the luminance
threshold value set by the CPU 26.

In the event that the determining circuit 20 determines that the subject luminance
output from the luminance measurement circuit 18 is higher than the luminance
threshold value set by the CPU 26, the CPU 26 advances the flow to the processing in
step S1108. On the other hand, in the event that the determining circuit 20 determines
that the subject luminance output from the luminance measurement circuit 18 is not
lower than the luminance threshold value set by the CPU 26, the CPU 26 returns the
flow to the processing in step S1101.

In step S1108, the CPU 26 instructs the clock circuit 22 to start clocking.
Specifically, the CPU 26 sets the value (1 minute 10 seconds) corresponding to the
<ResponseTime> tag correlated with the <BoundaryType> tag of which the value has
been set to ToOff, and starts clocking.
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Step S1109 is the same as step S1107, so description will be omitted.

Step S1110 is the same as step S1105, so description will be omitted.

In step S1111, the CPU 26 instructs the IRCF driving circuit 24 to insert the IRCF 4
into the optical path of the imaging optical system 2.

Next, a case where the imaging apparatus according to the present embodiment is the
imaging apparatus assumed by Fig. 10B will be described with reference to Fig. 11 as
well. We will say that in this case, the imaging apparatus according to the present em-
bodiment has received the SetlmagingSettings command illustrated in Fig. 8C. Note
that the following description of Fig. 11 will be made regarding only the points which
differ from the description of Fig. 11 made above.

In step S1102, the CPU 26 determines whether or not the subject luminance is lower
than a predetermined luminance threshold value. Specifically, the CPU 26 causes the
determining circuit 20 to perform determination based on the subject luminance output
from the luminance measurement circuit 18, and the value corresponding to the
<BoundaryOffset> correlated with the <BoundaryType> tag of which the value has
been set to Common.

For example, the CPU 26 reads the threshold value information corresponding to the
value (0.52) of the <BoundaryOffset> correlated with the <BoundaryType> tag of
which the value has been set to Common. Next, the CPU 26 sets the [uminance
threshold value indicated by the read out threshold value information to the de-
termining circuit 20.

The determining circuit 20 then determines whether or not the subject luminance
output from the luminance measurement circuit 18 is lower than the luminance
threshold value set by the CPU 26.

In the event that the determining circuit 20 determines that the subject luminance
output from the luminance measurement circuit 18 is lower than the luminance
threshold value set by the CPU 26, the CPU 26 advances the flow to the processing in
step S1103. On the other hand, in the event that the determining circuit 20 determines
that the subject luminance output from the luminance measurement circuit 18 is not
lower than the luminance threshold value set by the CPU 26, the CPU 26 returns the
flow to the processing in step S1101.

In step S1103, the CPU 26 instructs the clock circuit 22 to start clocking.
Specifically, the CPU 26 sets the value (1 minute 15 seconds) corresponding to the
<ResponseTime> tag correlated with the <BoundaryType> tag of which the value has
been set to Common, and starts clocking.

In step S1107, the CPU 26 determines whether or not the subject luminance is higher
than a predetermined luminance threshold value. Specifically, the CPU 26 causes the

determining circuit 20 to perform determination based on the subject luminance output
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from the luminance measurement circuit 18, and the value corresponding to the
<BoundaryOffset> correlated with the <BoundaryType> tag of which the value has
been set to Common.

For example, the CPU 26 reads the threshold value information corresponding to the
value (-0.52) of the <BoundaryOffset> correlated with the <BoundaryType> tag of
which the value has been set to Common. Next, the CPU 26 sets the [luminance
threshold value indicated by the read out threshold value information to the de-
termining circuit 20.

The determining circuit 20 then determines whether or not the subject luminance
output from the luminance measurement circuit 18 is higher than the luminance
threshold value set by the CPU 26.

In the event that the determining circuit 20 determines that the subject luminance
output from the luminance measurement circuit 18 is higher than the luminance
threshold value set by the CPU 26, the CPU 26 advances the flow to the processing in
step S1108. On the other hand, in the event that the determining circuit 20 determines
that the subject luminance output from the luminance measurement circuit 18 is not
lower than the luminance threshold value set by the CPU 26, the CPU 26 returns the
flow to the processing in step S1101.

In step S1108, the CPU 26 instructs the clock circuit 22 to start clocking.
Specifically, the CPU 26 sets the value (1 minute 15 seconds) corresponding to the
<ResponseTime> tag correlated with the <BoundaryType> tag of which the value has
been set to Common, and starts clocking.

Note that as described with reference to Fig. 5, after having transmitted a GetOption-
sResponse via network to an external client device, the imaging apparatus according to
the present embodiment receives the following sort of command from this external
client device via the network.

One example is a SetImagingSettings command in which the value of AUTO has
been described as a value corresponding to the <IrCutFilter> tag, and also the
<IrCutFilterAutoAdjustment> tag has been described. Further, note that the
<BoundaryType> tag is described for this <IrCutFilterAutoAdjustment> tag.

As described above, with the present embodiment, one <BoundaryType> tag must be
correlated with the <IrCutFilterAutoAdjustment> tag. Accordingly, with the present
embodiment, the CPU 26 may be configured to perform the following determination in
a case of having received a SetImagingSettings command including the
<IrCutFilterAutoAdjustment> tag.

This determination is to determine whether or not one <BoundaryType> tag is
included in the <IrCutFilterAutoAdjustment> tag included in the SetlmagingSettings
command. The CPU 26 may be configured such that, in the event that the CPU 26 de-
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termines that one <BoundaryType> tag is not included, the I/F 14 is controlled so as to
return error information to the external client device as a response to this SetImag-
ingSettings command.

Also, with the present embodiment, the CPU 26 of the imaging apparatus which has
transmitted a GetOptionsResponse correlated with a <img20:Mode> tag of which
Common has been correlated as the value to the external client device may be
configured as follows. That is to say, the CPU 26 may be configured to perform the
following determination in the event of having received a SetImagingSettings
command including an <IrCutFilterAutoAdjustment> tag.

This determination is to determine whether or not the <IrCutFilterAutoAdjustment>
tag included in the SetlmagingSettings command includes a <BoundaryType> tag of
which Common has been correlated as the value. The CPU 26 may be configured such
that, in the event that the CPU 26 determines that this is not included, the I/F 14 is
controlled so as to return error information to the external client device as a response to
this SetlmagingSettings command. With the present embodiment, this CPU 26 is
equivalent to a first determining unit.

Also, with the present embodiment, the CPU 26 of the imaging apparatus which has
transmitted the GetOptionsResponse illustrated in Fig. 10C to the external client device
may be configured as follows. That is to say, the CPU 26 may be configured to
perform the following determination in the event of having received a Setlmag-
ingSettings command including an <IrCutFilterAutoAdjustment> tag.

This determination is to determine whether or not the <IrCutFilterAutoAdjustment>
tag included in the SetImagingSettings command includes two <BoundaryType> tags.
Specifically, these two <BoundaryType> tags are a <BoundaryType> tag to which
ToOn has been correlated as a value, and a <BoundaryType> tags to which ToOff has
been correlated as a value.

The CPU 26 may be configured such that, in the event that the CPU 26 determines
that these are not included, the I/F 14 is controlled so as to return error information to
the external client device as a response to this SetImagingSettings command. With the
present embodiment, this CPU 26 is equivalent to a second determining unit.

Also, with the present embodiment, the CPU 26 of the imaging apparatus which has
transmitted the GetOptionsResponse illustrated in Fig. 10C to the external client device
may be configured as follows. That is to say, the CPU 26 may be configured to
perform the following determination in the event of having received a Setlmag-
ingSettings command including an <IrCutFilterAutoAdjustment> tag.

This determination is to determine whether or not the <IrCutFilterAutoAdjustment>
tag included in the SetlmagingSettings command includes a <BoundaryType> tag of

which Common has been correlated as a value.
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The CPU 26 may be configured such that, in the event that the CPU 26 determines
that this is included, the I/F 14 is controlled so as to return error information to the
external client device as a response to this SetlmagingSettings command. With the
present embodiment, this CPU 26 is equivalent to a second determining unit.

Also, with the present embodiment, the CPU 26 of the imaging apparatus which has
transmitted the GetOptionsResponse illustrated in Fig. 10B to the external client device
may be configured as follows. That is to say, the CPU 26 may be configured to
perform the following determination in the event of having received a SetImag-
ingSettings command including an <IrCutFilterAutoAdjustment> tag.

This determination is to determine whether or not the <IrCutFilterAutoAdjustment>
tag included in the SetImagingSettings command includes a <BoundaryType>
correlated with a value other than Common. An example of a <BoundaryType>
correlated with a value other than Common is a <BoundaryType> tag to which ToOn
has been correlated as a value, and a <BoundaryType> tags to which ToOff has been
correlated as a value.

The CPU 26 may be configured such that, in the event that the CPU 26 determines
that this is included, the I/F 14 is controlled so as to return error information to the
external client device as a response to this SetlmagingSettings command.

Also, with the present embodiment, for the luminance threshold value settable to the
imaging apparatus according to the present embodiment, the luminance threshold value
is usually normalized to a value between -1.0 and 1.0, and is set by the external client.
However, a situation can be conceived where a value other than the above range of
values is set, due to trouble with the external client or the like. In order to handle such
a case, in the event that a value other than the above range of values is set, the imaging
apparatus according to the present embodiment rounds off this value to the settable
upper limit value or lower limit value.

In the event that a value smaller than -1.0 is received as the BoundaryOffset value,
such as -2.5 for example, the imaging apparatus according to the present embodiment
uses -1.0 as this BoundaryOffset value. Also, in the event that a value greater than 1.0
is received as the BoundaryOffset value, such as 3.1 for example, the imaging
apparatus according to the present embodiment uses 1.0 as this BoundaryOffset value.

Note that with the embodiment described above, a configuration is employed where,
in the event that a value outside of the range of settable values is set, the imaging
apparatus according to the present embodiment rounds off this value to the settable
upper limit value or lower limit value, but this configuration is not restrictive.

For example, an arrangement may be made such that an error is returned to the Se-
tImagingSettings command received form the external client. In this case, a response

code to the effect that the BoundaryOffset value is invalid is described in the SetImag-
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ingSettingsResponse to be transmitted which the imaging apparatus according to the
present embodiment returns.

Accordingly, with the present embodiment, a SetImagingSettingsResponse in which
a response code to the effect that the BoundaryOffset value is invalid has been
described is equivalent to error information. Note that here, error information is a
response to the SetImagingSettings command in which the value of the IrCutFilter
field has been set to Auto.

It can also be said that the IrCutFilterAutoAdjustment field according to the present
embodiment is an optional parameter for adjusting the switching timing of the infrared
cut filter.

Also, BoundaryType according to the present embodiment identifies which boundary
parameters such as BoundaryOffset and ResponseTime for example, are used at. An
identified boundary is a boundary at which to automatically switch the infrared cut
filter, for example. Now, the value Common for the BoundaryType means that these
parameters will be used not only for the boundary in a case of automatically switching
the infrared cut filter to valid, but also for the boundary in a case of automatically
switching the infrared cut filter to invalid. Also, the values ToOn and ToOff for
BoundaryType each mean that these parameters will be used for one of the boundary in
a case of automatically switching the infrared cut filter to valid, and the boundary in a
case of automatically switching the infrared cut filter to invalid.

Also, the BoundaryOffset field according to the present embodiment adjusts the
boundary exposure level for switching between valid (On) and invalid (Off) of the
infrared cut filter, for example. The value of this BoundaryOffset field is a value
normalized to between -1.0 to +1.0 for example, and has no unit. Further, the initial
value of the BoundaryOffset field is 0, with -1.0 being the darkest and +1.0 being the
brightest.

Note that the GetService command according to the present embodiment is a
command to query the device which has received this command (e.g., the imaging
apparatus according to the present embodiment) regarding the functions provided
thereby. Also, Imaging Service according to the present embodiment is a service
performing settings relating to imaging, such as exposure, shutter speed, vibration
proofing, and so forth.

Also, the imaging apparatus and the client device according to the present em-
bodiment save commands defined in XSD according to the present embodiment, in file
format.

Also, we will say that an address indicating the Imaging Service of the imaging
apparatus according to the present embodiment is the same as an address indicating the

Video Analytics Service of the imaging apparatus, and an address indicating the PTZ
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Service of the imaging apparatus. However, this arrangement is not restrictive, and

these addresses may be different from each other.
Also, the present invention may be realized by executing the following processing.

That processing is to supply software (program) realizing the functions of the em-
bodiment described above to a system or device via a network or various types of
recording media, and a computer (or CPU, MPU, etc.) of the system or device reading
out and executing the program.

While the present invention has been described with reference to exemplary em-
bodiments, it is to be understood that the invention is not limited to the disclosed
exemplary embodiments. The scope of the following claims is to be accorded the
broadest interpretation so as to encompass all such modifications and equivalent
structures and functions.

This application claims the benefit of Japanese Patent Application No. 2012-115700
filed May 21, 2012 and No. 2013-041155 filed March 1, 2013, which are hereby in-
corporated by reference herein in their entirety.

Reference Signs List

4 Infrared cut filter (IRCF)

18 Luminance measurement circuit

20 Determining circuit

14 Communication circuit (I/F)

22 Clock circuit

24 IRCF driving circuit

26 Central processing unit (CPU)
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Claims

An imaging apparatus connected to an external client device via a
network, the imaging apparatus comprising:

an imaging optical system;

an imaging unit configured to image an image of a subject formed by
the imaging optical system;

an infrared cut filter configured to cut infrared light;

an insertion/retraction unit configured to insertion and retraction the
infrared cut filter to and from an optical path of the imaging optical
system;

a reception unit configured to receive, from the external client via the
network, automatic adjustment information relating to insertion/re-
traction of the infrared cut filter, along with an automatic insertion/re-
traction control command for the imaging apparatus to automatically
control insertion/retraction of the infrared cut filter by the insertion/re-
traction unit;

a control unit configured to automatically control the insertion/re-
traction unit, based on the automatic insertion/retraction command
received by the reception unit; and

a transmission unit configured to transmit insertion/retraction
specifying information relating to the automatic adjustment information
to the external client via the network;

wherein the insertion/retraction specifying information transmitted by
the transmission unit indicates whether or not automatic adjustment in-
formation used by the control unit can be specified for each of a case
where the infrared cut filter is inserted into the optical path and a case
where the infrared cut filter is retracted from the optical path.

The imaging apparatus according to Claim 1, wherein the insertion/re-
traction information indicates whether the automatic adjustment in-
formation used by the control unit can be individually specified for
each of a case where the infrared cut filter is inserted into the optical
path and a case where the infrared cut filter is retracted from the optical
path, or the automatic adjustment information can be specified in
common.

The imaging apparatus according to Claim 2, wherein the insertion/re-
traction information can describe insertion specifiable information in-

dicating that automatic adjustment information used by the control unit
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can be specified for a case of inserting the infrared cut filter into the
optical path, and retraction specifiable information indicating that
automatic adjustment information used by the control unit can be
specified for a case of retracting the infrared cut filter from the optical
path, in that order.

The imaging apparatus according to any one of Claims 1 through 3,
wherein, after insertion/retraction information is transmitted by the
transmission unit, the reception unit receives the automatic adjustment
information along with the automatic insertion/retraction command,
from the external client via the network.

The imaging apparatus according to any one of Claims 1 through 4,
wherein the reception unit receives the insertion/retraction specifying
information along with the automatic adjustment information, from the
external client via the network.

The imaging apparatus according to any one of Claims 1 through 5,
further comprising:

a first determining unit configured to determine whether or not the
reception unit has received the insertion/retraction specifying in-
formation along with the automatic adjustment information; and

a reply unit configured to reply, in the event that the first determining
unit determines that the reception has not occurred, error information as
a reply to the automatic insertion/retraction control command received
by the reception unit.

The imaging apparatus according to Claim 6, further comprising:

a second determining unit configured to determine whether or not
insertion/retraction specifying information received by the reception
unit and insertion/retraction specifying information transmitted by the
transmission unit agree;

wherein the replay unit returns error information as a replay to the
automatic insertion/retraction control command received by the
reception unit in the event that the second determining unit determines
that these do not match.

The imaging apparatus according to any one of Claims 4 through 7,
wherein the automatic insertion/retraction control command can
describe each of the insertion/retraction specifying information and the
automatic adjustment information, in that order.

The imaging apparatus according to any one of Claims 1 through &,

wherein the automatic adjustment information includes brightness in-
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formation relating to the brightness of the subject.

The imaging apparatus according to Claim 9, wherein the range of
brightness information is restricted to a predetermined range.

The imaging apparatus according to Claim 10, wherein the automatic
adjustment information includes response time information relating to
response time of insertion/retraction of the infrared cut filter.

A client device connected via a network to an imaging apparatus which
includes an imaging optical system, an imaging unit configured to
image an image of a subject formed by the imaging optical system, an
infrared cut filter configured to cut infrared light, an insertion/retraction
unit configured to insertion and retraction the infrared cut filter to and
from an optical path of the imaging optical system, and a control unit
configured to automatically control the insertion/retraction unit, the
client device comprising:

a transmission unit configured to transmit, to the imaging apparatus via
the network, automatic adjustment information relating to insertion/re-
traction of the infrared cut filter, along with an automatic insertion/re-
traction control command for the imaging apparatus to automatically
control insertion/retraction of the infrared cut filter by the insertion/re-
traction unit; and

an acquisition unit configured to acquire insertion/retraction specifying
information relating to the automatic adjustment information used by
the control unit, from the imaging apparatus via the network;

wherein the insertion/retraction specifying information acquired by the
acquisition unit indicates whether or not automatic adjustment in-
formation used by the control unit can be specified for each of a case
where the infrared cut filter is inserted into the optical path and a case
where the infrared cut filter is retracted from the optical path.

The client device according to Claim 12, wherein the insertion/re-
traction information indicates whether the automatic adjustment in-
formation used by the control unit can be individually specified for
each of a case where the infrared cut filter is inserted into the optical
path and a case where the infrared cut filter is retracted from the optical
path, or the automatic adjustment information can be specified in
common.

The client device according to Claim 13, wherein the insertion/re-
traction information can describe insertion specifiable information in-

dicating that automatic adjustment information used by the control unit
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can be specified for a case of inserting the infrared cut filter into the
optical path, and retraction specifiable information indicating that
automatic adjustment information used by the control unit can be
specified for a case of retracting the infrared cut filter from the optical
path, in that order.

The client device according to any one of Claims 12 through 14,
wherein, after insertion/retraction information is acquired by the ac-
quisition unit, the transmission unit transmits the automatic adjustment
information along with the automatic insertion/retraction command, to
the imaging apparatus via the network.

The client device according to any one of Claims 12 through 15,
wherein the transmission unit transmits the insertion/retraction
specifying information along with the automatic adjustment in-
formation, to the imaging apparatus via the network.

The client device according to either Claim 15 or 16, wherein the
transmission unit transmits insertion/retraction specifying information
which matches the insertion/retraction specifying information acquired
by the acquisition unit, to the imaging apparatus via the network.

The client device according to any one of Claims 15 through 17,
wherein the automatic insertion/retraction control command can
describe each of the insertion/retraction specifying information and the
automatic adjustment information, in that order.

The client device according to any one of Claims 12 through 18,
wherein the automatic adjustment information includes brightness in-
formation relating to the brightness of the subject.

The client device according to Claim 19, wherein the range of
brightness information is restricted to a predetermined range.

The client device according to Claim 20, wherein the automatic ad-
Justment information includes response time information relating
response time of insertion/retraction of the infrared cut filter.

An imaging system configured of an imaging apparatus, and an
external client device connected to the imaging apparatus via a
network;

the imaging apparatus including

an imaging optical system,

an imaging unit configured to image an image of a subject formed by
the imaging optical system,

an infrared cut filter configured to cut infrared light,
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an insertion/retraction unit configured to insertion and retraction the
infrared cut filter to and from an optical path of the imaging optical
system,

a reception unit configured to receive, from the client device via the
network, automatic adjustment information relating to insertion/re-
traction of the infrared cut filter, along with an automatic insertion/re-
traction control command for the imaging apparatus to automatically
control insertion/retraction of the infrared cut filter by the insertion/re-
traction unit, and

a control unit configured to automatically control the insertion/re-
traction unit, based on the automatic insertion/retraction command
received by the reception unit; and the client device including

an acquisition unit configured to acquire insertion/retraction specifying
information relating to the automatic adjustment information used by
the control unit, from the imaging apparatus via the network;

wherein the insertion/retraction specifying information indicates
whether or not automatic adjustment information used by the control
unit can be specified for each of a case where the infrared cut filter is
inserted into the optical path and a case where the infrared cut filter is
retracted from the optical path.

A control method of an imaging apparatus which includes an imaging
optical system, an imaging unit configured to image an image of a
subject formed by the imaging optical system, an infrared cut filter
configured to cut infrared light, an insertion/retraction unit configured
to insertion and retraction the infrared cut filter to and from an optical
path of the imaging optical system, and a control unit configured to au-
tomatically control the insertion/retraction unit,

connected to an external client device via a network, the method
comprising:

a reception step to receive, from the external client via the network,
automatic adjustment information relating to insertion/retraction of the
infrared cut filter, along with an automatic insertion/retraction control
command for the imaging apparatus to automatically control insertion/
retraction of the infrared cut filter by the insertion/retraction unit;

a control step to automatically control the insertion/retraction unit,
based on the automatic insertion/retraction command received in the
reception step; and

a transmission step to transmit insertion/retraction specifying in-
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formation relating to the automatic adjustment information to the
external client via the network;

wherein the insertion/retraction specifying information transmitted in
the transmission step indicates whether or not automatic adjustment in-
formation used by the control unit can be specified for each of a case
where the infrared cut filter is inserted into the optical path and a case
where the infrared cut filter is retracted from the optical path.

A control method of a client device connected via a network to an
imaging apparatus which includes an imaging optical system, an
imaging unit configured to image an image of a subject formed by the
imaging optical system, an infrared cut filter configured to cut infrared
light, an insertion/retraction unit configured to insertion and retraction
the infrared cut filter to and from an optical path of the imaging optical
system, and a control unit configured to automatically control the
insertion/retraction unit, the method comprising:

a transmission step to transmit, to the imaging apparatus via the
network, automatic adjustment information relating to insertion/re-
traction of the infrared cut filter, along with an automatic insertion/re-
traction control command for the imaging apparatus to automatically
control insertion/retraction of the infrared cut filter by the insertion/re-
traction unit; and

an acquisition step to acquire insertion/retraction specifying in-
formation relating to the automatic adjustment information used by the
control unit, from the imaging apparatus via the network;

wherein the insertion/retraction specifying information acquired in the
acquisition step indicates whether or not automatic adjustment in-
formation used by the control unit can be specified for each of a case
where the infrared cut filter is inserted into the optical path and a case
where the infrared cut filter is retracted from the optical path.

An control method of an imaging system configured of an imaging
apparatus, and an external client device connected to the imaging
apparatus via a network,

the imaging apparatus including

an imaging optical system,

an imaging unit configured to image an image of a subject formed by
the imaging optical system,

an infrared cut filter configured to cut infrared light, and

an insertion/retraction unit configured to insertion and retraction the
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infrared cut filter to and from an optical path of the imaging optical
system,

the method comprising:

at the imaging apparatus,

a reception step to receive, from the client device via the network,
automatic adjustment information relating to insertion/retraction of the
infrared cut filter, along with an automatic insertion/retraction control
command for the imaging apparatus to automatically control insertion/
retraction of the infrared cut filter by the insertion/retraction unit; and
a control step to automatically control the insertion/retraction unit,
based on the automatic insertion/retraction command received in the
reception step; and at the client device,

an acquisition step to acquire insertion/retraction specifying in-
formation relating to the automatic adjustment information used in the
control step, from the imaging apparatus via the network;

wherein the insertion/retraction specifying information indicates
whether or not automatic adjustment information used in the control
step can be specified for each of a case where the infrared cut filter is
inserted into the optical path and a case where the infrared cut filter is

retracted from the optical path.
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[Fig. 2A]

<xs:complexType name="ImagingSettings20">
<xs.sequence>
<xs:element name="Brightness” type="tt FloaRange’ minOccurs='0"/>
<xs:element name="Contrast’ type="tt:FloatRange” minOccurs="0"/>
<xs:element name="rCutFterModes' -’ttl utFllterMode minOccurs="0" maxQccurs="unbounded’/>
<xs:élement name="Sharpness’ type="tFloa Ranae minQccurs="0"/>
<rsielement name="WhiteBalance' type="ttWhiteBalanceOptions20’ minOccurs="0'f>
<Ixs:sequence>
<xs:anyAttribute processContents="lax'>
</xs.complexType>

[Fig. 2B]

<xs:simpleType name= IrCu Filterode”>
<xsrestriction base="xs:string’>
<xs:enumeration value="ON’/>
<xs:enumeration value="OFF"/>
<xs:enumeration value="AUTO"/>
</xsirestriction>
</xs:simpleType>

[Fig. 2C]
<xs.element name="IrCutFiterAutoAdjustment’ type="tt IrCutFilterAutoAdjustment’ minOccurs="0" maxQOccurs="2" >
[Fig. 2D]

<xs.complexType name="IrCutFilterAutoAdjustment>
<xs:sequence>
<xs-element name="BoundaryT e” "t IrCutFilterAut oBoundaryType
<xs:element name="BrightnessOffse type xsfoat’ minQccurs="0' />
<xs:element name="ResponseTime" type="xs.duration” minOccurs= “0” />
</xs:sequence>
</xs:complexType>

[Fig. 2E]

<xssimpleType name="IrGutFitterAutoBoundaryType™>
<xsrrestriction base="xs:string™
<xs:enumeration value="Common” />
<xs:enumeration value="0ff />
<xs:enumeration value="On’f>
<xs:enumeration value="Extended’/>
<Jxs:restriction>
<xs:simpleType>
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[Fig. 3A]

<s:Bod
xmins; xym ="http://www.w3.0rg/200 1/XMLSchema-instance”
xming:xsd="http:/fwww.w3. org/2001/XMLSchema”>
<SetimagingSettings xmins="http:/www.onvif orgiver20/imaging/wsd">
<VideoSourceToken>0</VideoSourceToken>
<ImagingSetiings>
<|rCutFilter xmins="http://www.onvif.orgiver 10/schema’

<IrCutFilter>
<IrCutFilterAutoAdjustment>
<Boundary Type>Off</ BoundaryT pe>
<BrightnessOffset>3</ Bng nessOffset>
<ResponseTime>PT1M30S</ResponseTime
<IrCutFilterAutoAdjustment>
</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>

[Fig. 3B]

<s:Bod
xming: xy3| ="http:fwww.w3,0rg/200 1/XMLSchema-instance”
xmins:xsd="http:/fwww.w3.0rg’2001/XMLSchema'>
<SetmagingSettings xmins="http:/www.onvif.orgiver20/imaging/wsd’">
<VideoSourceToken>0</VideoSourceToken>
<ImagingSetiings>
<|rCutFilter xmins="http://www.onvif.orgiver 10/schema’
AUTO
<IrCutFilter>
<IrCutilt erAutoAdJus ment>
<BoundaryType>On</Boundary Type>
<Brig htnergsé%se >25¢/ Bnght;]yesyspOffset
<IrCut F||terAu foAdjustment>
</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>
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[Fig. 3C]

<s:Body
xmIns:xsi=”htt{)://www.wS.org/2001/XMLSchema-instance”
xming:xsd="http:/fwww.w3.0rg/2001/XMLSchema'>
<SetimagingSettings xmins="http:/www.onvif orgiver20/imaging/wsd">
<VideoSourceToken>0</VideoSourceToken>
<|magingSettin?s>
f\ltrJer(J)tFi ter xmins="http:/www.onvif.orgiver 10/schema’
<IrCutFilter>
<|rCutFiIterAutoAdestmenP
<Boundary Type>Common</Boundary Type>
<IrCutFilterAutoAdjustment>

</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetlmagingSettings>
</s:Body>
[Fig. 3D]
<s:Body

xmins:xsi="http:/www.w3,0rg/2001/XMLSchema-instance”
xming:xsd="http: fwww.w3.0rg/2001/XMLSchema’> .
<Set|ma%in Settings xmIns:”htt;):(/www.onvif.org/ver20/imag|ng/wsd|”>
<VideoSourceToken>0</VideoSourceToken>
<|maging18ettin?s> .
/<\ LrJCTl(J)tFi ter xmins="http:/www.onvif.org/ver10/schema’
<IrCutFilter>
</ImagingSettings> .
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>
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[Fig. 7A]

<xs:complexType name="ImagingSettings20™>
<xs:sequence>
<xselement name="Brightness' type="t FIoatRange minQOccurs="0"/>
<xs:element name="Contrast’ type="tt:FloatRange” minOccurs="0"/>
<xs:element name="IrCutFilterModes’ type="ttIrCutfiterMode” minOccurs="0" maxQccurs="unbounded'/>
<xselement name="sharpness’ type="tt oatRange minQccurs="0"/>
<xs:element name="WhiteBaance’ ype="tt WhiteBalanceOpions20" minQccurs="0'l>
<Ixs:sequence>
<xs:anyAttribute processContents="lax'/>
</xs.complexType>

[Fig. 7B]

<xs:simpleType name="IrCutFilierMode”>
<xsrestriction hase="xs:string’>
<xs.enumeration value="ON'/>
<xs:enumeration value="OFF"/>
<xs.enumeration value="AUTO’/>
<Ixsrestriction>
</xs:simpleType>

[Fig. 7C]

<xs:element name="IrCutFiterAutoAdjustment’ type="tt IrCutFilterAutoAdjustment’ minOccurs="0" maxQccurs="2" />
[Fig. 7D]

<xs:complexType name="IrCutFilterAutoAdjustment’>
<xs:sequence>
<xs.element name="BoundaryType' :ype ="ttIrCutFilterAut oBoundaryType
<xs:element name="BrightnessUffset’ type="xs:float’ minQccurs="0
<xs:element name-”ResponseTme ype='xs.duration” minOccurs= “0”/
<xs:sequence>
</xs:.complexType>

[Fig. 7E]

<xs:simpleType name= ”IrCutFllterAutoBoundayType”>
<xsrestriction base="xs: stnng >
<xs.enumeration value="Common” />
<xs:enumeration value="ToOn’/>
<xs:enumeration value="ToOff >
<xs:enumeration value="Extended’/>
<Ixsrestiction>
<xs:simpleType>
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[Fig. 8A]

<s:Bod
xmlns:xysi =http:/www.w3.0rg/2001/XMLSchema-instance”
xming:xsd="http:/www. w3, org/2001/XMLSchema”>
<SetimagingSettings xmins="htlp://www.onvif org/ver20/imagingiwsdr'>
<VideoSourceToken>0</VideoSourceToken>
<ImagingSettings>
<IrCutFilter xmins="http:/lwww.onvif org/ver10/schema”>

</rCutFilter>
<|rCuBF|| eEjAu oTAdJus}mgr%t o
<BoundaryType>ToOff</Bounda
<BoundaxO¥P >-(052¢/ Boundary gﬁ
<Resp0nseT|me>PT1M308</ResponseT|me>
</IrCutFilterAutoAdjustment>
</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>

[Fig. 8B]

<s:Bod
xmlns:xysi ="htto:/www.w3.0rg/2001/XMLSchema-instance”
xming:xsc="htp:/www.w3. org/2001/XMLSchema”>
<SetlmagingSettings xmins="htip:/www.onvif org/ver20/imagingiwsdr’>
<VideoSourceToken>0</VideoSourceToken>
<ImagingSettings>
<IrCutFilter xmins="http:/lwww.onvif org/ver10/schema™

</rCutFilter>
<IrCutFitterAutoAdjustment>
<BoundaryT¥Fe>ToOn< BoundaryT}/ e>
<BoundaryQftset>0.65</BoundaryOffset>
<ResponseTime>PT1M 1OS</ResponseT|me>
<IrCutFilterAutoAdjustment>
</ImagingSetings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>
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[Fig. 8C]
<s:Body
xming:xsi="http:/fwww w3.org/2001/XMLSchema-instance”
xming:xsd="http:/www w3.0rg/2001/XMLSchema™
<SetlmagingSettings xmins="http:www.onvif.orgiver20fimaging/wsdl">
<VideoSourceToken>0</VideoSourceToken>
<ImagingSettings>
;ILrJCTt(J)tFiIter xmins="http:/www.onvif.orgiver10/schema’™
<IrCutFilter>
<IrCutFilterAutoAdjustment>
<BoundaryTyPe>Common</Boundar Type>
<BoundaryQffset>0.52</BoundaryOffset>
<ResponseTime>PT1M155</ResponseTime>
</IrCutFilterAutoAdjustment>
<[ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetlmagingSettings>
</s:Body>
[Fig. 8D]
<s.Body
xming:xsi="http:/fwww.w3.0rg/200 1/XMLSchema-instance”
xmins:xsd="http:/fwww.w3.0rg’2001/XMLSchema’>
<SetlmagingSettings xmins="http:/fwww.onvif.org/ver20imaging/wsdr’>
<VideoSourceToken>0<NideoSourceToken>
<ImagingSetiings>
;\ILrJCTlé)tFilter xmins="http:/www.onvif.orgiver 10/schema’
</IrCutFilter>
</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
<Js:Body>
[Fig. 8E]

<s:Bod
xm|ns:>2/si=”http://www.w3.org/2001/XMLSchema-instance”
xming:xsd="http:/www.w3.0rg/2001/XMLSchema™
<SetlmagingSettings xmins="http:/www.onvif.org/ver20fimaging/wsdl">
<VideoSourceToken>0</VideoSourceToken>
<ImagingSettings>
<IrCutFilter xming="http:/www.onvif.orgiver10/schema’

ON
<IIrCutFilter>
</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>
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[Fig. 8F]

<s:Bod
xmlns:>2,si ="http:/fwww.w3.0rg/2001/XMLSchema-instance”
xming:xsd="http:/www.w3.0rg/2001/XMLSchema’>
<SetlmagingSettings xmlns “http:www.onvif.orgiver20/imagingiwsdr™
<VideoSourceToken>0</VideoSourceToken>
<ImagingSettings>
(<)||r:CFu tFilter xmins="http:/www.onvif org/ver1(/schema’™
</IrCutFilter>
</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>

[Fig. 8G]

<s:Body
xming:xsi="http:/fwww.w3.0rg/2001/XMLSchema-instance”
xming:xsd="http:www w3.0rg/2001/XMLSchema™>
<SetlmagingSettings xmins="http:www.onvif.orgiver20/imaging/wsd’">
<VideoSourceToken>0</VideoSourceToken>
<ImagingSettings>
<IrCutFilter xmins="htp:/www.onvif.org/ver10/schema’>
AUTO
</IrCutFilter>
<IrCutFilterAutoAdjustment>
<BoundaryType>ToOn</BoundaryType>
<BoundaryQftset>0.16</BoundaryQffset>
<ResponseTime>PT1M30S</ResponseTime>
</rCutFilterAutoAdjustment>
<IrCut EH er/d\u 0_/|:\de3 rTne(g]Ef B
<BoundaryType>ToOff</Bounda
<Boundag0¥r >-(.62¢ Boundarryy({ﬁ
<ResponseT|me>PT M10S¢ ResponseT|me>
</IrCutFilterAutoAdjustment>
</ImagingSettings>
<ForcePersistence>false</ForcePersistence>
</SetimagingSettings>
</s:Body>
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[Fig. 10A]

<s:Bod
xmIns:)zlsif’http:l/www.w3.org/2001/XMLSchema-instance"
xming:xsd="http:/fwww.w3.0rg/2001/XMLSchema”>
<GetOptions xmins="http: fwww.onvif.org/ver20fmaging/wsdl"
<VideoSourceToken>0</VideoSourceToken>
</GetOptions>
</s:Body>

[Fig. 10B]

<s:Bod
xmIns:)zlsi=”http://www.wS.org/ZOO1/XMLSchema-instance"
xmIns:xsd:”httﬁ://www.w&org/2001/XMLSchema”>
xming:img20="http://www.onvif.orgiver20/schema’>
<GetOptionsResponse xmins="http:/fwww.onvif. org/ver20fimagingfwsal™>
<ImagingOptions20>
<img20:IrCutF lterModes>ON</img20:/rCutFilterModes>
<img20:rCutFiterModes>OFF</img20:IrCutFilterModes>
<img20:IrCutFilterModes>AUTO</img20: rCutFilterModes>
</ImagingOptions20>
<ImagingOptions20E xtention>
<ImagingOptions20E xtention2>
<IrCutFilterAutoAdjustmentOptions>
<img20:Modes>Common</img20:Mode>
<img20:BoundaryOffset>true<fimg20:BoundaryOffset>
<img20:ResponseTime>
<img20:Min>PT0S</img20:Min>
<img20:Max>PT30M</img20:Max>
<fimg20:ResponseTime>
<fIrCutFilterAutoAdjustment>
</ImagingOptions20Extention>
</ImagingOptions20Extention2>
</GetOptionsResponse>
</s:Body>
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[Fig. 10C]

<s:Bod
xm|ns:xysi=”http://www.wS.org/QOO1/XMLSchema—instance"
xm|ns:xsd=”httg://www.w3.org/2001/Xl\/|LSchema”>
xmins:img20="http:/www.onvif org/ver20/schema™> o
<GetOptionsResponse xmins="http:www.onvif orgiver20fimaging/wsdl”
<ImagingOptions20>
<img20:rCutfilterModes>ON</img20:IrCutFilterModes>
<img20: rCutfilterModes>OF F</img20:IrCutFilterModes>
<img20:rCutFilterModes>AUTO</img20:IrCutFilterModes>
</ImagingOptions20>
<ImagingOptions20Extention>
<|magin%()(PtionSZOExtention2> .
<IrCutFilterAutoAdjustmentOptions>
<img20:Modes>ToOn</img20:Mode>
<img20:Modes>ToOff</img20: Mode>
<img20:BoundaryOffset>true</img20:BoundaryOffset>
<img20:ResponseTime> .
<img20:Min>PT0S</img20:Min>
<img20:Max>PT30M</img20:Max>
<fimg20:ResponseTime>
<[IrCutFilterAutoAdjustment>
</ImagingOptions20Extention>
</ImagingOptions20Extention2>
</GetOptionsResponse>
</s:Body>
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[Fig. 11]
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