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( 57 ) ABSTRACT 

A sensor fusion system for an autonomous vehicle and / or 
advanced driver assistance systems ( ADAS ) that combines 
measurements from multiple independent sensors to gener 
ate a better output . The multiple sensors can interact and 
perform “ cross - training ” for enhanced sensor performance . 
The sensor fusion system utilizes data exchange and cross 
training between sensors for enhanced sensor performance 
while constantly improving sensor fusion results . Some 
exemplary embodiments of the present disclosure provide a 
system for an autonomous vehicle and / or a vehicle ADAS 
that combines information from independent sensors in 
order to accurately distinguish environmental objects and 
movements . This allows the vehicle to accurately make 
informed navigation decisions based on the environmental 
surroundings . The sensor fusion system can exchange 
ground truth information between the sensors related to a 
same object , which allows for constant machine learning 
object classification and constant speed / distance estimation 
calibration . 
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METHOD AND APPARATUS FOR 
ENHANCED CAMERA AND RADAR SENSOR 

FUSION 

ception requirements that allows for better target classifica 
tion . There have also been recent advancements in machine 
learning based radar target classification , which not only 
relies on the objects ' spatial image but also takes advantage 
of the objects ' temporal characteristics ( e.g. the torso / arms / 
legs movement pattern that generates the so - called micro 
Doppler effects ) . However , to achieve suitable classification 
performance , it requires a great amount of training data , 
which requires sizable efforts to collect and label . 
[ 0008 ] Progress has also been made on distance and speed 
quantification for cameras . However , most of the algorithms 
depend on the optical projection geometry and the measure 
ments are sensitive to camera parameters ( e.g. the lens 
angle / focus / etc . ) and the reference scale , which can vary 
over time and environment . Without proper calibration , the 
accuracy is not guaranteed . 
[ 0009 ] Traditionally in sensor fusion , each sensor operates 
independently and feeds measurements to the sensor fusion 
module , which combines all of the observations to generate 
an optimum output . There are no interactions among the 
sensors to improve the performance of each individual 
sensor . 

SUMMARY 

BACKGROUND 
[ 0001 ] The background description provided herein is for 
the purpose of generally presenting the context of the 
disclosure . Unless otherwise indicated herein , the materials 
described in this section are not prior art to the claims in this 
application and are not admitted to be prior art by inclusion 
in this section . 
[ 0002 ] A self - driving or autonomous vehicle is a vehicle 
that is capable of sensing its environment and moving with 
little or no human input . Autonomous vehicles combine a 
variety of sensors to perceive their surroundings , such as 
radar , computer vision , camera , Lidar , sonar , GPS , odometry 
and inertial measurement units . Advanced control systems 
interpret sensory information to identify appropriate navi 
gation paths , as well as obstacles and relevant signage . 
[ 0003 ] Various types of advanced driver assistance sys 
tems ( ADAS ) have been developed for the convenience and 
safety of drivers . ADAS performs auxiliary controls with 
respect to acceleration and deceleration , steering , and the 
like of vehicles on the basis of information about a sur 
rounding environment , such as a distance and a speed 
obtained by sensors . ADAS systems include , for example , a 
smart cruise control ( SCC ) system that automatically adjusts 
the vehicle speed to maintain a safe distance from vehicles 
ahead , a lane keeping assist system ( LKAS ) that helps keep 
a vehicle into its lane through control of steering , and a smart 
parking assist system ( SPAS ) that automatically recognizes 
and parks a vehicle . 
[ 0004 ] Autonomous driving and ADAS demand reliable 
environmental sensing , and each of the many different 
sensors has its own merits and shortcomings . For example , 
cameras capture high quality images and are good at sce 
nario interpretation ( object detection and classification ) , but 
they do not perform as well for measuring distance and 
speed . Cameras can also be sensitive to lighting and weather 
conditions . On the other hand , radars re robust to all 
weather conditions and provide accurate distance and speed 
measurements , but they are usually limited in imaging 
resolution and lack classification capabilities ( i.e. , radars can 
detect objects but are unable to tell what the objects are ) . 
Thus , the strengths and weaknesses of cameras and radars 
are very complementary . 
[ 0005 ] Sensor fusion is a common approach in autono 
mous driving systems in which the sensory data and mea 
surements from disparate sources and / or multiple sensors 
are combined such that the resulting information has less 
uncertainty than would be possible when these sources were 
used individually . This provides for a more robust and 
accurate output . At the same time , each individual sensor 
technology is continuously making improvements for better 
sensor perception performance . An example of Lidar / radar 
sensor fusion in autonomous vehicle systems is provided by 
U.S. Pat . No. 9,097,800 , incorporated by reference . 
[ 0006 ] Radar is an object - detection system that uses radio 
waves to determine the range , angle , or velocity of objects . 
Existing methods try to combine radar spatial images with 
temporal information ( e.g. micro - Doppler effects ) . For this 
purpose , the radar may have to output at a high frame rate . 
[ 0007 ] Radar development has been evolving from basic 
detection and ranging functions to the more advanced per 

[ 0010 ] A sensor fusion system for an autonomous vehicle 
and / or advanced driver assistance systems ( ADAS ) is dis 
closed that combines measurements from multiple indepen 
dent sensors to generate a better output . The multiple sensors 
can interact and perform “ cross - training ” for enhanced sen 
sor performance . The sensor fusion system utilizes data 
exchange and cross - training between sensors for enhanced 
sensor performance while constantly improving sensor 
fusion results . 
[ 0011 ] Some exemplary embodiments of the present dis 
closure provide a system for an autonomous vehicle and / or 
a vehicle ADAS that combines information from indepen 
dent sensors in order to accurately distinguish environmental 
objects and movements . This allows the vehicle to accu 
rately make informed navigation decisions based on the 
environmental surroundings . The sensor fusion system can 
exchange ground truth information between the sensors 
related to a same object , which allows for constant machine 
learning object classification and constant speed / distance 
estimation calibration . 
[ 0012 ] Some exemplary embodiments of the present dis 
closure provide a non - transitory computer readable medium 
storing instructions that , when executed by one or more 
processors in a computing device , cause the computing 
device to perform operations that includes exchanging 
ground truth information between sensors associated with an 
autonomous vehicle and utilizing the ground truth informa 
tion to train the sensors for object classification and distance ! 
speed calibration . 
[ 0013 ] Some exemplary embodiments of the present dis 
closure provide a sensor fusion system that combines infor 
mation from a camera device and a radio detection and 
ranging ( RADAR ) device associated with a vehicle or an 
autonomous vehicle . 
[ 0014 ] Because cameras are good at object detection and 
classification , the data obtained from the camera can be used 
as the “ ground truth ” to train the machine learning based 
radar classification , rather than relying on manual labeling . 
This can greatly improve the training efficiency . 
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[ 0015 ] Since radars can measure distance and speed with 
very high accuracy , the measurement results from radars can 
be used as the “ ground truth ” to calibrate the camera's 
distance and speed estimation algorithms . This operation 
will also reduce or eliminate human involvement and keep 
the distance / speed calibration consistently up to date . 
[ 0016 ] In some exemplary embodiments of the present 
disclosure , the sensor cross - training is active and operating 
when the sensors are working under very good or optimal 
conditions . For example , a camera will work well during the 
day time and in good lighting , and radars perform well 
without the presence of electromagnetic interference . Under 
these conditions , the camera can accumulate a large amount 
of the most accurate and precise training data for radar 
calibration , and performance can continually improve with 
more training . In some exemplary embodiments , the camera / 
speed estimation can be constantly calibrated by radar and 
thus the sensors are able to always work at their most 
accurate . 
[ 0017 ] In some exemplary embodiments of the present 
disclosure , one or more of the sensors can operate on their 
own , after training , to identify objects . For instance , if one 
sensor fails , another trained sensor can take over measure 
ments or complement through sensor fusion techniques . In 
some exemplary embodiments , a trained RADAR sensor 
can operate without sensor input from a camera , for 
example , during night time or bad weather when a camera 
may not be working at its best . The well - trained RADAR 
sensor can then take over most or all of measurements . In 
other exemplary embodiments , when a RADAR sensor fails , 
for example due to interference , the well - trained and cali 
brated camera can still deliver accurate distance / speed mea 
surements in place of the RADAR . 
[ 0018 ] These and other features , advantages and objects of 
the disclosure will be further understood and appreciated to 
those of ordinary skill in the art by reference to the following 
description and drawings . 

[ 0023 ] As used herein , the word “ exemplary ” means 
" serving as an example , instance or illustration . ” The 
embodiments described herein are not limiting , but rather 
are exemplary only . It should be understood that the 
described embodiments are not necessarily to be construed 
as preferred or advantageous over other embodiments . 
Moreover , the terms “ embodiments of the invention ” , 
" embodiments ” or “ invention ” do not require that all 
embodiments of the invention include the discussed feature , 
advantage or mode of operation . 
[ 0024 ] Further , many embodiments are described in terms 
of sequences of actions to be performed by , for example , 
elements of a computing device . It will be recognized that 
various actions described herein can be performed by spe 
cific circuits ( e.g. , application specific integrated circuits 
( ASICs ) ) , by program instructions being executed by one or 
more processors , or by a combination of both . Additionally , 
these sequence of actions described herein can be considered 
to be embodied entirely within any form of computer 
readable storage medium having stored therein a corre 
sponding set of computer instructions that upon execution 
would cause an associated processor to perform the func 
tionality described herein . Thus , the various aspects of the 
invention may be embodied in a number of different forms , 
all of which have been contemplated to be within the scope 
of the claimed subject matter . In addition , for each of the 
embodiments described herein , the corresponding form of 
any such embodiments may be described herein as , for 
example , " logic configured to " perform the described action . 
[ 0025 ] The present disclosure extends to systems , methods 
and computer program products for enhanced camera and 
radar sensor performance for autonomous driving that 
allows the autonomous vehicle to accurately make informed 
navigation decisions based on the environmental surround 
ings . The systems , methods and computer programs include 
interactions among the sensors and incorporate " cross - train 
ing ” between the camera ( s ) and radar ( s ) for enhanced sensor 
performance . 
[ 0026 ] FIG . 1 illustrates an exemplary embodiment of the 
present system . 
[ 0027 ] A sensor system 100 associated with an autono 
mous vehicle includes a camera 102 and a radar unit 104 . 
[ 0028 ] The camera 102 can be a photo - sensitive instru 
ment that is configured to capture a number of images of the 
environment surrounding the vehicle . The camera 102 can 
be a still camera or a video camera and can be configured to 
detect visible light , and / or to detect light from other portions 
of the spectrum , such as infrared or ultraviolet light . 
[ 0029 ] The camera 102 can be a two - dimensional detector , 
and / or can have a three - dimensional spatial range of sensi 
tivity . In some embodiments , the camera 102 can use one or 
more range detecting techniques . For example , the camera 
102 may include a range detector configured to generate a 
two - dimensional image indicating distance from the camera 
102 to a number of points in the environment . 
[ 0030 ] The camera 102 can use a narrow field - of - view 
( FOV ) lens to facilitate longer distance object tracking 
capability , or a wider FOV lens to sense objects closer to the 
vehicle . The camera 102 can have associated optics that are 
operable to provide an adjustable field of view . Further , the 
camera 102 can be mounted to the vehicle and can be 
movable such as by rotating and / or tilting . The camera 102 
can be mounted on a platform , and the camera and radar unit 
104 can be installed on the same platform . 

BRIEF DESCRIPTION OF THE FIGURES 

[ 0019 ] Advantages of embodiments of the present inven 
tion will be apparent from the following detailed description 
of the exemplary embodiments thereof , which description 
should be considered in conjunction with the accompanying 
drawings in which like numerals indicate like elements , in 
which : 
[ 0020 ] FIG . 1 is an exemplary block diagram of a sensor 
fusion system for autonomous vehicles that employs ground 
truth data exchange . 
[ 0021 ] FIG . 2 is an exemplary schematic illustration 
showing the operation of the sensor fusion system according 
to an embodiment of the disclosure . 

DETAILED DESCRIPTION 

[ 0022 ] Aspects of the invention are disclosed in the fol 
lowing description and related drawings directed to specific 
embodiments of the invention . Alternate embodiments may 
be devised without departing from the spirit or the scope of 
the invention . Additionally , well - known elements of exem 
plary embodiments of the invention will not be described in 
detail or will be omitted so as not to obscure the relevant 
details of the invention . Further , to facilitate an understand 
ing of the description discussion of several terms used herein 
follows . 
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[ 0031 ] FIG . 1 shows a single camera 102 , but the system 
can include a combination of more than one camera and the 
sensor data from each camera can be fused together into a 
view of the environment around the vehicle , as desired . 
[ 0032 ] According to some embodiments , camera 102 can 
be included with a computer vision system 106 that can 
process and analyze images captured by camera 102 to 
detect and identify objects and / or features 110 in the envi 
ronment surrounding the vehicle . The detected objects / 
features can include , for example , traffic signals , road way 
boundaries , other vehicles , pedestrians , bicyclists , obstacles , 
etc. 
[ 0033 ] The computer vision system 106 can employ an 
object recognition algorithm , a Structure From Motion 
( SFM ) algorithm , video tracking , and / or other available 
computer vision techniques to effect identification and / or 
classification of the detected objects / features . 
[ 0034 ] Radar unit 104 can represent a system that utilizes 
radio signals to sense objects within the local environment 
of the vehicle . Radar unit 104 can actively scan the sur 
rounding environment for the presence of potential 
obstacles . 
( 0035 ] According to some embodiments , radar unit 104 
can be included with a radar computer system 108 that can 
process and analyze radio signals captured by the radar unit 
104 to detect objects 112. In some embodiments , in addition 
to sensing the objects , the radar unit 104 and / or computer 
system 108 can be configured to sense the objects ' speed 
and / or distance 112 . 
[ 0036 ] The camera and radar sensor fusion system 120 
utilizes an algorithm ( or a computer program product storing 
an algorithm ) configured to accept data from the sensor 
system 100 as an input . The data input includes camera 
measurement data 114 and radar measurement data 116. The 
sensor fusion system 120 algorithm can include , for 
example , a Kalman filter , Bayesian network , etc. The sensor 
fusion system 120 produces an output for driving the 
autonomous vehicle 124 . 
[ 0037 ] Because cameras are good at object detection and 
classification , the classification results of camera 102 and / or 
computer vision system 106 can be used as the ground truth 
130 to train the machine learning based radar classification 
132 , rather than relying on manual labeling . This will greatly 
improve the training efficiency . 
[ 0038 ] Since radars can measure distance and speed with 
much higher accuracy , the measurement results from radar 
104 and / or radar computer system 108 can be used as the 
ground truth 134 to calibrate the camera's distance and 
speed estimation algorithms 136. This operation will also 
remove the human involvement and keep the calibration 
always up to date . 
[ 0039 ] According to some embodiments , camera 102 and 
radar 104 cross - training can be turned on when both sensors 
are working under good conditions ( e.g. cameras work well 
in day time and in good lighting ; radars perform great 
without the presence of electromagnetic interference ) . The 
camera 102 can accumulate a great amount of ground truth 
130 training data for radar classification 132 , and thus , the 
performance can keep improving with more and more 
training . The camera speed / distance estimation 136 can also 
be constantly calibrated by radar ground truth 134 data and 
thus will be able to always work at optimal accuracy . 
[ 0040 ] With the continual and / or constant training , both 
the radar's classification 132 capability and the camera's 

speed / distance estimation 136 accuracy can be always kept 
at their best . According to some embodiments , it is not 
necessary for the sensors to work concurrently . In the 
instance where one sensor fails , the other sensor's measure 
ment can complement the missing data through the sensor 
fusion 120 . 
[ 0041 ] For example , during night time or bad weather 
when camera 100 does not work at its best , and therefore 
camera object detection and classification data 110 , and 
camera measurement data 114 are not optimal , the well 
trained radar’s machine learning based object classification 
132 can then kick in to assist in providing object type , 
location and speed data 116. Also , when radar 104 fails due 
to interference , the well - calibrated camera 102 can still 
deliver accurate object type , location and speed 114 mea 
surements in place of the radar's object type , location and 
speed data 116 . 
[ 0042 ] FIG . 2 illustrates another exemplary embodiment 
of the present system . 
[ 0043 ] Camera 202 and radar unit 204 associated with an 
autonomous vehicle are installed and configured to be 
looking at the same scene with the same or overlapping field 
of view ( FOV ) 206 . 
[ 0044 ] Camera 202 generates a sequence of video data 
frames 210 , 212 , 214 of good image quality , on which 
traffic - related objects 220 , 222 , 224 , 226 can be reliably 
detected , classified and tracked ( e.g. , pedestrians , bicyclists , 
vehicles , buildings , etc. ) . However , the distance and speed 
of these objects may not be estimated as accurately because 
the calculation is based on optical projection geometry and 
needs frequent calibration and adjustment . 
[ 0045 ] Radar unit 204 performs multidimensional Fast 
Fourier Transformation ( FFT ) or other similar processing to 
transform the received radar echoes into a temporal 
sequence of radar spatial image frames 216. With this data , 
the objects can easily be detected with accurate distance and 
speed measurements . However , the radar generated spatial 
image 218 is of much lower resolution due to the physics 
constraints of radio waves , therefore making object classi 
fication very difficult ( e.g. to determine whether a detected 
radar target is a pedestrian or a biker ) . 
[ 0046 ] According to some embodiments , the radar spatial 
image frames 216 can be combined with temporal informa 
tion ( e.g. micro - Doppler effects ) embedded in consecutive 
frames , and the classification is based on a radar data cube 
230 , 232 , 234 , 236 . 
[ 0047 ] A data association module / algorithm can be imple 
mented to establish the correlation of camera detected 
objects 220 , 222 , 224 , 226 to radar detected objects 230 , 
232 , 234 236. For instance , as illustrated in FIG . 2 , the 
algorithm can correlate the object classification results 228 
from camera 202 with a radar data cube 238. Because 
camera 202 and radar unit 204 are looking at the same FOV 
206 , such correspondence can be readily achieved by align 
ing the radar 204 / camera 202 coordinates , and synchroniz 
ing the data timing . 
[ 0048 ] Once the data association is complete , the ground 
truth information 240 can be exchanged between the two 
sensors , i.e. camera 202 and radar unit 204 , related to the 
same camera classified object 228. In this manner , the 
classification results 228 from camera 202 can be used as the 
ground truth labelling 240 to train the radar object classifi 
cation 242. Also , the distance / speed measurements of radar 
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detected objects 246 , 248 can be used as the ground truth 
250 to calibrate the camera 202 distance / speed estimation 
algorithms 252 
[ 0049 ] According to embodiments of the present system , 
the object data association and ground truth exchange 260 
provides enhanced camera and radar sensor fusion . The data 
exchange and cross - training 262 , 264 improves the percep 
tion performance of each individual sensor , thus providing 
enhanced camera processing , i.e. detection / classification 
and speed / distance estimation 266 , and enhanced radar 
processing , i.e. speed / distance estimation and object classi 
fication 268 . 
[ 0050 ] According to embodiments , the cross - training 262 , 
264 can be continuously operational in real time , leading to 
constantly improving sensor function for autonomous driv 
ing . 
[ 0051 ] According to some exemplary embodiments , the 
present system may include a storage unit for storing char 
acteristic data of each of the sensors , and / or a processor for 
processing sensor data . In some embodiments , the sys 
tem can include cloud - based elements and components . For 
example , in some exemplary embodiments , the storage unit 
can include a cloud - based storage unit . In some exemplary 
embodiments , the processor can be a cloud - based processing 
unit . The cloud - based storage unit and / or processing unit can 
be configured to receive and store sensor data from the 
sensors , such as the object detection and classification data , 
the speed and distance data , and the cross - training data . This 
information can be stored in a database . 
[ 0052 ] According to some embodiments , the cross - train 
ing data that is accumulated by the sensors can be stored in 
the cloud - based storage and / or processing unit . The cloud 
based storage and / or processing unit can be configured and 
used to send the cross - training data to the autonomous 
vehicle . The cloud - based storage and / or processing unit can 
include a single server or cluster of servers . The connection 
between the cloud - based storage and / or processing unit and 
the autonomous vehicle can use any suitable communication 
medium , including wireless transport media , such as Wi - Fi , 
Bluetooth and RF . According to some embodiments , the 
cross - training data accumulated by one or more autonomous 
vehicle source can be collected and stored in the cloud . In 
this manner , the cross - training data can be continuously 
updated . According to some embodiments , the collected 
cross - training data from the one or more autonomous 
vehicle sources can be " aggregated ” , and the aggregated 
data used to further improve the machine based learning and 
performance of the individual sensors . 
[ 0053 ] According to some embodiments , an autonomous 
vehicle can be equipped with or utilize only one sensor that 
is trained with the aggregated cross - training data stored in 
the cloud . For instance , in an exemplary embodiment , an 
autonomous vehicle is equipped with or utilizes only a radar 
sensor , but has the capability to learn object classification 
from the cross - training data stored on the cloud . 
[ 0054 ] While certain aspects of the disclosure are particu 
larly useful in connection with specific types of vehicle , the 
autonomous vehicle may be any type of vehicle , including , 
but not limited to cars , trucks , motorcycles , buses , boats , 
airplanes , helicopters , lawnmowers , earth movers , boats , 
Snowmobiles , aircraft , recreational vehicles , amusement 
park vehicles , farm equipment , construction equipment , 
trams , golf carts , trains , and trolleys . 

[ 0055 ] It is to be understood that other embodiments may 
be utilized and structural or logical changes may be made 
without departing from the scope of the present disclosure . 
Therefore , the above detailed description is not to be taken 
in a limiting sense , and the scope of embodiments is defined 
by the appended claims and their equivalents . 
[ 0056 ] The foregoing description and accompanying fig 
ures illustrate the principles , preferred embodiments and 
modes of operation of the invention . However , the invention 
should not be construed as being limited to the particular 
embodiments discussed above . Additional variations of the 
embodiments discussed above will be appreciated by those 
skilled in the art ( for example , features associated with 
certain configurations of the invention may instead be asso 
ciated with any other configurations of the invention , as 
desired ) . 
[ 0057 ] Therefore , the above - described embodiments 
should be regarded as illustrative rather than restrictive . 
Accordingly , it should be appreciated that variations to those 
embodiments can be made by those skilled in the art without 
departing from the scope of the invention as defined by the 
following claims . 

1. A method , comprising : 
providing a first sensor and a second sensor associated 

with a vehicle , the first and second sensor configured to 
capture a scene of interest with a same or overlapping 
field of view ( FOV ) ; 

capturing a first set of data with the first sensor , and 
processing the first set of data to detect , classify and 
track traffic - related objects ; 

capturing a second set of data with the second sensor , and 
processing the second set of data to detect classify and 
track traffic - related objects ; 

implementing a data association algorithm to correlate a 
first sensor detected object with a corresponding second 
sensor detected object ; 

exchanging ground truth information between the first 
sensor and the second sensor related to a same detected 
object ; 

utilizing at least one of the ground truth information from 
the first sensor to train the second sensor , and the 
ground truth information from the second sensor to 
train the first sensor . 

2. The method of claim 1 , wherein the first sensor is a 
camera and the first set of data comprises a sequence of 
video data frames . 

3. The method of claim 1 , wherein the second sensor is a 
radar and the second set of data comprises a sequence of 
radar image frames . 

4. The method of claim 1 , wherein : 
the first sensor is a camera and the first set of data 

comprises a sequence of video data frames ; 
the second sensor is a radar and the second set of data 

comprises a sequence of radar image frames ; and 
the ground truth information comprises at least one of 

object classification results from the camera and dis 
tance and speed measurements from the radar . 

5. The method of claim 4 , wherein at least one of the 
ground truth information from the camera is utilized to train 
the radar for object classification and the ground truth 
information from the radar is utilized to calibrate camera 
distance and speed estimation algorithms . 

6. The method of claim 1 , wherein the vehicle is an 
autonomous vehicle . 
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7. The method of claim 1 , wherein the method affects an 
advanced driver assistance system ( ADAS ) associated with 
the vehicle . 

8. A vehicle , comprising : 
a first sensor configured to capture a first set of signals 

from traffic - related objects in a scene of interest ; 
a second sensor configured to capture a second set of 

signals from traffic - related objects in a scene of interest , 
wherein the scene of interest is a same or overlapping 
field of view ( FOV ) ; 

a processor configured to : 
instruct the first sensor to capture the first set of signals , 

and process the first set of signals to detect , classify 
and track the traffic - related objects ; 

instruct the second sensor to capture the second set of 
signals , and process the second set of signals to 
detect , classify and track the traffic - related objects ; 

implement a data association algorithm to correlate a 
first sensor detected object with a corresponding 
second sensor detected object ; 

exchange ground truth information between the first 
sensor and the second sensor related to a same 
detected object ; and 

utilize at least one of the ground truth information from 
the first sensor to train the second sensor , and the 
ground truth information from the second sensor to 
train the first sensor . 

9. The vehicle of claim 8 , wherein the first sensor is a 
camera and the first set of signals comprises a sequence of 
video data frames . 

10. The vehicle of claim 8 , wherein the second sensor is 
a radar and the second set of signals comprises a sequence 
of radar image frames . 

11. The vehicle of claim 8 , wherein 
the first sensor is a camera and the first set of signals 

comprises a sequence of video data frames ; 
the second sensor is a radar and the second set of signals 

comprises a sequence of radar image frames ; and 
the ground truth information comprises at least one of 
object classification results from the camera and dis 
tance and speed measurements from the radar . 

12. The vehicle of claim 11 , wherein at least one of the 
ground truth information from the camera is utilized to train 
the radar for object classification , and the ground truth 
information from the radar is utilized to calibrate camera 
distance and speed estimation algorithms . 

13. The vehicle of claim 8 , wherein the vehicle is an 
autonomous vehicle . 

14. A non - transitory computer readable medium storing 
instructions that , when executed by one or more processors 

in a computing device , cause the computing device to 
perform operations , the operations comprising : 

capturing a series of first signals detected by a first sensor 
associated with a vehicle , and processing the series of 
first signals to detect , classify and track traffic - related 
objects ; 

capturing a series of second signals detected by a second 
sensor associated with a vehicle , and processing the 
series of second signals to detect , classify and track 
traffic - related objects ; 

implementing a data association algorithm to correlate a 
first sensor detected object with a corresponding second 
sensor detected object ; 

exchanging ground truth information between the first 
sensor and the second sensor related to a same detected 
object ; and 

utilizing at least one of the ground truth information from 
the first sensor to train the second sensor and the ground 
truth information from the second sensor to train the 
first sensor . 

15. The non - transitory computer readable medium of 
claim 14 , wherein the first sensor is a camera and the series 
of first signals comprises a sequence of video data frames . 

16. The non - transitory computer readable medium of 
claim 14 , wherein the second sensor is a radar and the series 
of second signals comprises a sequence of radar image 
frames . 

17. The non - transitory computer readable medium of 
claim 14 , wherein : 

the first sensor is a camera and the series of first signals 
comprises a sequence of video data frames ; 

the second sensor is a radar and the series of second 
signals comprises a sequence of radar image frames ; 
and 

the ground truth information comprises at least one of 
object classification results from the camera and dis 
tance and speed measurements from the radar . 

18. The non - transitory computer readable medium of 
claim 17 , wherein at least one of the ground truth informa 
tion from the camera is utilized to train the radar for object 
classification and the ground truth information from the 
radar is utilized to calibrate camera distance and speed 
estimation algorithms . 

19. The non - transitory computer readable medium of 
claim 14 , wherein the vehicle is an autonomous vehicle . 
20. The non - transitory computer readable medium of 

claim 14 , wherein the operations affect an advanced driver 
assistance system ( ADAS ) associated with the vehicle . 


