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(57) Abstract: Described is a technology by which a remote or local geo-location service provides white space information that
one or more client devices and/or base stations may use to determine which white spaces are available for use, e.g., for wireless
networking. Because of the information, low-threshold sensing is not needed by the client devices and/or base stations to know
which white spaces are available. The service computes the available white spaces for a given location based upon television
transmitter parameters, elevation data, and information received regarding any operational wireless microphones.
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ENABLING WHITE SPACE NETWORKS INDEPENDENT OF
LOW-THRESHOLD SENSING
BACKGROUND
[0001] In the radio frequency spectrum, “white spaces” refer to radio frequency
spectrum that was previously used by television broadcasters. One technology
that is likely to benefit from white space availability is wireless networking in white
spaces. In particular, wireless networks may significantly benefit from the
propagation (long range) and building penetration properties of VHF and lower
UHF bands compared to other unlicensed spectrum bands like the 2.4 or 5 GHz
ISM bands.
[0002] In the United States, the Federal Communications Commission (FCC) is
allowing unlicensed devices to opportunistically operate in white spaces. Other
countries are considering similar regulations. However any such operation of an
unlicensed device is (or will be) subject to meeting governmental regulations. For
example, the FCC permits unlicensed devices to transmit in white spaces as long
as they do not interfere with the primary licensed users of this spectrum, namely
television broadcasters and wireless microphones.
[0003] To prevent any interference, spectrum sensing may be used to determine
the presence of primary users. Because television receivers and wireless
microphone receivers do not transmit RF signals, i.e., they are passive,
unlicensed white space devices need to sense the presence of a primary user at
very low thresholds, so as to ensure sufficient RF distance to the primary receiver
and avoid causing interference. The FCC specifies this threshold to be -114 dBm;
at least one other country is considering an even lower threshold.
[0004] However, while potentially feasible, sensing at such low thresholds is
difficult from a technical perspective and is likely to require sensitive and
expensive hardware. Also, sensing at such low thresholds may be inefficient in
terms of energy consumption on the white space device. Current sensing
technology is also prone to false alarms, as it tends to be overly conservative,
which unnecessarily prevents unoccupied channels from being used and thereby
wastes available white spaces.
SUMMARY
[0005] This Summary is provided to introduce a selection of representative

concepts in a simplified form that are further described below in the Detailed
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Description. This Summary is not intended to identify key features or essential
features of the claimed subject matter, nor is it intended to be used in any way
that would limit the scope of the claimed subject matter.

[0006] Briefly, various aspects of the subject matter described herein are
directed towards a technology by which a remote or local geo-location service
provides white space information that one or more client devices and/or base
stations may use to determine which white spaces are available for use, e.g., for
wireless data networking. Because of the information, which is provided by the
(proxy sensing) service, low-threshold sensing is not needed by the client devices
and/or base stations to know which white spaces are available.

[0007] The transmitters of primary users (e.g., television stations and/or wireless
microphones) relative to a location are determined. Based upon the transmitters,
the service computes which white spaces are available for use in an area
surrounding that location. The service may then disseminate data that identifies
the white spaces that are available for use in that area, whether from a remote
service to a white space client device, or from a local service running on the white
space client device.

[0008] In one aspect, determining the primary users’ transmitters comprises
accessing television transmitter data corresponding to one or more television
towers of television stations that are potentially broadcasting in the area, and
accessing elevation data between the one or more television towers and the
location. The elevation data is then used along with transmitter parameters to
compute signal attenuation, from which white spaces are determined.

[0009] In one aspect, the presence of any wireless microphones operating in the
area is included in the disseminated data. For a remote proxy sensing service,
this may be obtained by manual registration or automatic detection from a -
primary-user updater device that sends the information to the remote proxy
sensing service. For a local proxy sensing service, e.g., operating in the white
space client device, a beaconer device broadcasts presence information on behalf
of a wireless microphone.

[0010] Other advantages may become apparent from the following detailed

description when taken in conjunction with the drawings.
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BRIEF DESCRIPTION OF THE DRAWINGS
[0011] The presentinvention is illustrated by way of example and not limited in
the accompanying figures in which like reference numerals indicate similar
elements and in which:
[0012] FIG. 1 is a block diagram showing example components for implementing
a white space network that does not require low-threshold sensing to avoid
interference.
[0013] FIG. 2 is a block diagram showing example components of a proxy
sensing service used in a white space network.
[0014] FIG. 3 is a flow diagram showing example steps for determining white
spaces based upon various available data.
[0015] FIG. 4 is a block diagram showing example components of how the
presence of primary users may be detected for avoiding possible interference in a
white space network.
[0016] FIG. 5is a block diagram showing example components for implementing
an alternative implementation of a white space network that does not require low-
threshold sensing to avoid interference.

DETAILED DESCRIPTION

[0017] Various aspects of the technology described herein are generally directed
towards a geo-location service that computes the available white spaces at any
given location, and then disseminates this white space spectrum availability
information to each white space device in the system (e.g., the white space
availability information is “pushed” to the client devices). In this way, clients / base
stations may operate in a white space without needing low threshold sensing to
determine an available white space.
[0018] Base stations may push or otherwise make available the spectrum
availability information to their clients, such as by adding detailed, and possibly
location-tagged, spectrum availability within a beacon-packet that it periodically
transmits. Clients generally know their own location, and thus can select the
correct information from this beacon-packet to learn which channels are available
at their respective locations. An alternative approach works by having clients use
a local (portable) geo-location service that is updated periodically, and a

beaconer-device that “beacons” the presence of wireless microphones.
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[0019] It should be understood that any of the examples described herein are
non-limiting examples. Indeed, while one example system is described that
eliminates any need for low-threshold sensing, it is understood that such a system
or a similar system may be supplemented with low-threshold sensing. As such,
the present invention is not limited to any particular embodiments, aspects,
concepts, structures, functionalities or examples described herein. Rather, any of
the embodiments, aspects, concepts, structures, functionalities or examples
described herein are non-limiting, and the present invention may be used in
various ways that provide benefits and advantages in computing and data
transmission in general.

[0020] FIG. 1 shows various aspects related one example architecture / system
of a proxy-sensing service 102, with FIG. 2 illustrating example internal
components. White space devices 1044-104,, (the clients) connect to the service
102 through base stations 1064-106r,. In general and as will be understood, the
service 102 enables infrastructure-based wireless networks operating in white
spaces, without requiring low-threshold sensing at the white space devices 104¢-
104, or at the base stations 1061-106,. Indeed, as will be understood, the white
space devices 104 may be configured to operate properly even without any local
sensing at all (although supplemental sensing is feasible).

[0021] In the example shown in FIG. 1, the proxy sensing service 102 comprises
a logically centralized entity that determines, for any given location, which parts of
the spectrum are white spaces. Any change in spectrum occupancy (e.g., as a
result of a TV transmitter being switched off at night or a wireless microphone
being switched on) is reflected in the proxy sensing service 102. As the white
space devices 1044-104, are not necessarily equipped with sensing capability, the
white space devices 1044-104, rely on the proxy sensing service 102 to learn
about the availability of white spaces at their respective locations.

[0022] Note that it is feasible to have clients that do not know their locations,
however this is inefficient. More particularly, if a client’s location is not known, a
base station needs to be very conservative and use only those channels that are
available even in the most distant area of its coverage area (because in the
absence of more precise knowledge, the client potentially may be anywhere within
this coverage area). Second, due to changes in terrain profile, there are often

points in the coverage area of the base station that receive better signal reception
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from TV transmitters than other points. As a result, the white spaces availability in
such locations is lower than other surrounding points. Hence, to function more
effectively, a system without sensing at white space client devices needs clients to
have location information, e.g., accurate to within approximately a half mile.
[0023] In one implementation, one task of the proxy sensing service 102 is to
respond to client queries or the like with accurate data regarding white space
availability for a given location. The white spaces availability may be in the form
of a bitmap of channel availability at a given location, where location is
represented by L = Latitude, Longitude.

[0024] To communicate with the service 102, one set of example APIs 222 (FIG.

2) provided by the service 102 is shown in the following table:

API Description

GetWhiteSpaces(L) | Returns white spaces at location L

GetPrimaries(L) Returns list of primaries and RSSI| at L

UpdatePrimary(p) Update information on a primary p

Register(n, L) Register BS/client n with grid location L
CoverageArea(b) Computes coverage area for a base station (BS) b
SetCover(b) Computes set cover channels for coverage area of BS b

[0025] The proxy sensing service 102 may operate in different modes, including
that it may be queried with a specific location given as input. Alternatively, using a
publish-subscribe model, the proxy sensing service 102 may track changes in the
white spaces availability of a base station or its associated clients. On detecting
changes in the white spaces availability at any of these locations, the service 102
fires an event or the like that informs the base station of the changes in white
spaces availability either at the base station itself or at one its clients. To support
both modes, an active connection is maintained between the service and each
base station. The base station then disseminates this spectrum availability
information to its clients using beacon packets. Thus, in case the base station
receives spectrum information in a publish-subscribe model, the entire information
dissemination process from service 102 to the white space clients is push-based,
that is, first from the service 102 to the respective base station, and then from the

base station to its clients.
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[0026] Having a proxy node results in a delay in learning about changes in
spectrum availability. Either the device has to poll the proxy, or the proxy will have
to push updates to the device (or some combination of both). When white space
devices are mobile, a device may travel some distance between the times that it
receives two subsequent spectrum updates. To address this problem, the base
station adds a protection range for mobile devices to determine the white spaces
that this mobile device can use. That is, even though a channel might be
available at a device’s location, it cannot use it if this channel is blocked off at any
location within a threshold distance of the current location. For example, for a
polling interval of one minute, a mobile client that accurately knows its location
and can travel at sixty miles per hour adds a protection range of one mile;
however this results in a twenty percent loss of available white space spectrum.
As can be appreciated, a tradeoff between the latency of spectrum change
dissemination versus the loss of available white space spectrum may be made to
provide desired results.

[0027] The accuracy of the spectrum map generally depends on the quality of
the propagation model and fine granularity of the terrain data. As represented in
FIGS. 1and 2, the proxy sensing service 102 includes a back-end store 108 that
maintains the terrain and primary user data (such as TVs and wireless
microphones) and an engine 110 that accurately computes the white spaces
availability at a location.

[0028] In one implementation generally represented in FIG. 2, the back-end store
108 includes a database (DB) 224 and one or more terrain servers 226. The
database 224 stores information / parameters on television transmitters, including
the television tower location, channel, height, transmit power, antenna
directionality, mechanical beam tilt, and so forth, which are updated on a regular
(e.g., daily) basis. In the United States, this is based on publicly available data
from the FCC’s Consolidated Database System (CDBS). The database 224
and/or engine 110 also may store wireless microphone registration data, including
the location of each wireless microphone, channel, and time of last report. The
obtaining of wireless microphone registration data is described below. Note that
the database 224 and/or engine 110 also may serve as a cache for the white

spaces availability previously computed for various locations.
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[0029] The terrain server (or servers) 226 provides terrain elevation data at any
arbitrary point on the planet’s surface. The terrain server 226 thus stores
worldwide terrain elevation data, which may be obtained from various publicly
available government efforts for mapping the planet’s terrain. Various elevation
data sets may be used, e.g., measured at one kilometer intervals across the
planet’s surface, or higher resolution (e.g., obtained from NASA) measured at
thirty meter intervals.

[0030] The terrain server provides terrain elevation data between two points at a
specified interval. For example, the terrain server 224 may receive a request
specifying (LTX, LRX, Interval), where LTX and LRX are the coordinates for the
transmitter and receiver, respectively, and interval is the resolution at which terrain
data is sampled between these two points. Given this input, the server computes
a direct path between the LTX and RTX along a great circle, and returns elevation
samples between the two points at the specified interval.

[0031] To accurately determine the white spaces availability at a location L, the
engine 110 computes the attenuation of UHFor VHF signals via propagation
modeling, such as by performing the steps exemplified in FIG. 3. Step 302 lists
the primary user’s transmitters within a large search radius from L. Conservatively,
these are all the primary users whose signals could potentially be heard at L at an
RSSI (Received Signal Strength Indicator) greater than the specified threshold.
[0032] As determined by step 304, if the primary is a TV transmitter, at step 306
the engine retrieves the elevation data between the TV tower and L from the
terrain server. If the primary is a microphone, step 308 assumes a conservative
fixed protection radius around it.

[0033] At step 310, the elevation data in conjunction with the transmitter’s
parameters (such as height, power, antenna directionality, and so forth) are used
to determine the signal attenuation, such as by using the known Longley-Rice (L-
R) propagation model. The attenuation in turn is used to compute the RSSI of the

transmitter at L.
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[0034] At step 314, the white spaces availability at location L is created. As part
of this, a channel C is deemed to be blocked if there is at least one primary who is
active, e.g., an incumbent whose RSSI at L is greater than -114dBm. This may be

mapped as follows:

Map.(C) = {

[0035] Note that this process determines the attenuation of a UHF signal over a

1 if an incumbent is active on C at L
0 otherwise

certain distance and how this affects the RSSI. This may be achieved via
propagation modeling of RF signals using any known propagation models 228
(FIG. 2) for RF signals, each of varying complexity and accuracy, including Free
Space, Hata, Egli, and Longley-Rice (L-R) with terrain, and/or L-R (without terrain).
[0036] Due to errors in measurement and conversion, it is common to find "holes’
in the elevation data sources. These are more prevalent in higher resolution data,
and governmental agencies responsible for the data take additional steps to fill in’
these holes via a variety of techniques such as bilinear interpolation or gradation
smoothing. However, anomalies in the terrain data still exist, which in turn impacts
the results of the terrain-based propagation models. For example, the L-R
implementation returns an error code signaling errors in which parameters are out
of range, which are typically caused by errors in the elevation data. To counter
such anomalies, an adaptive elevation switching strategy may be implemented,
whereby for a signal propagation computation between two points, the higher
resolution elevation data is first tried. If the propagation model returns an error
stating some parameters are out of bounds, the path profile between the two
points is examined to determine if there are holes in the path. If so, the lower
resolution data is used. If that fails as well, the L-R (no terrain) model is used,
comprising an L-R variant that computes signal propagation without taking
elevation data into account (as opposed to point-to-point which factors in elevation
data between two points). This strategy significantly improves the accuracy of the
results by reducing false positives and false negatives.

[0037] Turning to another aspect, low-power, transient primary user transmitters
(for example wireless microphones) can be supported in various ways, including
by manual updates, in which an API is provided to add an entry for a microphone
as a primary user, whereby authorized users can add an entry for the

microphone’s frequency channel, transmit power and the location and duration of
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the event. The service 102 then treats microphone transmitter as a (very) low
power TV tower for the specified duration. These entries can be expired after a
time out period.

[0038] An alternative to manually updating the primary user database is a
microphone updater, comprising a small device that is plugged in relatively close
to the wireless microphone receiver. As represented in FIG. 4, such an updater
440 detects the presence of a microphone 442 and automatically updates the
back-end store 108, e.g., using the UpdatePrimary API. This information is then
provided to the appropriate base station and its devices.

[0039] The updater may use an alternative technology, such as 3G, Wi-Fi,
Ethernet, and so forth to connect to the proxy sensing service 102. When the
updater 440 does not detect the microphone 442 for a predefined amount of time
(e.g., five minutes), the entry is deleted from the database. Note that this solution
does not simply move the difficulty of low-threshold sensing from the client device
to the microphone updater, because the microphone updater is powered and
close to the microphone, and thus does not require expensive and complex low-
threshold sensing. This reduces the number of false negatives / positives as well
as lowers hardware cost.

[0040] During the operation of the system, each base station learns about which
channels are available at itself and its clients in order to select a feasible white
space channel. To convey this information, every client periodically sends its
location and the technology used to determine the location to its associated base
station. The base station uses this information to determine the commonly
available white spaces at the client and itself. From among all these usable white
spaces, the base station selects an appropriate channel, and clients associate to
the base station on this channel.

[0041] The base station also subscribes to push updates from the proxy sensing
service 102 at the client’s location as well as grid points around it depending on
the location error of the technology used to determine the location. Conservative
values may be for the location error, e.g. 50 meters for GPS, 150 meters for Wi-Fi
and 1.0 mile for GSM-based localization. Location can be determined by any
means, including existing technologies based, e.g. GPS, Wi-Fi or GSM; further,

TV-based technology may be used for localization.
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[0042] The above approach works once the clients are associated to the base
station and as long as white space availability does not change. However, there
is a need to solve the bootstrapping problem, (a known problem in any system in
which clients do not have sensing capability). More particularly, when a new client
arrives, the client cannot transmit any packets since it does not know the white
spaces availability at its location. Therefore, it is unable to even transmit its
location to the base station, because the corresponding packet may interfere with
a nearby primary user. This bootstrapping problem does not occur if the base
station transmits on a channel that is available at every location in its coverage
area. In that situation, a client may discover the base station and associate to it.
However, such a commonly available channel across the entire coverage area
does not exist in many places, and even in places where such a channel exists,
using only this channel results in a significant loss of white spaces. Instead, the
channel selection at the base station in this technology takes into account actual
client locations, which results in the bootstrapping problem.

[0043] To resolve this problem, every base station periodically (e.g., once every
second) broadcasts a beacon containing the channel availability in the regions of
its coverage area. In one implementation, a beacon contains, for each grid-point
in the base station’s coverage area, one available channel that a client located at
that grid-point may use to contact the base station. At a lower rate (e.g., once
every minute), the base station switches to each of these channels and listens for
clients that want to join; (the switching overhead can be reduced by using known
techniques). When a client joins the system, it listens for beacons from the base
station and moves to the channel that is marked in the beacon as being available
in the grid location pertaining to the client’s current location. The client then
broadcasts its location on this channel, which is eventually picked up by the base
station. Upon receiving this message, the base station now knows this client’s
location. In this manner, the beacon is used as a lookup table by client when
bootstrapping.

[0044] As set forth above, there is a need to efficiently communicate the channel
availability for the regions in the base stations coverage area, as transmitting one
channel for every grid-point in the coverage area of a base station will result in
prohibitively large beacons. For instance, at a coverage range of 10 miles, and a

grid-granularity of 100 m, the beacon size is more than 100 KB, if 5 bits are used
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to encode a channel number. To reduce the beacon size, the base station may
perform an initialization phase, where the base station queries the proxy service’s
engine to compute its potential coverage area (PCA). The potential coverage
area is defined as the set of grid points in 100m x 100m steps where the receive
signal strength from the base station is greater than -90 dBm, i.e. the receive
sensitivity at the lowest rate for many wireless cards. The potential coverage area
may be computed using the L-R model. For every grid point within its potential
coverage area, the base station then retrieves the set of available channels.
[0045] During the operation of the network, the base station uses this information
to compute a minimum channel cover (MCC). An MCC for a potential coverage
area A is a set of white space channels of minimum (or generally, low) cardinality,
such that for every grid point location within A, there is at least one available white
space channel in the channel cover. A standard greedy set-cover approximation
algorithm may be used to compute a good approximation to the MCC.

[0046] The base station knows that at least one of the channels in MCC is
available at all grid points in its coverage area A. The beacon contains the set of
channels included in the computed MCC,4, and a listing of one available channel
from among the channels in MCC, for every grid point in its coverage area (e.g.,
given in row major form). Each channel is encoded using [log(|MCC4|)] bits.
Based on empirical measurements, it can be determined that the size of MCCA is
at most four in the United States, such that two bits per grid-location suffices. A
base station may further use RLE compression (or other compression techniques)
to compress MCCA information about adjacent grids where the channel
availability is similar.

[0047] To handle updates in spectrum availability, such as the appearance of a
microphone, a base station subscribes for push updates from the service 102 for
all grid points in its coverage areas. Therefore, when a microphone is switched on
and the service 102 receives notification of this event, it first quickly determines
those grids impacted by the microphone. The time taken to do this is very low
(less than 500 ms when supporting up to 1,000 microphones being concurrently
switched on). Based on this information, the engine determines if a microphone is
switched on in the coverage area of a base station. If so, the base station is

notified of those grids that are impacted by this change in the white spaces
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availability. This may be done automatically as part of computing the PCA, as
described above.

[0048] When either a new primary user appears, or the parameters of an existing
primary user change, the engine computes the changes to the affected grid points
around the primary user and sends the updates to the base stations that have
subscribed to changes for these grid points. If needed, the base station re-
computes the spectrum over which it is operating and/or the contents of the
beacon. Note that this affects the latency in propagating a change in the available
white spaces.

[0049] Further note that when a primary user is already active, the push-based
system architecture efficiently handles client mobility. Because the base station
has an up-to-date view of spectrum availability and the client locations, the base
station can pre-compute and adapt in advance to the spectrum that is available at
its clients, thereby avoiding client disconnections as well as interference with the
primary users.

[0050] As described above, one implementation of the technology has clients
and base stations connect to the proxy sensing service 102 over the Internet
(and/or other suitable network connections) in order to determine which channels
are available for wireless communication. However, alternative designs may be
more appropriate, such as in a peer-to-peer / ad hoc mode in which clients
operate outside the range of any fixed infrastructure network with an Internet
connection. Further, if there is an Internet failure, white space network operation
would be disrupted. In the event of unexpectedly high delays, the update
latencies between the proxy sensing service 102 and some base stations could
increase, which can have a negative impact, as the amount of white spaces that
can be marked as available need to decrease (to maintain the necessary safety
margin), or some channels might wrongly be marked as free/not-free. Further,
some microphone users may be unable to insert their microphone into the
database, in which case these microphones may not be protected.

[0051] To address these issues, as represented in FIG. 5, a device-local
(“portable”) geo-location service (e.g., 5024-502;) may be provided by having white
space devices (clients) be equipped with a local database (e.g., 5084-508;) that
can be queried purely locally (i.e., on the device itself). The database can be

updated periodically, (for example once a day), when the device has remote
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connectivity, by a remote data source 540. A device can query the remote data
source 540, which may comprise the remote proxy sensing service 102, however
because the device’s service is running locally, no Internet connectivity is required
when using the local service. This approach can also be used on mobile phones
or other portable devices, in which case the local geo-location database can be
considered a portable geo-location database.

[0052] There are various ways of implementing a local or portable geo-location
service that allows for disconnected operation in the white spaces. One way is to
run an instance of the proxy sensing service locally, namely the device (e.g., 5044)
determines its own location using any appropriate localization service (e.g., GPS
or any other means), whereby via its service 5021, the device 504 issues a query
to its own local geo-location database 5084 that is running in the device. An
appropriate signal propagation model (e.g. L-R with terrain data) is then computed
to determine the available white spaces at the current location.

[0053] An alternative implementation pre-computes the locations in advance
(e.g., at the remote data source 540) and stores the white space availability on the
white space device in the form of a relatively large database. Given a query,
instead of re-computing spectrum availability, the device 5044 performs a look-up
in its database 508+ for the corresponding stored data values. This
implementation is likely to be more efficient in terms of query latency and energy
efficiency, but may require more data to be stored on the device.

[0054] The local geo-location service works well for primary users that are
relatively static and whose specifications do not change too frequently. In the
context of white spaces, the local geo-location service will thus work well for
television stations that are unlikely to change very dynamically. However,
because the data underlying the local geo-location service is not updated very
frequently, it may not be capable of handling highly dynamic primary users, such
as wireless microphones, that appear and disappear at diverse locations and at
unpredictable times.

[0055] A solution for dealing with wireless microphones (and possibly other
highly-dynamic primary users) while still not requiring low-threshold sensing on
client devices is to use a hardware device, referred to as a beaconer-device 550
(FIG. 5). The general goal of a beaconer-device is to detect one or more wireless

microphones 552 (or other primary users) and to inform nearby white space
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devices of the presence of this microphone / user. White space devices may also
inform each other of the presence, and or the remote data source may detect the
beaconer device’s signal either directly or indirectly through another device.
[0056] Similar to the microphone updater of FIG. 4, a beaconer device 550 is
applied in the vicinity of a microphone 552 (for example, by simply plugging it into
the wall). When in operation, the beaconer device 550 listens for wireless
microphones by scanning the appropriate spectrum and applying a suitable
microphone detection technique. Note that because the beaconer is operated in
the vicinity of the wireless microphone, and because the beaconer itself does not
transmit using the same spectrum as the wireless microphone, the beaconer
device does not necessarily require low-threshold sensing capability. It is
sufficient if the beaconer is capable of detecting microphones at relatively high
sensing thresholds, which can significantly reduce the complexity (and cost) of
designing and manufacturing such devices.

[0057] When the beaconer has detected a wireless microphone, it periodically
transmits beacon-signals; (note that this is different from a microphone updater
that contacts the remote service 102, although it is feasible to have a device that
is both a microphone updater and a beaconer device). The transmission power at
which this beacon-signal is transmitted is higher than the microphone power, in
order to make sure that even white space devices that further away can detect
this beacon signal without requiring low-threshold sensing. Furthermore, the
beacon-signal can be transmitted in a different part of the spectrum (typically
lower frequencies), that has better signal propagation characteristic and hence
longer range. For example, a beaconer device can signal the presence of a
wireless microphone (which operates in the UHF spectrum band) in the lower-
frequency VHF spectrum band, which has more range. This way, the beaconer
device’s transmission power may not need to be higher than the microphone
power, yet the beaconer device’s signal still achieves the required large protection
range for the microphone. The beacon-signal contains (in encoded form), the
information of which part of the spectrum is occupied by the wireless microphone.
[0058] When a white-space device detects a beacon-signal, it learns that it is
unable to use the signaled part of the spectrum. If it is currently operating using
this part of the spectrum, it can either stop transmitting, or move to another

channel.
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[0059] The beaconer can be implemented in several ways using known
techniques for detecting microphones (based for example by employing matched
filtering, energy detection, or feature detection). The beaconer can either transmit
its beacon signal “in-band”, i.e., using the same TV-channel (UHF) that is also
used by the wireless microphone. Since microphones typically have very narrow
transmissions (about 200 kHz), there is sufficient space for the beaconer-device to
transmit within the same 6MHz TV channel spectrum, while not overlapping with
the narrow transmission of the microphone.

[0060] Alternatively, the beaconer can transmit its beacon signal on some other
channel that is available. A client device then needs to listen for such beacon
signals “out-of-band”, i.e., clients periodically listen to other channels to see
whether there are any beacon signals for the channel it is currently using. For
example, the beaconer device may transmit on an unused VHF channel, as the
VHF band is not used for wireless microphones, and an infrequent (e.g., daily)
update generally suffices to determine which VHF channels are unused.

[0061] As can be seen in this alternative architecture, each client device employs
a local geo-location database that it synchronizes (updates) periodically when
connected to the Internet (for example, once a day). This ensures that the device
does not interfere with TV stations (or other static primary users). In addition, in
order to avoid interference with dynamic primary users (microphones), beaconer-
devices signal the presence of such microphones. Again, no device requires low-
threshold sensing in this architecture.

[0062] If only infrastructure-based networks are supported, then it is further
possible that only the base station need to listen for beaconer signals for
microphone protection. The base stations can then push this microphone
information to the associated clients in the same way as described above. In this
case, clients do not require any sensing capability at all.

[0063] In practice, arbitrary hybrid combinations of the remote “online”
architecture and the alternative local “offline” architecture based on local geo-
location service and beaconer-device are feasible. For example, some clients may
use the online architecture, while others use the offline approach. Clients may
use the online architecture as long as connected via some gateway (e.g., base

station) to the Internet, and automatically switch to the offline local architecture if
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connectivity is lost. A beaconer may also act as a microphone updater, e.g., both
broadcasting to white space devices and to a remote service.

[0064] Note that a mobile node may not need the entire data for its local geo-
location service. For example, if a device knows approximately where it is going
to operate within the next day (or generally, the next update period), only the data
that is required to determine spectrum availability in these locations need be
maintained locally for the local geo-location service.

CONCLUSION

[0065] While the invention is susceptible to various modifications and alternative
constructions, certain illustrated embodiments thereof are shown in the drawings
and have been described above in detail. It should be understood, however, that
there is no intention to limit the invention to the specific forms disclosed, but on
the contrary, the intention is to cover all modifications, alternative constructions,

and equivalents falling within the spirit and scope of the invention.
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WHAT IS CLAIMED IS:

1. In a computing environment, a method performed on at least one
processor, comprising,

determining transmitters of licensed users relative to a location;

computing which unused spectrum are available for use in an area
surrounding that location based upon the transmitters; and

disseminating data that identifies the unused spectrum that are available
for use in that area.

2. The method of claim 1 further comprising, receiving the data on a
client device and operating a wireless network over one of the white spaces.

3. The method of claim 1 wherein determining the primary users’
transmitters comprises accessing television transmitter data corresponding to one
or more television towers of television stations that are potentially broadcasting in
the area, and accessing elevation data between the one or more television towers
and the location, and wherein determining the primary users’ transmitters
comprises using a protection radius to avoid interference with a wireless
microphone.

4, The method of claim 1 wherein computing which white spaces are
available for use comprises determining signal attenuation using elevation data
and parameters of the transmitters, or wherein determining the signal attenuation
comprises using propagation modeling, or wherein computing which white spaces
are available for use comprises determining signal attenuation using elevation
data and parameters of the transmitters and wherein determining the signal
attenuation comprises using propagation modeling.

5. The method of claim 4 wherein using propagation modeling
comprises accessing relatively high resolution elevation data for use in
determining the signal attenuation via terrain-based propagation modeling,
determining whether propagation modeling returns an error with the relatively high
resolution elevation data, and if so, accessing lower resolution data for use in
determining the signal attenuation via terrain-based propagation modeling, and
wherein using propagation modeling comprises determining whether propagation
modeling returns an error with the lower resolution elevation data, and if so, using

a propagation model without terrain-based propagation modeling.
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6. The method of claim 1 further comprising, outputting information
from a base station, the information corresponding to a grid of points within the
area and availability information corresponding to channels for at least some of
the points.

7. A system comprising, a geo-location service that acts as a proxy for
determining which parts of a broadcast spectrum are white spaces, the geo-
location service determining the white spaces based in part upon data
corresponding to television tower parameters and terrain data, and a white space
device coupled to obtain data from the geo-location service to determine a white
space for communicating data wirelessly over a white space network.

8. The system of claim 7 wherein the geo-location service is located
locally relative to the white space device, or wherein the geo-location service is
located remotely from the white space device and wherein the geo-location
service further provides data corresponding to at least one wireless microphone
operating in the broadcast spectrum.

9. The system of claim 7 wherein the geo-location service receives
information corresponding to at least one wireless microphone operating in the
broadcast spectrum from a microphone updater device.

10.  The system of claim 7 wherein the geo-location service determines
transmitters of primary users relative to a location, and computes which white
spaces are available for use in an area surrounding that location.

11.  The system of claim 7 wherein the geo-location service determines
the white spaces by looking up the white spaces that the white space device has
remotely downloaded into a database, in which the data downloaded is provided
by a remote source based in part on television tower parameters and terrain data.

12.  The system of claim 7 wherein the geo-location service receives
information corresponding to at least one wireless microphone operating in the
broadcast spectrum from a beaconer device.

13.  The system of claim 12 wherein the beaconer device operates in a
same broadcast channel as the wireless microphone, or operates on an out-of-
band channel relative to the wireless microphone.

14.  The system of claim 12 wherein the wireless microphone operates
over a UHF channel, and wherein the beaconer device operates over a VHF

channel.
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15.  One or more computer-readable media having computer-executable
instructions, which when executed perform steps, comprising:

obtaining a set of one or more transmitters of primary users’ within an area
relative to a location;

for each transmitter, determining whether the transmitter is a television
transmitter, and if not, applying a fixed protection radius, and if so, retrieving
elevation data between a television tower and the location;

for each transmitter, using any elevation data and parameters of the
transmitter to determine signal attenuation; and

determining from the signal attenuation a set of one or more white spaces

that are available at the location.
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