Title: METHOD, SYSTEM AND DEVICE FOR CONFLATING TIME-SENSITIVE MESSAGES

Abstract: Methods, devices and systems for conflating a time-sensitive message prior to transmission to a subscriber. A computer-implemented method to conflate a time-sensitive message prior to transmission of the time-sensitive message to a subscriber, the method comprising providing a queue comprising at least one time-sensitive message to be transmitted to a client; receiving a further time-sensitive message for transmission to the client; searching the queue for a time-sensitive message related to the further time-sensitive message; and if a related time-sensitive message is identified in the queue, generating a conflated message from the further time-sensitive message and the identified time-sensitive message.
METHOD, SYSTEM AND DEVICE FOR CONFLATING TIME-SENSITIVE MESSAGES

Background

Increasingly, the data that is transmitted over networks such as the Internet is of a time-sensitive nature. For example, the data may be continually changing or updating, as is the case with data relating to stock prices, currencies or the location of items in online games.

In a publish/subscribe system (known as a pub/sub system), a message broker manages the transmission of data. The message broker may be implemented on a server connected to the network. A subscriber indicates to the message broker which type or topic of data they are interested in. The publisher provides the data to the message broker, and the message broker provides the data to the interested subscribers. In some cases, the data received from the publisher may be changing so rapidly that once the message broker has received and processed the data it is already out of date. Accordingly, the message broker must have mechanisms in place to ensure that it is not providing out of date to interested subscribers.

The embodiments described below are not limited to implementations that solve any or all of the disadvantages of known publish/subscribe systems.

Summary

This Summary is provided to introduce a selection of concepts in a simplified form that are further described below in the Detailed Description. This Summary is not intended to identify key features or essential features of the claimed subject matter, nor is it intended to be used as an aid in determining the scope of the claimed subject matter.

There is provided a computer-implemented method to conflate a time-sensitive message prior to transmission of the time-sensitive message to a subscriber, the method comprising providing a queue comprising at least one time-sensitive message to be transmitted to a client; receiving a further time-sensitive message for transmission to the client; searching the queue for a time-sensitive message related to the further time-sensitive message; and if a related time-sensitive message is identified in the queue, generating a conflated message from the further time-sensitive message and the identified time-sensitive message.

Searching the queue may comprise scanning each of the time-sensitive messages in the queue for time-sensitive messages related to the further time-sensitive message.

Searching the queue may comprise searching a lookup table for time-sensitive messages related to the further time-sensitive message, the lookup table comprising a list of topics associated with at least a portion of the time-sensitive messages in the queue.
The conflated message may comprise at least one of: the content of the time-sensitive message; the content of the further time-sensitive message; the content of both the time-sensitive message and the further time-sensitive message; and new content based on the content of the time-sensitive message and the further time-sensitive message.

The content of the conflated message may be based on an analysis of the content of the time-sensitive message and the further time-sensitive message.

The conflated message may be inserted in the queue at one of: the position of the time-sensitive message, and the end of the queue.

The conflated message may be inserted at the end of the queue, the method further comprises nullifying the time-sensitive message.

The conflated message may be inserted at the position of the time-sensitive message, the method further comprises nullifying the further time-sensitive message.

The conflated message may be inserted in a further queue or mailbox.

There is also provided a server to conflate a time-sensitive message prior to transmission of the time-sensitive message to a client, the server comprising a memory configured to store a queue comprising a plurality of time-sensitive messages to be sent to the subscriber; and a processor configured to: receive a further time-sensitive message; search the queue for a time-sensitive message related to the further time-sensitive message; if a time-sensitive message is located, generate a conflated message from the time-sensitive message and the further time-sensitive message.

Searching the queue may comprise scanning each of the time-sensitive messages in the queue for messages related to the further time-sensitive message.

Searching the queue may comprise searching a lookup table for time-sensitive messages related to the further time-sensitive message, the lookup table comprising a list of topics associated with at least a portion of the time-sensitive messages in the queue.

The conflated message may comprise at least one of: the content of the further time-sensitive message; the content of the time-sensitive message; the content of both the time-sensitive message and the further time-sensitive message; and new content based on the content of the time-sensitive message and the further time-sensitive message.

The content of the conflated message may be based on an analysis of the content of the time-sensitive message and the further time-sensitive message.
The conflated message may be inserted in the queue at one of: the position of the time-sensitive message; and the end of the queue.

The conflated message may be inserted at the end of the queue, the method further comprises nullifying the further time-sensitive message.

If the conflated message is inserted at the position of the time-sensitive message, the method may further comprise nullifying the further time-sensitive message.

The conflated message may be added to a further queue or mailbox.

The methods described herein may be performed by software in machine readable form on a tangible storage medium e.g. in the form of a computer program comprising computer program code means adapted to perform all the steps of any of the methods described herein when the program is run on a computer and where the computer program may be embodied on a computer readable medium. Examples of tangible (or non-transitory) storage media include disks, thumb drives, memory cards etc. and do not include propagated signals. The software can be suitable for execution on a parallel processor or a serial processor such that the method steps may be carried out in any suitable order, or simultaneously.

This acknowledges that firmware and software can be valuable, separately tradable commodities. It is intended to encompass software, which runs on or controls "dumb" or standard hardware, to carry out the desired functions. It is also intended to encompass software which "describes" or defines the configuration of hardware, such as HDL (hardware description language) software, as is used for designing silicon chips, or for configuring universal programmable chips, to carry out desired functions.

The preferred features may be combined as appropriate, as would be apparent to a skilled person, and may be combined with any of the aspects of the invention.

**Brief Description of the Drawings**

Embodiments of the invention will be described, by way of example, with reference to the following drawings, in which:

- Figure 1 is a schematic diagram of a publish/subscribe system for providing data to subscribers;
- Figure 2 is a schematic diagram of system for implementing conflation;
- Figure 3 shows a schematic diagram of a queue structure;
Figure 4 is a flowchart of a process for conflating a message; and

Figure 5 is a schematic diagram of a computing device.

Common reference numerals are used throughout the figures to indicate similar features.

Detailed Description

5 Embodiments of the present invention are described below by way of example only. These examples represent the best ways of putting the invention into practice that are currently known to the Applicant although they are not the only ways in which this could be achieved. The description sets forth the functions of the example and the sequence of steps for constructing and operating the example. However, the same or equivalent functions and sequences may be accomplished by different examples.

Reference is made to Figure 1, which illustrates a schematic diagram of a publish/subscribe system 100 for providing data to subscribers wherein data conflation is performed prior to providing the data to the subscribers. This prevents data from being sent to the subscribers that does not need to be sent. This may be because the data has been superseded and thus only the most recent data needs to be sent.

The publish/subscribe system 100 of Figure 1 comprises a first subscriber 102 operating a first client terminal 104, and a second subscriber 106 operating a second client terminal 108. It will be evident to a person of skill in the art that the principles described herein may also be applied to systems with more or fewer subscribers and/or client terminals. The client terminals 104 and 108 can be of any suitable form for receiving and presenting data to the subscribers. For example, these can be desktop, notebook or tablet computers, mobile telephones, or any other suitable electronic device able to receive transmitted data. In other examples, the client can also be in the form of a software application running on a suitable computing device.

25 The publish/subscribe system 100 also comprises a first publisher 110 and a second publisher 112. It will be evident to a person of skill in the art that the principles described herein may also be applied to systems with more or fewer publishers. The publishers 110 and 112 are publishing content of any type that is suitable for distribution over a publish/subscribe system. This includes, for example, stock prices, currency exchange prices, betting data or other financial information, news/sports items, multi-media data, and gaming data for online games. Some of the content provided by the publishers 110 and 112 is regularly or continuously updated.
The subscribers 102 and 106 can subscribe to one or more topics in the publish/subscribe system 100. This means that the subscribers 102 and 106 have requested to receive content of a certain type or relating to a certain subject. For example, the subscribers 102 and 106 can request to receive specific currency exchange prices or news items. In some examples, the subscribers 102 and 106 can subscribe to the same topic or different topics.

The client terminals 104 and 108 receive the subscribed content in the form of data messages sent over a communications network 114. In one example, the communications network 114 may be the Internet. However, in other examples, the communications network 114 can be a different network, such as a LAN, Wi-Fi access point, or private network, or comprise one or more additional networks, such as a mobile communication (cellular) network.

A server 116 is connected to the communication network 114 and configured to act as a message broker to manage and control the delivery of the publisher's content to the appropriate subscribers. More detail on the operation of the server 116 is outlined below with reference to Figures 2 to 5.

The server 116 comprises a storage device 118, which can be any device appropriate for storing data transiently or permanently. The content from the publishers is received in the form of data messages and the messages are stored at the storage device 118 in a storage device queue. As described in more detail below, the server 116 constructs a separate virtual queue 120 for each client terminal 104 and 108. The queues 120 are used to queue relevant data messages for transmission to the client terminals. In other words, if a data message is received from a publisher relating to a topic (e.g. a particular stock or sports league) to which one of the queues relates, then that data message is added to the virtual queue for that client terminal. However, the queues 120 are virtual in the sense that they do not contain the actual data messages themselves, but only a reference to where the data messages are stored on the storage device 118. In other words, the messages are not copied from the storage device to the queues, but only referenced from the storage device. This saves a significant amount of storage space, particularly when there are a large number of client terminals receiving data.

Messages in each queue are transmitted to the clients by a transmission system 122. In some examples, one transmission system 122 serves multiple virtual queues, although the number of queues served can be varied as appropriate, and similarly each queue can be served by more than one transmission system.

Messages in each virtual queue 120 may relate to the same topic and may relate to one another. For example, a first message may indicate a stock price has risen by 10 points, and a second message may indicate a stock price has fallen by 5 points. The cumulative effect of
these messages is that the stock price has risen by 5 points. Depending on the client’s preferences it may be possible to reduce the data transmitted to the client by sending a single message indicating the cumulative change of 5 points. This can be described as merging multiple delta or change values into one message. Alternatively data transmission may be made more efficient by using a single message to indicate the content of the two messages. For example a single message may indicate a rise and then a fall. Furthermore, there may be situations where a second message cancels out a first message and both messages can be deleted. Also, a second message may supersede a first message. For example, messages may contain absolute values with only the latest value being relevant. In this example it may be beneficial to only transmit the second message (either in the place of the first message or in the place of the second message).

The principles of reducing the amount of data transmitted to each client are implemented by the conflation system described hereinbelow.

Figure 2 shows a schematic diagram of a system for implementing conflation within the system of Figure 1. Messages are transferred from the storage device queue 118 to the client queues 120a, 120b as described previously. This transfer is performed by a multiplexer function 200a, 200b for each client queue 120a, 120b.

Multiplexers 200a, 200b transfer messages from the storage device queue 118 to client queues 201a, 201b for clients which have subscribed to the topic of each message.

During this transfer a conflation process is performed by comparing new messages to messages in the client queues 201a, 201b which have not yet been transmitted to the client.

The multiplexers 200a, 200b examine their respective queue for messages of the same topic as a new message being added to the queue. If a related message is found a conflation process is performed according to the rules activated for each topic. In various embodiments conflation may be switched on and off at different levels, for example at the topic or queue/client level. Furthermore, rules may be applied at different levels, for example at the topic or queue/client level. Each topic may have different rules specifying how the conflation operates. The rules may be defined by the system, or provision may be provided to enable user-definition of the rules. For example:

- A new message and the existing message may be combined into a single message in the queue. The data of each message may be included in the message (for example an indication that a price is risen and then falling), or the data may be merged to be an indication of the cumulative effect of the two message (for example if a first message indicates a rise of 10, and a second message indicates a fall of 5, the
conflated message may indicate a rise of 5). The conflated message may replace the existing message in the queue which maintains time and position in the queue, or appended to the end of the queue. Where messages are modified by the conflation process, the result may be cached such that the result can be re-used without requiring a full recalculation.

- The new message may replace the old message in the queue - for example if messages contain absolute values (rather than changes) it may be more appropriate to only transmit the latest value.

- The existing message may be deleted if it is superseded by the new message. A null value may be left in place of the old message, or it may be deleted completely.

- Both messages may be transmitted without editing.

Messages in the queue are transmitted to the client by a transmission system in a conventional way. This transmission may be managed and/or performed by the multiplexer so that it can be performed in coordination with the conflation process such that maximum benefit is derived from the conflation. Furthermore, the transfer of messages from the storage device queue to the client queues may be performed to maximise the benefit of conflation. For example, the storage device queue may be drained of messages, with conflation policies being applied to each message, and then the transmission process is conducted to transmit the messages to the clients.

The number of messages that may be conflated is dependent upon the arrival rate of messages for each topic and the transmission rate of messages to clients. The longer messages remain in the queue to which conflation is applied, the greater the opportunity there is for conflation. For example, if the transmission rate to a particular client is low messages may remain in the client queue for longer, resulting in more conflation and hence a greater reduction in messages sent to that client.

The transmission rate of messages to the client may be limited by the network or server capacity, or may be set by the system. For example, it may be desirable limit the number of updates received by a client, or to limit the bandwidth utilised to transmit updates to clients. By limiting the transmission rates conflation of the messages may be increased improving the efficiency of delivery of messages.

Figure 3 shows a schematic diagram of a client queue structure that may be utilised. Each client queue comprises a main queue 40 of messages which are held in sequence. A mailbox 41, 42, 43 is provided for each topic to which the client subscribes. The mailboxes comprise
a hashmap to the actual messages in the main client queue 40. The use of a mailbox for each topic allows efficient application of conflation techniques and allows conflation policies to be applied on a per-topic basis.

As messages are entered into the main client queue 40, an entry is also made in the relevant mailbox 41, 42, 43 to which the relevant conflation policy is applied. In Figure 3 conflation is turned off for Topic A and accordingly all messages are entered in the mailbox 41 for transmission to the client. Conflation is turned on for Topic B, resulting in a change to the messages to be sent to those clients. For Topic B it can be seen that according to the conflation policy, only the initial value B(ITAL) and the second delta (B2 Delta) are queued for transmission to the client. Although not shown in Figure 3 the client queue is kept in sync with the mailboxes.

The messages in the mailbox for each topic are transmitted to the client together, with the topics being transmitted in turn as shown at 44. Other transmission schedules may be utilised as is most appropriate.

Each client's queue may also comprise subqueues for messages of different priority, and conflation policies may be applied differently to each subqueue and between subqueues. For example, in a particular embodiment, there may be low, normal and high priority subqueues with conflation only being applied to the normal subqueue.

The conflation policy may also specify further details about how conflation is utilised. For example, it may only apply to messages with certain fields, or with data within certain bounds.

An exemplary method for conflating a message which may be performed by the systems described hereinbefore will be described in relation to Figure 4.

At step 50 a message is received by a multiplexer 200a, 200b for its respective client queue. At step 51 the message is added to the main client queue. The multiplexer 200a, 200b ascertains the topic of the message and identifies (step 52) the conflation policy in place for that topic. If conflation is turned off, an entry (step 53) is made in the topic's mailbox 41, 42, 43.

If conflation is turned on, the conflation policy is applied (step 54) between the new message and any existing messages on that topic, and at step 55 an appropriate entry is made in the respective mailbox 41, 42, 43 and client queue 40.

At step 56 messages identified in the mailboxes are sent to the respective client.
In the embodiments described above conflation has been applied to clients queues, but as
will be appreciated the described principles can be applied at any appropriate point in the
system. For example, conflation could be performed on the main storage system queue in
addition to, or instead of, conflation on the client queues.

Reference is now made to Figure 5, which illustrates various components of an exemplary
computing-based device which may implement the server 116 above. The computing-based
device may be implemented as any form of a computing and/or electronic device in which
embodiments of the pub/sub system may be implemented.

The computing-based device comprises one or more processors 602 which may be
microprocessors, controllers or any other suitable type of processors for processing computer
executable instructions to control the operation of the device in order to manage and control
transmission of messages in a publish/subscribe system. In some examples, for example
where a system on a chip architecture is used, the processors 602 may include one or more
fixed function blocks (also referred to as accelerators) which implement a part of the queue
serving and transmission methods in hardware (rather than software or firmware).

The computing-based device also comprises an input interface 604, arranged to receive
messages relating to a topic from the publishers, and at least one network interface 606
arranged to send and receive data messages over the communication network 114. In some
examples, the input interface 604 and network interface 606 can be integrated.

The computer executable instructions may be provided using any computer-readable media
that is accessible by the computing based device. Computer-readable media may include, for
example, computer storage media such as memory 608 and communications media.
Computer storage media, such as memory 608, includes volatile and non-volatile, removable
and non-removable media implemented in any method or technology for storage of
information such as computer readable instructions, data structures, program modules or
other data. Computer storage media includes, but is not limited to, RAM, ROM, EPROM,
EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD)
or other optical storage, magnetic cassettes, magnetic tape, magnetic disk storage or other
magnetic storage devices, or any other non-transmission medium that can be used to store
information for access by a computing device. In contrast, communication media may
embody computer readable instructions, data structures, program modules, or other data in a
modulated data signal, such as a carrier wave, or other transport mechanism. As defined
herein, computer storage media does not include communication media. Although the
computer storage media (memory 608) is shown within the computing-based device it will be
appreciated that the storage may be distributed or located remotely and accessed via a
network or other communication link (e.g. using network interface 606).

Platform software comprising an operating system 610 or any other suitable platform software
may be provided at the computing-based device to enable application software 612 to be
executed on the device. Additional software provided at the device may include message
selector logic 614 for implementing the functionality of the conflation manager 202 described
above, and output manager logic for implementing the functionality of the output manager 204
described above. The memory 608 can also provide a data store 618, which can be used to
provide storage for data used by the processors 602 when performing the queue serving and
transmission operations. This can include storing of the messages from the publishers and
storing of the virtual queues.

The term 'processor' and 'computer' are used herein to refer to any device with processing
capability such that it can execute instructions. Those skilled in the art will realize that such
processing capabilities are incorporated into many different devices and therefore the term
'computer' includes set top boxes, media players, digital radios, PCs, servers, mobile
telephones, personal digital assistants and many other devices.

Those skilled in the art will realize that storage devices utilized to store program instructions
can be distributed across a network. For example, a remote computer may store an example
of the process described as software. A local or terminal computer may access the remote
computer and download a part or all of the software to run the program. Alternatively, the
local computer may download pieces of the software as needed, or execute some software
instructions at the local terminal and some at the remote computer (or computer network).
Those skilled in the art will also realize that by utilizing conventional techniques known to
those skilled in the art that all, or a portion of the software instructions may be carried out by a
dedicated circuit, such as a DSP, programmable logic array, or the like.

Any range or device value given herein may be extended or altered without losing the effect
sought, as will be apparent to the skilled person.

It will be understood that the benefits and advantages described above may relate to one
embodiment or may relate to several embodiments. The embodiments are not limited to
those that solve any or all of the stated problems or those that have any or all of the stated
benefits and advantages.

Any reference to 'an' item refers to one or more of those items. The term 'comprising' is used
herein to mean including the method blocks or elements identified, but that such blocks or
elements do not comprise an exclusive list and a method or apparatus may contain additional blocks or elements.

The steps of the methods described herein may be carried out in any suitable order, or simultaneously where appropriate. Additionally, individual blocks may be deleted from any of the methods without departing from the spirit and scope of the subject matter described herein. Aspects of any of the examples described above may be combined with aspects of any of the other examples described to form further examples without losing the effect sought. Where elements of the figures are shown connected by arrows, it will be appreciated that these arrows show just one example flow of communications (including data and control messages) between elements. The flow between elements may be in either direction or in both directions.

It will be understood that the above description of a preferred embodiment is given by way of example only and that various modifications may be made by those skilled in the art. Although various embodiments have been described above with a certain degree of particularity, or with reference to one or more individual embodiments, those skilled in the art could make numerous alterations to the disclosed embodiments without departing from the spirit or scope of this invention.
Claims

1. A computer-implemented method to conflate a time-sensitive message prior to transmission of the time-sensitive message to a subscriber, the method comprising:

   providing a queue comprising at least one time-sensitive message to be transmitted to a client;

   receiving a further time-sensitive message for transmission to the client;

   searching the queue for a time-sensitive message related to the further time-sensitive message; and

   if a related time-sensitive message is identified in the queue, generating a conflated message from the further time-sensitive message and the identified time-sensitive message.

2. A method according to claim 1, wherein searching the queue comprises scanning each of the time-sensitive messages in the queue for time-sensitive messages related to the further time-sensitive message.

3. A method according to claim 1, wherein searching the queue comprises searching a lookup table for time-sensitive messages related to the further time-sensitive message, the lookup table comprising a list of topics associated with at least a portion of the time-sensitive messages in the queue.

4. A method according to any preceding claim, wherein the conflated message comprises at least one of: the content of the time-sensitive message; the content of the further time-sensitive message; the content of both the time-sensitive message and the further time-sensitive message; and new content based on the content of the time-sensitive message and the further time-sensitive message.

5. A method according to claim 4, wherein the content of the conflated message is based on an analysis of the content of the time-sensitive message and the further time-sensitive message.

6. A method according to any preceding claim, wherein the conflated message is inserted in the queue at one of: the position of the time-sensitive message, and the end of the queue.

7. A method according to claim 6, wherein if the conflated message is inserted at the end of the queue, the method further comprises nullifying the time-sensitive message.
8. A method according to claim 6, wherein if the conflated message is inserted at the position of the time-sensitive message, the method further comprises nullifying the further time-sensitive message.

9. A method according claim 1, wherein the conflated message is inserted in a further queue or mailbox.

10. A server to conflate a time-sensitive message prior to transmission of the time-sensitive message to a client, the server comprising:

   a memory configured to store a queue comprising a plurality of time-sensitive messages to be sent to the subscriber; and

   a processor configured to:

   receive a further time-sensitive message;

   search the queue for a time-sensitive message related to the further time-sensitive message;

   if a time-sensitive message is located, generate a conflated message from the time-sensitive message and the further time-sensitive message.

11. A server according to claim 10, wherein searching the queue comprises scanning each of the time-sensitive messages in the queue for messages related to the further time-sensitive message.

12. A server according to claim 10, wherein searching the queue comprises searching a lookup table for time-sensitive messages related to the further time-sensitive message, the lookup table comprising a list of topics associated with at least a portion of the time-sensitive messages in the queue.

13. A server according to any one of claims 10 to 122, wherein the conflated message comprises at least one of: the content of the further time-sensitive message; the content of the time-sensitive message; the content of both the time-sensitive message and the further time-sensitive message; and new content based on the content of the time-sensitive message and the further time-sensitive message.

14. A server according to claim 13, wherein the content of the conflated message is based on an analysis of the content of the time-sensitive message and the further time-sensitive message.
15. A server according to any one of claims 10 to 144, wherein the conflated message is inserted in the queue at one of: the position of the time-sensitive message; and the end of the queue.

16. A server according to claim 155, wherein if the conflated message is inserted at the end of the queue, the method further comprises nullifying the further time-sensitive message.

17. A server according to claim 155, wherein if the conflated message is inserted at the position of the time-sensitive message, the method further comprises nullifying the further time-sensitive message.

18. A server according to claim 10, wherein the conflated message is added to a further queue or mailbox.
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