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Beschreibung

HINTERGRUND DER ERFINDUNG

1. GEBIET DER ERFINDUNG

[0001] Die vorliegende Erfindung bezieht sich allge-
mein auf Computersoftware und Computernetzma-
nagement. Genauer bezieht sich die vorliegende Er-
findung auf serverbasierte Managementsoftware und 
Softwareregistration in einem Computernetz.

2. ERÖRTERUNG DES STANDES DER TECHNIK

[0002] In den letzten Jahren sind Computernetze 
nicht nur in der Größe gewachsen, wie etwa der Zahl 
von Benutzern oder geografischer Abdeckung, son-
dern auch im Sinne der Typen von Diensten und Pro-
tokollen, die ein einzelnes Netz vorsehen und unter-
stützen kann. Viele Computernetze erlauben Endbe-
nutzern, auf alle Typen von Diensten zuzugreifen, wie 
etwa Durchsuchen von Nachrichtendiensten oder 
Zugreifen auf das Internet, und schränken Benutzer 
nicht auf ein zwingendes oder erforderliches Netz-
kommunikationsprotokoll ein. Mit der Ausbreitung 
von Diensten, die in einigen Computernetze verfüg-
bar sind, gibt es eine wachsende Belastung bei Sys-
tem- oder Netzadministratoren beim Managen dieser 
Dienste. Ein Systemadministrator muss nun typi-
scherweise Software auf verschiedenen Servern in-
stallieren und managen, wobei jeder Server typi-
scherweise einen oder mehr Dienste für Netzbenut-
zer unterbringt oder vorsieht. Abhängig von der Grö-
ße des Netzes und der Zahl von Diensten kann das 
tägliche Management, z.B. Installieren, Aktualisieren 
und Beheben von Störungen, der Software, die hinter 
diesen Diensten steht, eine langwierige, fehleranfälli-
ge und zeitraubende Aufgabe für einen Systemadmi-
nistrator werden. Dies trifft insbesondere hinsichtlich 
Systemadministratoren zu, die mit dem Netz, den 
Servern oder der Konfiguration dieser Server nicht 
vertraut sind.

[0003] Die Literaturstelle SZWARC M: "Virtual priva-
te data network service in the wide area networks"
COUNTDOWN TO THE NEW MILLENIUM. PHOE-
NIX; 2.–5. DEZ. 1991, PROCEEDINGS OF THE 
GLOBAL TELECOMMUNICATIONS CONFE-
RENCE. (GLOBECOM), NEW YORK, IEEE, US, Vol. 
3, 2. Dezember 1991, Seiten 1033–1037, ISBN: 
0-87942-697-7 legt ein Verfahren und eine Vorrich-
tung für einen sicheren Zugriff auf die Administration 
einer Vielzahl von Netzdiensten offen, die sich auf ei-
nem oder mehr Dienst-Host-Computern befinden. 
Der Benutzer meldet sich bei einem zentralen Dienst-
manager mit USERID und Passwort an, und ihm wird 
dann eine Liste von Diensten präsentiert, die er ver-
wenden und/oder administrieren kann.

[0004] In einem Computernetz mit großem Aus-

maß, das typischerweise viele Typen von Diensten 
und Anwendungen, wie oben beschrieben, vorsieht, 
gibt es typischerweise mehrere oder viele Server-Ma-
schinen, auf die Endbenutzer oder Clients zugreifen 
können. Die Tatsache, dass es viele Server in dem 
Netz gibt, ist gewöhnlich für einen typischen Endnut-
zer transparent, der normalerweise nicht mit der phy-
sischen Konfiguration des Netzes befasst ist. Ein 
Systemadministrator, der zum Managen eines Com-
puternetzes verantwortlich ist, tut dies normalerweise 
von einem Server und einer Konsole, der generisch 
als ein Administrationsserver beschrieben wird, wie 
etwa ein Webserver. Fig. 1 ist ein Blockdiagramm ei-
nes Computernetzes mit vielen Servern, die für End-
benutzer zugreifbar und mit einem Administrations-
server verbunden sind, der nicht mit den automati-
sierten Managementfähigkeiten der vorliegenden Er-
findung konfiguriert ist. Ein Computernetz 102 hat 
eine Administratorkonsole, gezeigt als Client 104, die 
mit einem Web- oder Administratorserver 106 ver-
bunden ist. Mit dem Webserver 106 sind viele 
"Dienst-"Server 108 verbunden. Aus der Sicht des 
Administrationsservers 106 werden Server 108 als 
Managementclients bezeichnet. Aus der Sicht eines 
Endbenutzers sind sie aber einfach Server, wobei je-
der Server eine bestimmte Funktion aufweisen oder 
einen bestimmten Dienst vorsehen kann.

[0005] Wenn eine Aktualisierung, Installation oder 
ein beliebiger Typ von Wartung in der Anwendungs-
software vorgenommen wird, die sich auf einem der 
Server 108 befindet, oder dem Netz 102 ein neuer 
Server hinzugefügt wird, muss der Systemadminist-
rator Software auf Administrationsserver 106 ent-
sprechend modifizieren. Falls z.B. ein neues Merk-
mal auf einem existierenden Mail-Server installiert 
wird oder ein neuer Mail-Server hinzugefügt wird, 
muss sich der Administrator den Standort und andere 
Informationen des neuen Merkmals oder Servers zur 
Zeit der Aktualisierung aufschreiben oder merken. 
Der Administrator installiert eine neue Anwendung 
auf einem Server 110. Diese Information, inkludie-
rend den Standort von beliebigen Managementmo-
dulen der neuen Anwendung, die in der Form eines 
einheitlichen Ressourcenlokators (Uniform Resource 
Locator) sein kann, muss dann in Konsole 104 einge-
geben werden. Sobald in Administratorkonsole 104
manuell eingegeben, wird die Information, die benö-
tigt wird, um die neue Software oder den Server zum 
managen, auf Administrationsserver 106 widerge-
spiegelt. In dieser Stufe ist der Standort von beliebi-
gen Managementmodulen auf Server 110 für den 
Systemadministrator von Administratorkonsole 104
verfügbar. Das neue Mail-Merkmal aus dem Beispiel 
kann durch Endbenutzer nicht gemanagt oder richtig 
konfiguriert werden, bis es bei dem Administrations-
server 106 "registriert" ist. Administrationsserver 106
muss wissen, wo die Managementmodule auf Ma-
nagementclients 108 zu finden sind, die mit dem neu-
en Mail-Merkmal in Verbindung stehen, bevor Endbe-
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nutzer eine Verwendung der Software beginnen kön-
nen.

[0006] Dies ist ein ineffizienter Prozess für den Ad-
ministrator und für Endbenutzer unbequem, die in der 
Erwartung gekommen sind, dass neue Anwendun-
gen in ihren Netzen für eine Verwendung so schnell 
wie möglich verfügbar sind. Dieser Prozess ist auch 
fehleranfällig, da der Administrator manuelle oder 
nicht-automatisierte Aufgaben durchführen muss, 
wie Aufschreiben von Information über das neue 
Merkmal oder den Server während einer Installation, 
die später auf einer Administratorkonsole einzuge-
ben ist. Dieses Problem wird verstärkt, falls es Dut-
zende von Servern gibt, jeder mit vielen Anwendun-
gen (z.B. sind 30 nicht unüblich), die häufige Aktuali-
sierungen, Korrekturen oder neue Versionen aufwei-
sen, die auf eine zeitgerechte und akkurate Art und 
Weise installiert werden müssen. In diesem Typ einer 
Einrichtung kann Management von Netzdiensten 
nicht nur ineffizient, zeitraubend und fehleranfällig, 
sondern auch unpraktisch sein.

[0007] Ein Problem mit vorhandenen webserverba-
sierten Netzen, die typischerweise viele Diensthosts 
aufweisen, besteht in der Gestaltung und Implemen-
tierung eines Benutzerauthentifizierungsmechanis-
mus. Ein webserverbasiertes Computernetz, oder ein 
beliebiger Typ eines Computernetzes, muss ein Au-
thentifizierungsprotokoll oder Mechanismus haben 
um sicherzustellen, dass ein Benutzer nur diejenigen 
Operationen durchführen oder auf diejenigen Datei-
en zugreifen kann, für die der Benutzer für eine 
Durchführung oder einen Zugriff autorisiert ist. In dem 
Fall vom Managen von Diensten auf den vielen 
Diensthosts kann es mehr als einen Systemadminis-
trator geben, der für eine Unterhaltung der Dienste 
auf diesen Hosts verantwortlich ist. Es ist möglich, 
dass gewissen Administratoren nicht die vollständige 
Autorisierung gegeben wird, alle möglichen Operati-
onen auf dem Webserver und den Diensthosts durch-
zuführen, was z.B. nur einem Senior- oder "Su-
per"-Systemadministrator gegeben werden kann. Da 
Managen von Diensten auf den Hosts eine Administ-
rationsaufgabe ist, die durch eine Administrations-
schnittstelle erledigt wird, ist irgendein Typ von Be-
nutzerauthentifizierung notwendig.

[0008] Obwohl Authentifizierung für webbasierte 
Netze existiert, sind vorliegende Implementierungen 
und Gestaltungen für Benutzerautorisierung ineffizi-
ent und sich wiederholend. Die Authentifizierung, auf 
die hier Bezug genommen wird, ist die Verifizierung 
und Autorisierung von System- oder Netzadministra-
toren zum Managen von Diensten auf Diensthosts in 
einem Netz von einem Browser auf einer Administra-
tionskonsole. Typischerweise haben jeder Dienst auf 
einem Diensthost und seine ein oder mehr Manage-
mentmodule unterschiedliche Authentifizierungsme-
chanismen und Standards. Es gibt keinen klaren 

Standard über ein Protokoll oder einen Prozess zum 
Implementieren von Authentifizierung und Zugriffs-
steuerung auf eine verteilte Art und Weise in einem 
webserverbasierten System. Ein Systemadministra-
tor muss sich jedes Mal erneut authentifizieren, wenn 
sich der Administrator an einem Diensthost anmel-
det, da die Diensthosts nicht miteinander in Verbin-
dung stehen. Es kann ein Browser-Programm auf ei-
nem Client laufen, das auf einem beliebigen Typ ei-
nes Betriebssystems läuft, somit kann der Browser, 
der durch den Administrator verwendet wird, nicht auf 
einem UNIX-basierten Client sein und nicht eine be-
kannte UNIX-Identität haben. Da der Browser nicht 
eine bekannte UNIX-Identität hat, kann eine Identität 
nicht von einem Diensthost zu anderen Diensthosts 
kommuniziert werden. Somit muss ein Systemadmi-
nistrator einen Authentifizierungsprozess für jeden 
Diensthost durchlaufen, da der Administrator nicht 
eine einzelne oder global anerkannte Identität hat.

[0009] Deshalb wäre es wünschenswert, Endbenut-
zeranwendungssoftware und Dienste, die in einem 
Computernetz verfügbar sind, von einem zentralen 
Standort zum managen, indem es eine beliebige not-
wendige Software zum Managen dieser Anwendun-
gen und Dienste gibt, die automatisch in dem zentra-
len Standort während Installation registriert wird und 
von einem gut bekannten Standort zugreifbar ist. Es 
wäre auch wünschenswert, einen Authentifizierungs-
mechanismen zu haben, der eine einzelne Anmel-
dung für diese Funktionen innerhalb der Umgebung 
eines Webservers und des existierenden Systems 
des Servers von Benutzeridentität und Zugriffssteue-
rung vorsieht. Ferner wäre es wünschenswert, dies 
von einem zentralen Standort und durch Zuweisen ei-
ner universellen Identität für einen Benutzer, der 
Dienste von einem Browser in einem webserverba-
sierten Netz managt, zu erreichen.

ZUSAMMENFASSUNG DER ERFINDUNG

[0010] Um das Vorangehende zu erreichen, und in 
Übereinstimmung mit dem Zweck der vorliegenden 
Erfindung werden ein Verfahren und ein System und 
ein computerlesbares Medium zum Sichern von Zu-
griff zu einem Dienstmanager für die Administration 
von Diensten, die sich auf einem oder mehr Dienst-
hostcomputern befinden, gemäß Ansprüchen 1, 14 
bzw. 15 vorgesehen. Die Erfindung bezieht sich fer-
ner auf ein System zum Sichern von Administration 
von Diensten, die sich auf einem oder mehr Dienst-
hostcomputern befinden, von einem Administrations-
servercomputer gemäß Anspruch 13.

KURZE BESCHREIBUNG DER ZEICHNUNGEN

[0011] Die Erfindung, gemeinsam mit ihren weiteren 
Vorteilen, kann am besten durch Verweis auf die fol-
gende Beschreibung verstanden werden, die in Ver-
bindung mit den begleitenden Zeichnungen aufge-
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nommen wird, in denen:

[0012] Fig. 1 ein Blockdiagramm eines Compu-
ternetzes mit vielen Servern ist, auf die durch Endbe-
nutzer zugegriffen werden kann, und die mit einem 
Administrationsserver verbunden sind, der nicht mit 
den automatisierten Managementfähigkeiten der vor-
liegenden Erfindung konfiguriert ist;

[0013] Fig. 2 ein Blockdiagramm von serverseitigen 
Komponenten eines Computernetzes in Übereinstim-
mung mit einer Ausführungsform der vorliegenden 
Erfindung ist;

[0014] Fig. 3 ein Flussdiagramm ist, das einen 
Überblick über einen Prozess zum Registrieren eines 
neuen Dienstes in einem Netz in Übereinstimmung 
mit einer Ausführungsform der vorliegenden Erfin-
dung zeigt;

[0015] Fig. 4 ein Flussdiagramm ist, das Schritt 304
von Fig. 3 zum Registrieren eines Dienstes in Über-
einstimmung mit einer Ausführungsform der vorlie-
genden Erfindung detaillierter zeigt;

[0016] Fig. 5 ein Flussdiagramm ist, das Schritt 306
von Fig. 3 in Übereinstimmung mit einer Ausfüh-
rungsform der vorliegenden Erfindung detaillierter 
zeigt;

[0017] Fig. 6a und Fig. 6b Bildschirmdrucke einer 
grafischen Benutzerschnittstelle sind, die auf dem 
Browser-Host in Übereinstimmung mit einer Ausfüh-
rungsform der vorliegenden Erfindung angezeigt 
wird;

[0018] Fig. 7 ein Bildschirmdruck einer grafischen 
Benutzerschnittstelle bezüglich der Zugriffssteue-
rung und Authentifizierung eines Benutzers des Ma-
nagementkonsolenprogramms in Übereinstimmung 
mit einer Ausführungsform der vorliegenden Erfin-
dung ist;

[0019] Fig. 8a und Fig. 8b Flussdiagramme eines 
Prozesses zum Durchsetzen einer Zugriffssteuerung 
und Autorisierung in dem Managementsteuerpro-
gramm in Übereinstimmung mit einer Ausführungs-
form der vorliegenden Erfindung sind;

[0020] Fig. 9 ein Flussdiagramm ist, das Schritt 806
von Fig. 8a detaillierter zeigt;

[0021] Fig. 10 ein Blockdiagramm eines typischen 
Computersystems ist, das zum Implementieren einer 
Ausführungsform der vorliegenden Erfindung geeig-
net ist.

DETAILLIERTE BESCHREIBUNG DER BEVOR-
ZUGTEN AUSFÜHRUNGSFORMEN

[0022] Es wird nun detaillierter Bezug auf eine be-
vorzugte Ausführungsform der Erfindung genom-
men. In den begleitenden Zeichnungen wird ein Bei-
spiel der bevorzugten Ausführungsform veranschau-
licht. Während die Erfindung in Verbindung mit einer 
bevorzugten Ausführungsform beschrieben wird, 
wird verstanden, dass nicht gedacht ist, die Erfindung 
auf eine bevorzugte Ausführungsform zu begrenzen. 
Im Gegensatz dazu ist beabsichtigt, Alternativen, 
Modifikationen und Entsprechungen abzudecken, 
wie sie innerhalb des Geistes und Bereichs der Erfin-
dung inkludiert sein können, wie durch die angefüg-
ten Ansprüche definiert.

[0023] Es werden ein Verfahren und ein System 
zum Managen von Softwareanwendungen und 
Diensten von einem zentralen Standort in einem 
Computernetz in den verschiedenen Zeichnungen 
beschrieben. In einem Computernetz mit großem 
Ausmaß mit vielen Servern und einer großen Endbe-
nutzerbasis ist Management von Anwendungen und 
Software in dem Netz eine zeitraubende und fehler-
anfällige Aufgabe. Typischerweise installiert ein Sys-
temadministrator eine neue Anwendung oder Dienst 
auf einem Diensthost, d.h. einem der Netzserver, was 
normalerweise auf dem Server geschieht. Informati-
on bezüglich Management der Anwendung, insbe-
sondere der Standort und Namen von Dateien von 
Managementmodulen, wird manuell durch den Sys-
temadministrator vermerkt. Diese Information wird 
dann in einem Administratorserver durch eine Admi-
nistratorkonsole eingegeben. Sobald der Standort 
des neuen Anwendungsmanagementmoduls dem 
Administratorserver, z.B. einem Webserver, bekannt 
ist, können Endbenutzer auf die neue Anwendung 
zugreifen. Dieser Prozess wird umständlich und inef-
fizient, wenn es viele Server in dem Netz gibt, von de-
nen jeder Anwendungen hat, die häufige Aktualisie-
rung, Modifikation oder Austausch erfordern. Dieses 
Problem ist insbesondere aus der Sicht des Endbe-
nutzers dadurch akut, dass die Erwartung hoch ist, 
dass eine Anwendung für eine Verwendung schnell 
verfügbar ist, nachdem sie empfangen wurde. Der 
beschriebene nicht-automatisierte zweistufige Pro-
zess erhöht die Zeit, bevor eine Anwendung für Be-
nutzer in dem Netz verfügbar sein kann.

[0024] Die vorliegende Erfindung ist ein Verfahren 
zum Automatisieren des Prozesses zum Registrieren 
neuer Anwendungen und Dienste in einem zentralen 
Managementstandort, wie etwa einem Webserver, 
wobei dadurch die Menge von Informationen, die sich 
ein Administrator merken muss, reduziert wird und 
ein Dienst Endbenutzern schneller zur Verfügung ge-
stellt wird. In der beschriebenen Ausführungsform in-
volviert die vorliegende Erfindung ein Management-
konsolenprogramm, das sich auf einem Administrati-
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onsserver befindet, der andere Server oder Dienst-
hosts in dem Netz managt, auch als Managementcli-
ents in dem Sinn bezeichnet, dass diese Server "Cli-
ents" des Administrationsservers sind. Die beschrie-
bene Ausführungsform inkludiert auch einen persis-
tenten Speicherbereich, der eine Datenbank zum 
Speichern von Managementinformation enthält, und 
(z.B. System- und Netzadministratoren) Authentifi-
zierungsinformation bezüglich der Dienste auf den 
Diensthosts und ein "gut bekanntes" Verzeichnis, das 
mit jedem Managementclient in Verbindung steht, 
verwendet. In anderen bevorzugten Ausführungsfor-
men, die nachstehend detaillierter beschrieben wer-
den, können die Speicherbereiche z.B. über das Netz 
verteilt sein, anstatt von nur mit einem Server in Ver-
bindung zu stehen. In einer anderen bevorzugten 
Ausführungsform befindet sich das Managementkon-
solenprogramm nicht vollständig auf dem Administra-
tionsserver, sondern kann auch zwischen dem Ser-
ver und einer Administratorclientmaschine verteilt 
sein. Diese Komponenten werden in Fig. 2 gezeigt.

[0025] Fig. 2 ist ein Blockdiagramm von serverseiti-
gen Komponenten eines Computernetzes in Über-
einstimmung mit einer Ausführungsform der vorlie-
genden Erfindung. Eine serverseitige Konfiguration 
200 eines vollständigen Netzes (nicht gezeigt) kann 
betrachtet werden, zwei Sektionen, eine Sektion 202, 
die eine Administrationsseite darstellt, und eine Sek-
tion 204, die Netzserver oder Serverhosts darstellt, 
aufzuweisen. Nicht gezeigt in Fig. 2 werden die Net-
zendbenutzer auf Clientmaschinen, die typischerwei-
se auf Netzserver 206 zugreifen können, um Dienste 
vorzusehen, oder zum Ablaufen von Anwendungen 
oder zum Durchführen anderer Netzoperationen. Ob-
wohl die Endbenutzer eines Computernetzes zu den 
Nutznießern der vorliegenden Erfindung dadurch ge-
hören, dass Dienste und Anwendungen in dem Netz 
für sie schneller zur Verfügung stehen und nicht so 
häufig gestoppt werden, wird in der beschriebenen 
Ausführungsform die Erfindung durch einen System-
administrator oder Netzmanager (d.h. den Benutzer) 
verwendet.

[0026] In der beschriebenen Ausführungsform wer-
den Managementclients 206 durch einen Webserver 
208 gemanagt. In anderen bevorzugten Ausfüh-
rungsformen kann Server 208 ein anderer Typ eines 
Servers sein, wie etwa ein generischerer Administra-
tionsserver, oder ein Server sein, der andere Funkti-
onen hat, abhängig von der Größe des Netzes und 
der Kapazität des Servers. In jedem Fall hat Server 
208 in dem Netz die Rolle zum Managen von Ma-
nagementclients 206. Ein Merkmal von Server 208
besteht darin, dass er ein Managementkonsolenpro-
gramm 210 enthält, das nachstehend detaillierter be-
schrieben wird. Ein anderes Merkmal von Webserver 
208 besteht darin, dass er Zugriff auf eine persistente 
Speicherbereichsdatenbank 212 hat, die Dienstma-
nagement-Modulinformation speichert. Webserver 

208 kommuniziert mit Speicher 212 durch das Leicht-
gewichts-Verzeichniszugriffsprotokoll (LDAP, 
light-weight directory access protocol) 214. In ande-
ren bevorzugten Ausführungsformen können andere 
Datenzugriffsprotokolle zwischen Server 208 und 
Speicherbereich 212 verwendet werden. Speicher-
bereich 212 ist auch für Managementclients 206 zu-
greifbar. Der persistente Speicher 212 ist eine zuver-
lässige Datenbank, die Daten, in der beschriebenen 
Ausführungsform, in einem hierarchischen Format 
speichert. In anderen bevorzugten Ausführungsfor-
men kann die Datenbank in einem relationalen Da-
tenbankformat vorliegen oder Daten in einem Daten-
depot eines objektorientierten Typs speichern. Au-
ßerdem kann Speicher 212 in anderen bevorzugten 
Ausführungsformen über einen persistenten 
Speicherbereichsteil von Managementclients 206, 
Webserver 208 und anderen persistenten Speicher-
medien, die in dem Netz verfügbar sind und auf die 
durch die Server zugegriffen werden kann, verteilt 
sein.

[0027] Wie erwähnt, wird die vorliegende Erfindung 
hauptsächlich durch einen Systemadministrator ver-
wendet. Der Administrator greift auf Server 208 durch 
eine spezielle Client-Administratorkonsole 216 zu. In 
der beschriebenen Ausführungsform ist Konsole 216
mit einem webbasierten Browserprogramm ausge-
rüstet, das dem Administrator erlaubt, auf Server 208
zuzugreifen, und genauer Managementkonsolenpro-
gramm 210 und Speicherbereich 212 zu verwenden. 
Server 208 kann auch als ein Managementkonsolen-
host aus der Sicht von Browser-Host 216 bezeichnet 
werden. Wie nachstehend detaillierter beschrieben 
wird, kann ein Systemadministrator Browser-Host 
216 verwenden, um Softwareanwendungen und 
Dienste auf Managementclients 206 zu managen.

[0028] Managementclients 206 können alle oder ei-
nige der Server in dem Netz inkludieren. Diese wer-
den durch einen Systemadministrator durch Webser-
ver 208 gemanagt, der mit Speicher 212 über LDAP 
kommuniziert. Jeder Managementclient hat einen 
oder mehr Dienste, die bei 218 gezeigt werden, und 
ein oder mehr entsprechende Managementmodule, 
die bei 220 im Serverhost 207 gezeigt werden. Wenn 
ein neuer Dienst installiert wird oder ein existierender 
Dienst aufgerüstet wird, wird ein Eintrag im Manage-
mentmodulbereich 220 geändert. Wie nachstehend 
detaillierter beschrieben wird, spiegelt sich diese Än-
derung in entsprechenden Einträgen im persistenten 
Speicher 212 wider. Obwohl Dienste 218 in Fig. 2 ge-
trennt von Managementmodulen 220 gezeigt wer-
den, sind die zwei Komponenten zueinander ganz-
heitlich. Mit anderen Worten ist ein Managementmo-
dul eines Dienstes ganzheitlich mit dem Hauptkörper 
oder funktionalen Modulen des Dienstes gebunden. 
Die zwei Komponenten haben jedoch dennoch ge-
trennte Rollen. Managementmodule 220 sind in Kon-
figurationsdateien gespeichert, ein Konfigurations-
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komponentenverzeichnis wird nachstehend detail-
lierter beschrieben. In anderen bevorzugten Ausfüh-
rungsformen kann die Information in Management-
modulen 220 in anderen Formaten gespeichert sein, 
wie etwa einer Datenbank oder einem Standardver-
zeichnis, dass auch andere Nicht-Management-Da-
teien enthält.

[0029] Die verbleibenden Komponenten in Fig. 2, 
die sich auf das Managementkonsolenprogramm be-
ziehen, sprechen Authentifizierung und Zugriffssteu-
ermerkmale an. Managementkonsolenprogramm 
210 hat eine Authentifizierungsschicht 222, die Be-
nutzerverifizierung und Autorisierungsfunktionen 
durchführt, wie in Hinsicht auf Fig. 7 bis Fig. 9 nach-
stehend detaillierter beschrieben wird. Mit Konsolen-
host 208 steht eine gemeinsame Gateway-Schnitt-
stelle (Common Gateway Interface), oder CGI-Pro-
gramm, in Verbindung, was durch einen Webserver 
verwendet wird, um Programme auszuführen. In der 
beschriebenen Ausführungsform wird CGI-Pro-
gramm 224 verwendet, um Programme von Konso-
lenhost 208 auszuführen, und ist logisch in zwei Teile 
unterteilt: eine Managementkonsolen-CGI 226 und 
eine Servlet-CGI 228. Managementkonsolen-CGI 
226 kommuniziert mit Managementkonsolenpro-
gramm 208 und wird nachstehend mit Bezug auf 
Fig. 8a und Fig. 8b detaillierter erläutert. Servlet-CGI 
228 kommuniziert Authentifizierungsdaten von Kon-
solenhost 208 zu den Diensthosts 206, und ist eine 
Komponente, die in der Technik gut bekannt ist.

[0030] Auf Diensthosts 206 befindet sich eine ent-
sprechende Authentifizierungs- und Zugriffssteuer-
schicht 230, die Teil von Managementmodulkompo-
nente 220 ist. Authentifizierungsschicht 230 emp-
fängt Daten von Konsolenhost 208 durch Servlet-CGI 
228. Diese Komponenten werden verwendet um si-
cherzustellen, dass ein Systemadministrator, der sich 
anmeldet, um das Managementkonsolenprogramm 
zu verwenden, um bestimmte Dienste zu managen, 
autorisiert ist, diese Dienste zu managen, und erlaubt 
auch einem "Super"-Systemadministrator, Administ-
ratoren und bestimmte Privilegien in dem Manage-
mentkonsolenrahmenwerk hinzuzufügen und zu lö-
schen. In der beschriebenen Ausführungsform wird 
diese Funktionalität durch eine grafische Benutzer-
schnittstelle veranschaulicht, die in Fig. 7 gezeigt 
wird. Diensthosts 206 authentifizieren eine Zugriffs-
steuerung eines Benutzers und Autorisierung mit 
dem persistenten Datenspeicher 212 neu.

[0031] Fig. 3 ist ein Flussdiagramm, das einen 
Überblick über einen Prozess zum Registrieren eines 
neuen Dienstes in einem Netz in Übereinstimmung 
mit einer Ausführungsform der vorliegenden Erfin-
dung zeigt. Das Flussdiagramm zeigt die Schritte, die 
durch einen Systemadministrator unternommen wer-
den, wenn entweder ein neuer Dienst registriert, ein 
Dienst aufgerüstet oder ein neuer Managementclient 

zu dem Netz hinzugefügt wird. In Schritt 302 wird ein 
Dienst auf einem bestimmten Managementclient in-
stalliert. Dies geschieht typischerweise durch eine 
Clientmaschine, die als ein Browserhost funktioniert, 
und wird gewöhnlich durch einen Systemadministra-
tor durchgeführt. Ein Managementmodul, das mit 
dem Dienst in Verbindung steht, ist ein Segment von 
ausführbarem Code, das auch auf dem Manage-
mentclient installiert ist. Ein Beispiel eines Manage-
mentmoduls auf einem Mail-Server ist ein Modul, das 
eine maximale Quote (Kontingent) pro Endbenutzer 
anzeigt; d.h. die maximale Speichergröße, die ein 
Benutzer belegen darf. Ein anderes Beispiel ist ein 
Webserver, der sich im Besitz durch einen ISP (Inter-
netdienstanbieter, Internet service provider) befindet, 
der Web-Standorte für seine Kunden unterbringt. In 
diesem Kontext kann ein Managementmodul die Hin-
zufügung eines neuen Web-Standorts auf dem Web-
server managen.

[0032] Das Managementmodul kann eines von 
mehreren Typen sein. In der beschriebenen Ausfüh-
rungsform sind die Typen von Managementmodulen 
browser-basiert, X-basiert und Kommandozeile. Ein 
browser-basiertes Managementmodul steht mit einer 
Anwendung in Verbindung, die in einem Web-Brow-
ser ausgeführt wird. Es wird vorausgesetzt, dass eine 
große Mehrheit der Anwendungstypen Anwendun-
gen sein werden, die in einem Web-Browser laufen. 
Ein X-basiertes Managementmodul steht typischer-
weise mit einer autonomen Anwendung in Verbin-
dung, die basierend auf dem X-Protokoll, einer Kom-
ponente des UNIX-Betriebssystems, läuft. Diese An-
wendungen laufen im allgemeinen nicht innerhalb ei-
nes Browsers, sondern von einer Betriebssys-
tem-Shell. Es ist aus Standard und gut bekannten 
X-Windows, einer UNIX-basierten grafische Benut-
zerschnittstelle, abgeleitet. Ein Kommandozei-
len-Managementmodul steht mit einer Anwendung in 
Verbindung, die unter Verwendung von Kommando-
zeilen gemanagt wird, kann aber eingebettet sein in 
und ausgeführt werden von einem Web-Browser. 
Eine Kommandozeile kann oder kann nicht Laufzeit-
parameter aufweisen, wie nachstehend beschrieben 
wird. Beispiele von Kommandozeilenbefehlen sind 
"ls" (eine Liste von Dateien erhalten), "whoami" (In-
formation über einen gegenwärtigen Benutzer zu-
rückgeben) und "ps" (Information über einen Leis-
tungsverhaltensstatus vorsehen). In anderen bevor-
zugten Ausführungsformen können andere Typen 
von Managementmodulen installiert sein.

[0033] In Schritt 304 registriert der Systemadminist-
rator den Dienst und Managementmodule auf dem 
Managementclient. In der beschriebenen Ausfüh-
rungsform geschieht dies durch Ablaufen eines Be-
fehls, der als mc_reg bezeichnet wird, auf dem Ma-
nagementclient. Durch Registrieren des Dienstes 
und der Managementmodule wird der Administrati-
onsserver (Server 208 in Fig. 2) darüber informiert, 
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welcher Typ eines Moduls installiert wird. Typischer-
weise registriert ein Systemadministrator mehrere 
neue Dienste auf verschiedenen Managementcli-
ents. Somit werden Schritte 302 und 304 für mehrere 
Dienste auf verschiedenen Managementclients wie-
derholt. Sobald ein Dienst auf einem Serverhost re-
gistriert ist, werden bestimmte Dateien, die als Kom-
ponentenkonfigurationsdateien bezeichnet werden, 
die Managementdaten speichern, in einem Kompo-
nentenkonfigurationsverzeichnis auf dem Diensthost 
erstellt und gespeichert. Schritt 304 wird mit Bezug 
auf Fig. 4 detaillierter beschrieben.

[0034] In Schritt 306 wird eine Routine zum "Aufde-
cken" durch eine zugehörige grafische Benutzer-
schnittstelle initiiert, die mit Managementkonsolen-
programm 210 in Verbindung steht, und läuft auf ei-
nem Diensthost. Die Routine erlaubt dem Manage-
mentkonsolenprogramm, einen bestimmten Dienst-
host zu registrieren. Der Systemadministrator instru-
iert z.B. durch Browserhost 216 die Managementkon-
sole, zu einem bestimmten Diensthost oder einer 
Gruppe von Diensthosts zu gehen um nachzusehen, 
was registriert wurde. In der beschriebenen Ausfüh-
rungsform geschieht dies durch die Management-
konsole durch Überprüfen eines gut bekannten Ver-
zeichnisses, das als das Komponentenkonfigurati-
onsverzeichnisses bezeichnet wird, auf den Dienst-
hosts, die durch den Systemadministrator angezeigt 
werden. Schritt 306 wird in Fig. 5 detaillierter be-
schrieben. In einer bevorzugten Ausführungsform 
kann die Aufdeckungsroutine lokal auf dem Dienst-
host zu der Zeit laufen, zu der der Dienst in Schritt 
302 installiert wird. Der Diensthost kann dann die Er-
gebnisse der entfernten oder Auto-Aufdeckung zu 
dem Managementkonsolenprogramm übertragen. In 
der beschriebenen Ausführungsform kann der Syste-
madministrator der Managementkonsole mitteilen, 
alle Diensthosts, die durch den Administrator kürzlich 
modifiziert, aufgerüstet oder neu hinzugefügt wur-
den, zu registrieren. In der beschriebenen Ausfüh-
rungsform fährt das Managementkonsolenprogramm 
fort, diese Diensthosts zu überprüfen, und wird belie-
bige Aktualisierungen durch Überprüfung des 
Komponentenkonfigurationsverzeichnisses registrie-
ren. Sobald alle modifizierten Diensthosts registriert 
wurden, können Endbenutzer beginnen, die Dienste 
oder Anwendungen zu verwenden, und der Registra-
tionsprozess ist abgeschlossen.

[0035] Fig. 4 ist ein Flussdiagramm, das Schritt 304
von Fig. 3 zum Registrieren eines Dienstes in Über-
einstimmung mit einer Ausführungsform der vorlie-
genden Erfindung detaillierter zeigt. Schritt 304 hat 
den Prozess zum Registrieren eines neuen Dienstes 
auf einem Diensthost eingeführt, sodass die Ma-
nagementkonsole später aufdecken kann, dass ein 
neuer Dienst auf diesem Host registriert wurde, wie 
durch einen Systemadministrator angewiesen. In 
Schritt 402 wird der Dienst- oder Anwendungstyp zu 

dem Diensthost identifiziert. Wie oben beschrieben, 
kann in der beschriebenen Ausführungsform ein 
Dienst einer von drei Typen sein: browser-basiert, 
X-basiert und Kommandozeile. In anderen bevorzug-
ten Ausführungsformen können zusätzliche Typen 
eingegeben werden. In der beschriebenen Ausfüh-
rungsform wird dieser Schritt auf dem Diensthost 
durchgeführt und ist ein Weg zum Informieren der 
Managementkonsole über den Anwendungstyp. In 
anderen bevorzugten Ausführungsformen kann die-
se Information in dem Browserhost eingegeben wer-
den. Information, die auf dem Diensthost nach Schritt 
402 eingegeben wird, hängt von dem Typ eines iden-
tifizierten Dienstes ab. Falls der Dienst Web-basiert 
ist, fährt das Flussdiagramm mit Schritt 404 fort. In 
Schritt 404 gibt der Systemadministrator den Stand-
ort des Managementmoduls des Dienstes auf dem 
Diensthost ein. In dem Fall von Web-basierten Diens-
ten ist der Standort typischerweise in der Form eines 
einheitlichen Ressourcenlokators, oder URL. In 
Schritt 406 werden der Diensttyp und der URL des 
Managementmoduls als Parameter in einem gut be-
kannten Standort auf dem Diensthost gesichert. In 
der beschriebenen Ausführungsform werden diese 
zwei Elemente von Information, die als Komponenten 
bezeichnet werden, in einer UNIX-Datei, die als eine 
Komponentenkonfigurationsdatei bezeichnet wird, in 
dem Verzeichnis gesichert, das als Komponenten-
konfigurationsverzeichnis bezeichnet wird. In ande-
ren bevorzugten Ausführungsformen können andere 
Verzeichnisse auf dem Diensthost verwendet wer-
den, um diese Komponenten zu speichern.

[0036] In Schritt 408 werden den zwei Komponen-
ten, die in einem Dienstmanagementmodul enthalten 
sind, Komponentenidentifikatoren zugewiesenen. In 
der beschriebenen Ausführungsform besteht dies 
aus zwei Teilen: (1) einem eindeutigen Identifikator 
(wie etwa ein Solaris-Paketname, z.B. SUNWFTP), 
und (2) einer Versionsnummer. Somit werden dem 
URL und den Diensttypkomponenten ein Komponen-
tenidentifikator zugewiesen und in einer Datei in dem 
Komponentenkonfigurationsverzeichnis gesichert. 
Außerdem wird ein "benutzerfreundlicher" Name für 
den Dienst, der bis zu diesem Punkt ein eindeutiger, 
aber langer und kryptischer Name war, eingegeben. 
Dieser benutzerfreundliche Name ist der Name, der 
auf der grafischen Benutzerschnittstelle angezeigt 
wird, wie nachstehend mit Bezug auf Fig. 6 detaillier-
ter beschrieben wird. In Schritt 420 werden die Daten 
oder Komponenten, die in Schritten 406 und 408 be-
schrieben werden, in einer geeigneten Datei in dem 
Komponentenkonfigurationsverzeichnis gespei-
chert. Somit ist nach Schritt 420 alle Information, die 
benötigt wird, um Schritt 306 von Fig. 3 (den "Aufde-
ckungs"-Prozess) für einen Dienst eines Web-basier-
ten Typs durchzuführen, in einer geeigneten Datei in 
einem gut bekannten Verzeichnis gespeichert, und 
der Prozess ist abgeschlossen.
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[0037] Zurückkehrend zu Schritt 402 fährt, falls der 
Diensttyp X-basiert ist, die Steuerung mit Schritt 410
fort. Wie oben beschrieben, steht ein Dienst eines 
X-basierten Typs typischerweise mit einer autono-
men Anwendung in Verbindung, die basierend auf 
dem X-Protokoll läuft, einer Komponente des 
UNIX-Betriebssystems. In Schritt 410 gibt der Syste-
madministrator den Pfad ein, der notwendig ist, um 
die X-basierte Anwendung aufzurufen. In Schritt 412
werden ein UNIX-Benutzer und eine Benutzergruppe 
eingegeben, um die X-basierte Anwendung aufzuru-
fen. Die Steuerung geht dann zu Schritt 408, wo dem 
Pfad, Benutzername und Gruppe Komponenteniden-
tifikatoren zugewiesen werden. In Schritt 420 werden 
die Komponentenidentifikatoren in einer geeigneten 
Datei in dem Komponentenkonfigurationsverzeichnis 
gespeichert.

[0038] Für Managementmodule eines Kommando-
zeilentyps gibt der Systemadministrator ähnlich zu 
dem X-basierten Typ ein: einen Pfad, um die Kom-
mandozeile aufzurufen, und einen UNIX-Benutzer 
und einen Gruppennamen, die notwendig sind, um 
die UNIX-Anwendung aufzurufen, wie in Schritt 414
gezeigt wird. In Schritt 416 bestimmt der Systemad-
ministrator, ob es irgendwelche Laufzeitparameter in 
dem Befehl gibt (widergespiegelt in dem Manage-
mentmodul vom Kommandozeilentyp). Diese Para-
meter werden nicht zu der Zeit eingegeben, zu der 
der Dienst registriert wird, sondern zu der Zeit, zu der 
der Befehl durch den Endbenutzer ausgeführt oder 
laufen gelassen wird. Die grafische Benutzeroberflä-
che ist modifiziert oder angepasst widerzuspiegeln, 
ob der Endbenutzer Laufzeitparameter eingeben 
kann (z.B. Optionen, die der Benutzer zu der Zeit 
auswählen kann, zu der der Dienst verwendet wird). 
Falls es Laufzeitparameter gibt, stellt sie der System-
administrator als Reaktion auf eine Aufforderung von 
der grafischen Benutzeroberfläche der Management-
konsole bereit. In Schritt 418 gibt der Systemadminis-
trator statische Parameter ein, die durch den Befehl 
angefordert werden. Ein Managementmodul eines 
Kommandozeilentyps wird stets statische Parameter 
aufweisen, ungeachtet dessen, ob der Befehl Lauf-
zeitparameter hat. Die Steuerung geht dann zu 
Schritt 408, wo allen Daten Komponentenidentifikato-
ren zugewiesen werden, wie es für X-basierte und 
Web-basierte Managementmodule geschehen ist. 
Die Komponentenidentifikatoren werden dann in Da-
teien gesichert, die in Schritt 420 in dem Konfigurati-
onskomponentenverzeichnis gespeichert werden. In 
der beschriebenen Ausführungsform hat der Datei-
name das Format "Komponentenidentifikator – Versi-
onsnummer", was eine Bestimmung der Nummer 
von Komponenten erleichtert, die in dem Verzeichnis 
registriert sind, wo jede Komponente eine Datei hat. 
In anderen bevorzugten Ausführungsformen kann 
der Dateiname in anderen Formaten auftreten, wo es 
eine Datei pro Befehl gibt, z.B. Komponentenidentifi-
kator – Befehl #.

[0039] Fig. 5 ist ein Flussdiagramm, das Schritt 306
von Fig. 3 in Übereinstimmung mit einer Ausfüh-
rungsform der vorliegenden Erfindung detaillierter 
zeigt. In der beschriebenen Ausführungsform hat ein 
Diensthost ein laufendes Komponentensoftwareseg-
ment, das alle Managementmodule der Dienste auf 
diesem Diensthost enthält. Das Komponentenkonfi-
gurationsverzeichnis befindet sich in diesem Seg-
ment. Der Diensthost hat auch ein Managementkon-
solen-Rahmenwerksegment, das Code enthält, der 
auch in dem Managementkonsolenprogramm enthal-
ten ist, das sich auf dem Administrationsserver befin-
det. Z.B. befinden sich der Befehl mc_reg und ISP 
entfernter Shell-Code (ISP remote shell code), ein 
Programm zum entfernten Ausführen von X-basier-
ten und Kommandozeilen-Managementprogram-
men, auf sowohl der Managementkonsole als auch 
dem Diensthost. Fig. 5 beschreibt einen Aufde-
ckungsprozess, der das Komponentensoftwareseg-
ment auf einem Diensthost nach Managementmodu-
len, die noch nicht registriert wurden, unter Verwen-
dung von Software in dem Managementkonso-
len-Rahmenwerksegment durchsucht.

[0040] In Schritt 502 spezifiziert ein Systemadminis-
trator einen Diensthostnamen oder einen Dienstna-
men durch eine grafische Benutzerschnittstelle auf 
dem Browserhost. Beispiele von grafischen Benut-
zerschnittstellen, die in der beschriebenen Ausfüh-
rungsform verwendet werden, werden in Fig. 6 und 
Fig. 7 detaillierter gezeigt. Wie oben beschrieben, 
kann es viele Diensthosts geben, von denen jeder 
verschiedene verfügbare Dienste hat. Diese Wahl-
möglichkeiten werden einem Systemadministrator 
durch eine Benutzerschnittstelle präsentiert. Typi-
scherweise wird ein Administrator alle Diensthosts 
auswählen, die Dienste enthalten, die kürzlich modi-
fiziert oder hinzugefügt wurden, und wird alle diese 
Diensthosts auf einmal von dem Browserhost einge-
ben. In Schritt 504 verbindet sich der Management-
konsolenhost mit dem einen oder mehr Diensthosts, 
die in Schritt 502 spezifiziert werden, um ein gut be-
kanntes Verzeichnis auf Komponentenkonfigurati-
onsdateien abzutasten. In der beschriebenen Aus-
führungsform ist das gut bekannte Verzeichnis das 
Komponentenkonfigurationsverzeichnis. Die Ma-
nagementkonsole kommuniziert mit dem Diensthost 
durch ein Standard-CGI- (gemeinsame Gate-
way-Schnittstelle) Programm, das typischerweise 
verwendet wird, um ein Web-basiertes Programm 
von einem Webserver zu initiieren, und ist in der 
Technik gut bekannt. In anderen bevorzugten Aus-
führungsformen kann das CGI-Programm nicht be-
nötigt werden, falls der Administrationsserver nicht 
ein Web-basierte Server ist. Die Abtastung wird unter 
Verwendung eines Kommandozeilenprogramms 
durchgeführt, das Befehle über eine Netzverbindung 
sendet und sie auf dem Zielserver ausführen lässt. 
Genauer werden in der beschriebenen Ausführungs-
form die Befehle durch die Managementkonsole über 
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die Netzverbindung auf dem Diensthost ausgeführt. 
In der beschriebenen Ausführungsform geschieht 
dies durch ein ISP entferntes Shell-Protokoll. Somit 
wird während der Abtastung der UNIX-Befehl "Datei-
en auflisten", ls, in dem Komponentenkonfigurations-
verzeichnis ausgeführt, um eine Liste der Kompo-
nentenkonfigurationsdateien zu erhalten. Eine Liste 
von Dateien, die mit der Managementkonsole regist-
riert werden müssen, wird zu dem Administrations-
server gesendet.

[0041] In Schritt 506 untersucht die Management-
konsole die Liste von Dateien, die auf allen Dienst-
hosts "aufgedeckt" wurden, die in Schritt 502 ange-
geben wurden. Es wird dann die gleiche Verbindung 
zwischen der Managementkonsole und den Dienst-
hosts verwendet, um den Inhalt dieser Dateien abzu-
fragen. In der beschriebenen Ausführungsform wird 
der UNIX-Befehl "concatenate", cat, auf dem Dienst-
host verwendet, um den Inhalt jeder Datei abzufra-
gen. In anderen bevorzugten Ausführungsformen 
können ähnliche Befehle zum Abfragen des Inhalts 
einer Datei in anderen Betriebssystemen verwendet 
werden. Sobald der Inhalt von jeder Datei, die zu re-
gistrieren ist, von den Diensthosts abgefragt wurde, 
wird der Inhalt jeder einzelnen Datei unter Verwen-
dung von Standard- und gut bekannten Par-
sing-Techniken durch die Managementkonsole auf 
dem Administrationsserver geparst. In der beschrie-
benen Ausführungsform ist eine Komponentenkonfi-
gurationsdatei eine flache ASCII-Datei. Durch Par-
sen des Inhalts einer Datei werden der benutzer-
freundliche Namen der Datei, Komponentenidentifi-
katoren und andere Befehlsausführungsinformation 
für jede Datei identifiziert. In der beschriebenen Aus-
führungsform spiegelt diese Information die Informa-
tion wider, die in dem Komponentenkonfigurations-
verzeichnis für jeden der drei Managementmodulty-
pen gesichert wurde, wie in Fig. 4 gezeigt.

[0042] In Schritt 508 werden die Daten, die aus den 
Komponentenkonfigurationsdateien geparst wurden, 
in einem persistenten Speicherbereich gespeichert. 
Wie oben beschrieben, enthält eine Komponenten-
konfigurationsdatei alle Information, die benötigt 
wird, um einen entsprechenden Dienst zu starten. 
Diese Information wird nun in einer Datenbank im 
persistenten Speicher gespeichert, auf den das Ma-
nagementkonsolenprogramm und die Diensthosts 
zugreifen können. Ein Systemadministrator kann nun 
einen Dienst durch die Managementkonsole durch 
Modifizieren des Inhalts dieser Managementdaten 
des Dienstes, die in der persistenten und zuverlässi-
gen Datenbank gespeichert sind, managen. In der 
beschriebenen Ausführungsform verbleiben Daten in 
dem persistenten Speicher, wenn das Netz herunter-
gefahren ist oder wenn die Managementkonsole 
nicht aktiv ist, und sind durch das leichtgewichtige 
Verzeichniszugriffsprotokoll (LDAP) zugreifbar. In an-
deren bevorzugten Ausführungsformen können alter-

native Zugriffsprotokolle abhängig von dem Typ eines 
verwendeten Speichers und des Netzes verwendet 
werden.

[0043] Fig. 6a bis 6c sind Bildschirmausdrucke ei-
ner grafischen Benutzerschnittstelle, die auf dem 
Browserhost angezeigt wird, in Übereinstimmung mit 
einer Ausführungsform der vorliegenden Erfindung. 
Fig. 6a ist ein anfänglicher Bildschirmausdruck der 
Benutzerschnittstelle "Dienste registrieren". Ein 
Fenster 602 enthält ein Teilfenster 604 für einen Tex-
teintrag, in dem ein Systemadministrator den Namen 
eines Diensthosts einträgt, auf dem sich Dienste be-
finden, die der Administrator zu administrieren 
wünscht. In der beschriebenen Ausführungsform gibt 
es einen Bereich, um einen Diensthost einzugeben. 
In anderen bevorzugten Ausführungsformen kann 
ein Administrator mehr als einen Diensthost einge-
ben. Auch wird ein Teilfenster für einen Texteintrag 
606 gezeigt, in dem ein Administrator einen Dienst-
hostnamen eingeben kann, der Dienste enthält, die 
der Administrator zu deregistrieren wünscht. Sobald 
die Auswahlen eingegeben wurden, kann der Benut-
zer auf einen Knopf 608 klicken, um eine Liste von 
Diensten abzufragen, für die der Benutzer autorisiert 
ist, sie auf diesem Diensthost zu managen. Der Ad-
ministrator kann auch Knopf 610 drücken, um eine 
Liste von Diensten auf diesem Diensthost abzufra-
gen, die deregistriert werden können.

[0044] Fig. 6b ist ein Bildschirmausdruck, der ein 
anderes Segment der Benutzerschnittstelle "Dienste 
registrieren" zeigt. Diese grafische Benutzerschnitt-
stelle erlaubt einem Systemadministrator, Dienste 
auszuwählen, für die der Administrator autorisiert ist, 
sie zu managen. Benutzerautorisierung und Zugriffs-
steuerung werden nachstehend detaillierter be-
schrieben. Eine Liste von Diensten 612 wird in einem 
Fenster 614 angezeigt. Liste 612 ist aus Daten in Be-
zug auf den Benutzer abgeleitet, die in der Daten-
bank gespeichert sind, und enthält jene Dienste, die 
auf dem Diensthost verfügbar sind, der in Feld 604
von Fig. 6a eingetragen ist. Der Systemadministrator 
wählt jene Dienste aus, die er zu managen oder auf 
die er zuzugreifen wünscht. In der beschriebenen 
Ausführungsform wird dies mit einem Stern links von 
dem Dienstnamen gezeigt, wie etwa der Sun News 
(TM) Dienst 616. Sobald der Dienst oder die Dienste 
ausgewählt wurden, klickt der Benutzer auf die Leiste 
"Oben ausgewählte Dienste registrieren" 618. In der 
beschriebenen Ausführungsform geschieht dies un-
ter Verwendung einer Zeigeeinrichtung, wie etwa ei-
ner Maus oder eines Trackballs, und ist in einer Fens-
terumgebung implementiert. In anderen bevorzugten 
Ausführungsformen kann eine nicht-grafische Benut-
zerschnittstelle, wie etwa eine einfache textbasierte 
Schnittstelle oder eine weiterentwickelte auf Spra-
cherkennung basierte Schnittstelle, verwendet wer-
den, um diese Information, ebenso wie die Informati-
on, die nachstehend mit Bezug auf die anderen Bild-
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schirme beschrieben wird, einzugeben.

[0045] Wie oben beschrieben, inkludiert ein Ma-
nagementkonsolenprogramm der vorliegenden Erfin-
dung ein Verfahren einer "einzelnen Anmeldung" für 
Benutzerauthentifizierung und Zugriffssteuerung, die 
einen Nutzen aus einer zentralen Managementkon-
sole zum Managen von Diensten auf vielen Dienst-
hosts in einem verteilten Web-basierten Netz ziehen. 
Gegenwärtig muss sich in Web-basierten Netzen ein 
Systemadministrator, der zum Unterhalten von 
Diensten verantwortlich ist, die auf vielen Diensthosts 
verfügbar sind, neu authentifizieren und die Beglau-
bigungen des Administrators zu jedem Diensthost 
weitergeben, an dem sich der Administrator anmel-
det. Dies trifft zu, da der Administrator, der von einem 
Browser arbeitet, nicht eine einzelne universelle 
Identität hat, die für Authentifizierung verwendet wer-
den kann. Hier verweist Authentifizierung auf verifi-
zierende Beglaubigungen und Autorisierungen eines 
Benutzer, bevor ihm erlaubt wird, einen bestimmten 
Diensthost zu managen, oder genauer Operationen 
zum Managen von Diensten auf einem bestimmten 
Diensthost durchzuführen. Es ist notwendig, ein kon-
sistentes Verständnis überall in dem Netz davon zu 
haben, wer der Benutzer ist und was dem Benutzer 
erlaubt ist, auf den Diensthosts zu tun.

[0046] Die vorliegende Erfindung erlaubt zentrali-
siertes Management und einzelne Anmeldung eines 
Benutzers für Authentifizierung bezüglich Manage-
ment von Diensten auf Diensthosts von einem Brow-
serhost. Das Managementkonsolenprogramm 210
von Fig. 2 enthält eine Autorisierungs- und Zugriffs-
steuerkomponente oder Schicht 222. Diese Autori-
sierungsschicht greift auf Benutzerdaten aus der Da-
tenbank 212 für eine Verifizierung zu und kommuni-
ziert diese Information zu entsprechenden Autorisie-
rungs- oder Authentifizierungsschichten 230 auf ei-
nem Diensthost 206. Die Information wird behandelt 
und zu jedem  Diensthost übertragen, den ein Syste-
madministrator zu managen wünscht, ohne dass sich 
der Administrator an jedem einzelnen Diensthost neu 
authentifizieren muss.

[0047] Information in Bezug auf jeden Benutzer wird 
in Datenbank 212 gespeichert, und Information, die 
durch einen Benutzer eingegeben wird, wird gegenü-
ber dieser Information authentifiziert. Die Information, 
oder Beglaubigungen, wird, falls verifiziert, durch ein 
CGI-Programm zu den Diensthosts weitergegeben, 
die durch den Benutzer angezeigt werden. Sobald 
durch die Diensthosts empfangen, wird die Informati-
on erneut gegenüber dem Benutzerprofil in der Da-
tenbank im Namen des Systemadministrators au-
thentifiziert; mit anderen Worten geschieht dies "hin-
ter der Bühne", ohne Eingriff oder beliebige zusätzli-
che Schritte von dem Benutzer. Der Benutzer muss 
sich nur bei der Managementkonsole durch einen 
Browser einmal anmelden (d.h. gewisse Information 

eingeben, wie etwa Name und Passwort), und diese 
Information wird automatisch zu den Diensthosts 
weitergegeben.

[0048] Fig. 7 ist ein Bildschirmausdruck einer grafi-
schen Benutzerschnittstelle bezüglich der Zugriffs-
steuerung und Authentifizierung eines Benutzers des 
Managementkonsolenprogramms in Übereinstim-
mung mit einer Ausführungsform der vorliegenden 
Erfindung. Ein Fenster 702 hat die Überschrift "Admi-
nistratoren managen". Dieses Fenster wird verwen-
det, um neue Administratoren und zugehörige Pass-
wörter und Dienste einzutragen, für die dem neuen 
Administrator erlaubt wird, sie zu managen. Inner-
halb von Fenster 702 gibt es ein Teilfenster 704 zum 
Eingeben eines Administratornamens und Teilfenster 
706 und 708 zum Eingeben und erneuten Eingeben 
eines Passworts. In dem unteren Abschnitt von Fens-
ter 702 enthält ein anderes Teilfenster 710 eine Liste 
von Diensten, die dem Administrator, der in Teilfens-
ter 704 eingetragen ist, erlaubt werden zu managen. 
Sobald die Dienste durch den verwaltenden oder 
"Super"-Administrator ausgewählt sind, wird der 
Knopf 712 gedrückt.

[0049] Fig. 8a und Fig. 8b sind Flussdiagramme ei-
nes Prozesses zum Durchsetzen von Zugriffssteue-
rung und Autorisierung in dem Managementsteuer-
programm in Übereinstimmung mit einer Ausfüh-
rungsform der vorliegenden Erfindung. Der Durchset-
zungsprozess beginnt mit einem Benutzer, der den 
Browserhost (d.h. Administrationskonsole 216 von 
Fig. 2) auf einen URL des Managementkonsolen-
hosts richtet. Somit gibt der Benutzer in Schritt 802
den URL des Konsolenhosts von dem Browserhost 
ein. Der URL für die Managementkonsole ist in der 
Form eines Standard-URL in einem webbasierten 
Netz. In anderen bevorzugten Ausführungsformen 
können andere Typen von Lokatoren abhängig von 
dem Typ des Netzes verwendet werden.

[0050] In Schritt 804 wird von dem Administra-
tor/Benutzer ein Benutzername und ein Passwort 
zum Zugriff auf das Managementkonsolenprogramm 
auf dem Konsolenhost angefordert. In Schritt 806 ak-
zeptiert die Managementkonsole den Benutzerna-
men und das Passwort, die in Schritt 804 eingegeben 
werden, und der Benutzer ist authentifiziert. Dieser 
Schritt wird detaillierter in Fig. 9 beschrieben. Die 
Managementkonsole zeigt die Dienste auf einem 
ausgewählten Diensthost an, wie im Bereich 612 von 
Fig. 6 gezeigt, für die der Benutzer autorisiert ist, sie 
zu managen, durch Untersuchen von Daten in Daten-
bank 212. Dies geschieht durch Verwenden des Ma-
nagementkonsolensegmentes der CGI, wie in Fig. 2
gezeigt. In der beschriebenen Ausführungsform ist 
die Autorisierung eines Administrators im Sinne von 
Diensten definiert, für die dem Administrator erlaubt 
wird, sie zu managen. Während dieses Schrittes baut 
die Managementkonsole einen URL für jeden Dienst 
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und Host auf, für die dem Administrator erlaubt wird, 
ihn zu managen. Dieser Prozess wird auch detaillier-
ter mit Bezug auf Fig. 9 beschrieben. Die URLs er-
lauben dem Konsolenhost, jeden Diensthost und 
Dienst zu lokalisieren, der durch den Administrator 
gemanagt werden kann.

[0051] In Schritt 808 wählt der Benutzer eine In-
stanz eines Dienstes (d.h. einen bestimmten Dienst 
von einem Diensthost), den der Benutzer wünscht zu 
managen. Ein Dienst kann sich auf mehreren unter-
schiedlichen Diensthosts befinden, sodass der Be-
nutzer eine Instanz eines Dienstes von einem be-
stimmten Diensthost wählen muss. Durch Auswählen 
des benutzerfreundlichen Namens hat der Benutzer 
einen der URLs ausgewählt, die in Schritt 806 aufge-
baut werden. In Schritt 810 initiiert der Management-
konsolenhost die Servlet-CGI-Komponente der CGI. 
In der beschriebenen Ausführungsform geschieht 
dies durch Vergleichen der Benutzerbeglaubigungen 
oder des Profils gegenüber der Authentifizierung des 
Benutzers und Zugriffssteuerdaten in der Datenbank. 
Diese Verifizierung wird durchgeführt, bevor eine 
Verbindung zu dem Diensthost durch Servlet-CGI 
224 hergestellt wird, als eine zusätzliche Vorsichts-
maßnahme gegen Benutzer, die versuchen, Dienste 
auf diesem Diensthost zu managen, ohne durch Ma-
nagementkonsolenhost 208 zu gehen. Da dies eine 
Netzumgebung ist, ist es für einen Benutzer möglich, 
die Konsolenhost-Verifizierungsschritte zu umgehen 
und zu versuchen, auf Dienste auf einem Diensthost 
direkt von einer Clientmaschine anstatt von Browser-
host 216 von Fig. 2 zuzugreifen. So werden die Be-
nutzerbeglaubigungen durch die Servlet-CGI gegen 
die Benutzerdaten verglichen, die in Datenbank 212
gespeichert sind.

[0052] In Schritt 812 verwendet die Servlet-CGI eine 
Standardprozedur zum Weitergeben der Benutzer-
beglaubigungen zu dem Diensthost oder Hosts, die 
durch den Benutzer angezeigt werden. In der be-
schriebenen Ausführungsform führt der Diensthost, 
sobald die Daten empfangen sind, Authentifizierung 
und Zugriffssteuerung unter Verwendung der Daten 
durch ihren Vergleich gegen Daten in der Datenbank 
durch. In anderen bevorzugten Ausführungsformen 
kann dieser Schritt abhängig von unabhängigen Si-
cherheitsmerkmalen, die in dem bestimmten Netz 
verfügbar sind, das das Managementkonsolenpro-
gramm implementiert, nicht notwendig sein. Diese er-
neute Authentifizierung geschieht ohne jeglichen Ein-
griff von dem Benutzer und wird durchgeführt um si-
cherzustellen, dass ein Benutzer nicht versucht, sich 
direkt an dem Diensthost anzumelden, wobei da-
durch die Authentifizierungs- und Zugriffssteuer-
schicht des Managementkonsolenhosts umgangen 
wird. Somit kann durch Durchführen einer zweiten 
Prüfung gegen die Datenbank, ohne dass es erfor-
derlich ist, dass der Benutzer beliebige zusätzliche 
Operationen durchführt, die Managementkonsole ein 

sicheres Management von Diensten in dem Netz si-
cherstellen. Falls die erneute Authentifizierung in 
Schritt 814 erfolgreich ist, erlaubt das Management-
konsolenprogramm auf dem Konsolenhost dem Be-
nutzer, Managementoperationen in dem gewählten 
Dienst oder Diensten von dem Browser durchzufüh-
ren, wie in Schritt 816 gezeigt, in welchem Punkt der 
Durchsetzungsprozess abgeschlossen ist. Falls die 
erneute Authentifizierung nicht erfolgreich ist, wird 
dem Benutzer Autorität versagt, den ausgewählten 
Dienst zu managen, und ihm wird der Anmeldebild-
schirm erneut gezeigt.

[0053] Fig. 9 ist ein Flussdiagramm, das Schritt 806
von Fig. 8a detaillierter zeigt. In Schritt 806 wird der 
Benutzer authentifiziert und die Dienste, für die der 
Benutzer autorisiert ist, auf sie zuzugreifen, werden 
bestimmt und die URLs zu jedem dieser Dienste wer-
den aufgebaut. In Schritt 902 authentifiziert der Ma-
nagementkonsolenhost den Benutzer durch Abfra-
gen von Information in Bezug auf den Benutzer aus 
der Datenbank. Diese Information besteht aus Name 
und Passwort des Benutzers. Sobald der Benutzer-
name und das Passwort verifiziert sind, wird eine Lis-
te von Diensten abgeleitet, für die der Benutzer auto-
risiert ist, sie zu managen. In Schritt 904 initiiert der 
Konsolenhost das Managementkonsolensegment 
226 des CGI-Programms mit den Benutzerbeglaubi-
gungen, die in Schritt 902 verifiziert wurden. Wie 
oben beschrieben, ist dies der erste Schritt beim Her-
stellen einer Verknüpfung mit einem Diensthost.

[0054] Die andere Komponente der CGI ist die 
Servlet-CGI (Element 224 von Fig. 2) und wird ver-
wendet, um die Verbindung mit dem Diensthost her-
zustellen. In Schritt 906 fragt die Managementkonso-
len-CGI Datenbank 212 von Fig. 2 ab, um die Liste 
von Diensten zu erhalten, für die der Benutzer autori-
siert ist, sie zu managen. Verknüpfungen zu diesen 
Diensten werden in der Form von URLs zu allen 
Diensten auf der Liste aufgebaut. Die Datenbank ent-
hält einen Eintrag für jeden Benutzer, der Information 
enthält, inkludierend Name, Passwort, Grad (z.B. Su-
per-Systemadministrator) des Benutzers und eine 
Liste von Diensten, für die dem Benutzer erlaubt ist, 
sie zu managen. Ein Super-Systemadministrator 
kann alle Dienste managen und Zugriffssteuerpara-
meter für die anderen Benutzer (z.B. Junior-System-
administratoren) definieren. Die Liste von Diensten 
enthält "benutzerfreundliche" Namen der Dienste 
(auch in der Datenbank enthalten) an Stelle des 
Dienst-URL. Die Steuerung kehrt dann zu Schritt 806
von Fig. 8a zurück, wo der Benutzer aus der Liste 
von Diensten auswählt, welche Dienste er zu mana-
gen wünscht.

[0055] Die vorliegende Erfindung setzt verschiede-
ne computerimplementierte Operationen ein, die Da-
ten involvieren, die in Computersystemen gespei-
chert sind. Diese Operationen inkludieren, sind aber 
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nicht darauf begrenzt, jene, die physische Manipula-
tion von physischen Quantitäten erfordern. Gewöhn-
lich, obwohl nicht notwendigerweise, nehmen diese 
Quantitäten die Form von elektrischen oder magneti-
schen Signalen an, die fähig sind, gespeichert, trans-
feriert, kombiniert, verglichen oder anderweitig mani-
puliert zu werden. Die hierin beschriebenen Operati-
onen, die einen Teil der Erfindung bilden, sind nützli-
che Maschinenoperationen. Die durchgeführten Ma-
nipulationen werden häufig auch in Begriffen be-
zeichnet, wie etwa Erzeugen, Identifizieren, Laufen, 
Bestimmen, Vergleichen, Ausführen, Herunterladen 
oder Erfassen. Es ist manchmal zweckmäßig, haupt-
sächlich aus Gründen einer gemeinsamen Verwen-
dung, auf diese elektrischen oder magnetischen Sig-
nale als Bits, Werte, Elemente, Variablen, Zeichen, 
Daten oder dergleichen zu verweisen. Es sollte je-
doch daran erinnert werden, dass alle diese und ähn-
liche Begriffe mit den geeigneten physischen Quanti-
täten zu verbinden sind und lediglich zweckmäßige 
Kennzeichnungen sind, die auf diese Quantitäten an-
gewendet werden.

[0056] Die vorliegende Erfindung bezieht sich auch 
auf eine Einrichtung, ein System oder eine Vorrich-
tung, wie etwa einen Browserhost 216 und einen Ma-
nagementkonsolenhost 208, zum Durchführen der 
zuvor erwähnten Operationen. Das System kann 
speziell für die erforderlichen Zwecke aufgebaut sein, 
oder kann ein Mehrzweckcomputer sein, der durch 
ein Computerprogramm, das in dem Computer ge-
speichert ist, selektiv aktiviert oder konfiguriert wird. 
Die oben präsentierten Prozesse beziehen sich nicht 
inhärent auf irgendeinen bestimmten Computer oder 
eine andere Berechnungsvorrichtung. Insbesondere 
können verschiedene Mehrzweckcomputer mit Pro-
grammen verwendet werden, die in Übereinstim-
mung mit den Unterweisungen hierin geschrieben 
werden, oder es kann alternativ zweckmäßiger sein, 
ein spezialisierteres Computersystem aufzubauen, 
um die erforderlichen Operationen durchzuführen.

[0057] Fig. 10 ist ein Blockdiagramm eines Mehr-
zweckcomputersystems 1000, das zum Ausführen 
der Verarbeitung in Übereinstimmung mit einer Aus-
führungsform der vorliegenden Erfindung geeignet 
ist. Das Managementkonsolenprogramm, inkludie-
rend die Authentifizierungs- und Zugriffssteuer-
schicht, kann sich auf einem derartigen Mehrzweck-
computer befinden. Außerdem kann Browserhost 
216 ein derartiger Mehrzweckcomputer sein. Fig. 10
veranschaulicht eine Ausführungsform eines Mehr-
zweckcomputersystems. Es können andere Compu-
tersystemarchitekturen und Konfigurationen zum 
Ausführen der Verarbeitung der vorliegenden Erfin-
dung verwendet werden. Computersystem 1000, das 
aus verschiedenen nachstehend beschriebenen Teil-
systemen besteht, inkludiert mindestens ein Mikro-
prozessor-Teilsystem (auch als eine zentrale Verar-
beitungseinheit oder CPU bezeichnet) 1002. D.h. 

CPU 1002 kann durch einen Einchip-Prozessor oder 
durch mehrere Prozessoren implementiert werden. 
CPU 1002 ist ein Mehrzweck-Digitalprozessor, der 
den Betrieb des Computersystems 1000 steuert. Un-
ter Verwendung von Instruktionen, die aus dem Spei-
cher abgerufen werden, steuert die CPU 1002 den 
Empfang und die Manipulation von Eingabedaten, 
und die Ausgabe und Anzeige von Daten auf Ausga-
beeinrichtungen.

[0058] CPU 1002 ist bidirektional mit einem ersten 
primären Speicher 1004, typischerweise einem Spei-
cher mit wahlfreiem Zugriff (RAM), und unidirektional 
mit einem zweiten primären Speicherbereich 1006, 
typischerweise ein Nur-Lesespeicher (ROM), über ei-
nen Speicherbus 1008 gekoppelt. Wie in der Technik 
gut bekannt ist, kann der primäre Speicher 1004 als 
ein allgemeiner Speicherbereich und als ein Notiz-
blockspeicher verwendet werden, und kann auch 
verwendet werden, um Eingabedaten und verarbeite-
te Daten zu speichern. Er kann auch Programmierin-
struktionen und Daten speichern, z.B. in der Form ei-
ner hierarchischen Datenbank, wie etwa Datenbank 
212, zusätzlich zu anderen Daten und Instruktionen 
für Prozesse, die in CPU 1002 arbeiten, und wird ty-
pischerweise für eine schnelle Übertragung von Da-
ten und Instruktionen auf eine bidirektionale Art und 
Weise über den Speicherbus 1008 verwendet. Wie in 
der Technik auch gut bekannt ist, inkludiert der primä-
re Speicher 1006 typischerweise Basisbetriebsinst-
ruktionen, Programmcode, Daten und Objekte, die 
durch die CPU 1002 verwendet werden, um ihre 
Funktionen durchzuführen. Die primären Speicher-
einrichtungen 1004 und 1006 können beliebige ge-
eignete computerlesbare Speichermedien inkludie-
ren, die nachstehend beschrieben werden, abhängig 
z.B. davon, ob Datenzugriff bidirektional oder unidi-
rektional sein muss. CPU 1002 kann auch direkt und 
sehr rasch häufig benötigte Daten abfragen und in ei-
nem Cache-Speicher 1010 speichern.

[0059] Eine entfernbare Massenspeichereinrich-
tung 1012 sieht zusätzliche Datenspeicherkapazität 
für das Computersystem 1000 vor, und ist entweder 
bidirektional oder unidirektional mit CPU 1002 über 
einen peripheren Bus 1014 gekoppelt. Z.B. gibt eine 
spezifische entfernbare Massenspeichereinrichtung, 
die gewöhnlich als eine CD-ROM bekannt ist, typi-
scherweise Daten unidirektional zu der CPU 1002
weiter, wohingegen eine Diskette Daten bidirektional 
zu der CPU 1002 weitergeben kann. Speicher 1012
kann auch computerlesbare Medien inkludieren, wie 
etwa ein magnetisches Band, Flash-Speicher, Signa-
le, die in einer Trägerwelle verkörpert sind, 
PC-CARDS, tragbare Massenspeichereinrichtungen, 
holografische Speichereinrichtungen und andere 
Speichereinrichtungen. Ein fester Massenspeicher 
1016 sieht auch zusätzliche Datenspeicherkapazität 
vor und ist bidirektional mit CPU 1002 über den peri-
pheren Bus 1014 gekoppelt. Das häufigste Beispiel 
12/29



DE 699 23 503 T2    2006.02.16
von Massenspeicher 1016 ist ein Festplattenlauf-
werk. Allgemein ist Zugriff auf diese Medien langsa-
mer als Zugriff auf die primären Speicher 1004 und 
1006. Massenspeicher 1012 und 1016 speichern all-
gemein zusätzliche Programmierinstruktionen, Daten 
und dergleichen, die typischerweise durch die CPU 
1002 nicht aktiv verwendet werden. Es wird erkannt, 
dass die Information, die innerhalb von Massenspei-
cher 1012 und 1016 beibehalten wird, falls notwen-
dig, auf eine Standardweise als Teil vom primären 
Speicher 1004 (z.B. RAM) als virtueller Speicher ein-
bezogen werden kann.

[0060] Zusätzlich zum Versehen von CPU 1002 mit 
Zugriff auf Speicherteilsysteme wird der periphere 
Bus 1014 verwendet, um Zugriff auf andere Teilsyste-
me und ebenso Einrichtungen vorzusehen. In der be-
schriebenen Ausführungsform inkludieren diese ei-
nen Anzeigemonitor 1018 und Adapter 1020, eine 
Druckereinrichtung 1022, eine Netzschnittstelle 
1024, eine unterstützende Eingabe-/Ausgabe-Ein-
richtungsschnittstelle 1026, eine Soundkarte 1028
und Lautsprecher 1030 und andere Teilsysteme, je 
nach Notwendigkeit.

[0061] Die Netzschnittstelle 1024 erlaubt CPU 
1002, mit einem anderen Computer, Computernetz 
oder Telekommunikationsnetz unter Verwendung ei-
ner Netzverbindung, wie gezeigt, gekoppelt zu wer-
den. Durch die Netzschnittstelle 1024 wird betrach-
tet, dass die CPU 1002 Information, z.B. Datenobjek-
te oder Programminstruktionen, von einem anderen 
Netz empfangen kann, oder Information zu einem an-
deren Netz im Verlauf einer Durchführung der oben 
beschriebenen Verfahrensschritte ausgeben kann. 
Information, die häufig als eine Sequenz von Instruk-
tionen dargestellt wird, die in einer CPU auszuführen 
sind, kann z.B. in der Form eines Computerdatensig-
nals, das in einer Trägerwelle verkörpert ist, von/zu 
einem anderen Netz empfangen und ausgegeben 
werden. Eine Schnittstellenkarte oder eine ähnliche 
Einrichtung und geeignete Software, die durch CPU 
1002 implementiert wird, können verwendet werden, 
um das Computersystem 1000 mit einem externen 
Netz zu verbinden und Daten gemäß Standardproto-
kollen zu übertragen. Das heißt Verfahrensausfüh-
rungsformen der vorliegenden Erfindung können 
ausschließlich in CPU 1002 ausgeführt werden, oder 
können über ein Netz, wie etwa das Internet, Int-
ra-Netze oder lokale Netze, in Verbindung mit einer 
entfernten CPU ausgeführt werden, die an einem Ab-
schnitt der Verarbeitung teilhat. Zusätzliche Massen-
speichereinrichtungen (nicht gezeigt) können auch 
mit einer CPU 1002 über Netzschnittstelle 1024 ver-
bunden sein.

[0062] Hilfs-E/A-Einrichtungsschnittstelle 1026 re-
präsentiert allgemeine und angepasste Schnittstel-
len, die der CPU 1002 erlauben, Daten zu/von ande-
ren Einrichtungen zu senden und typischer zu emp-

fangen, wie etwa Mikrofone, berührungsempfindliche 
Anzeigen, Transducer-Kartenleser, Bandlesegeräte, 
Sprach- der Handschrifterkennungsgeräte, biometri-
sche Leseeinrichtungen, Kameras, tragbare Massen-
speichereinrichtungen und andere Computer.

[0063] Mit der CPU 1002 ist auch eine Tastatursteu-
ervorrichtung 1032 über einen lokalen Bus 1034 zum 
Empfangen einer Eingabe von einer Tastatur 1036
oder einer Zeigereinrichtung 1038 und Senden deko-
dierter Symbole von der Tastatur 1036 oder Zeiger-
einrichtung 1038 zu der CPU 1002 gekoppelt. Die 
Zeigereinrichtung kann eine Maus, ein Stylus, ein 
Trackball oder ein Tablett sein, und ist zum Interagie-
ren mit einer grafischen Benutzerschnittstelle von 
Nutzen.

[0064] Außerdem beziehen sich Ausführungsfor-
men der vorliegenden Erfindung ferner auf Compu-
terspeicherprodukte mit einem computerlesbaren 
Medium, die Programmcode zum Durchführen ver-
schiedener auf einem Computer implementierter 
Operationen enthalten. Das computerlesbare Medi-
um ist eine beliebige Datenspeichereinrichtung, die 
Daten speichern kann, die danach durch ein Compu-
tersystem gelesen werden können. Die Medien und 
der Programmcode können diejenigen sein, die spe-
ziell für die Zwecke der vorliegenden Erfindung ge-
staltet und aufgebaut sind, oder sie können von der 
Art sein, die einem gewöhnlichen Durchschnittsfach-
mann für Softwaretechnik gut bekannt sind. Beispiele 
von computerlesbaren Medien inkludieren, sind aber 
nicht darauf begrenzt, alle oben erwähnten Medien: 
magnetische Medien, wie etwa Festplatten, Disket-
ten und magnetische Bänder; optischen Medien, wie 
etwa CD-ROM-Scheiben; magneto-optische Medien, 
wie etwa floptical Disks; und speziell konfigurierte 
Hardwareeinrichtungen, wie etwa anwendungsspezi-
fische integrierte Schaltungen (ASICs), programmier-
bare Logikeinrichtungen (PLDs) und ROM- und 
RAM-Einrichtungen. Das computerlesbare Medium 
kann auch als ein Datensignal, das in einer Träger-
welle verkörpert ist, über ein Netz von gekoppelten 
Computersystemen verteilt werden, sodass der com-
puterlesbare Code auf eine verteilte Weise gespei-
chert und ausgeführt wird. Beispiele von Programm-
code inkludieren sowohl Maschinencode, wie z.B. 
durch einen Compiler erzeugt, als auch Dateien, die 
Code höherer Ebene enthalten, der unter Verwen-
dung eines Interpreters ausgeführt werden kann.

[0065] Es wird durch einen Durchschnittsfachmann 
erkannt, dass die oben beschriebenen Hardware- 
und Softwareelemente von Standardgestaltung und 
Aufbau sind. Andere Computersysteme, die zur Ver-
wendung mit der Erfindung geeignet sind, können zu-
sätzliche oder weniger Teilsysteme inkludieren. Au-
ßerdem veranschaulichen der Speicherbus 1008, der 
periphere Bus 1014 und der lokale Bus 1034 ein be-
liebiges Zusammenschaltungsschema, das dazu 
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dient, die Teilsysteme zu verknüpfen. Ein lokaler Bus 
könnte z.B. verwendet werden, um die CPU mit ei-
nem festen Massenspeicher 1016 und einem Anzei-
geadapter 1020 zu verbinden. Das in Fig. 10 gezeig-
te Computersystem ist nur ein Beispiel eines Compu-
tersystems, das zur Verwendung mit der Erfindung 
geeignet ist. Es können auch andere Computerarchi-
tekturen mit unterschiedlichen Konfigurationen von 
Teilsystemen genutzt werden.

[0066] Obwohl die vorangehende Erfindung einiger-
maßen detailliert für die Zwecke einer Klarheit des 
Verständnisses beschrieben wurde, wird offensicht-
lich, dass gewisse Änderungen und Modifikationen 
innerhalb des Bereichs der angefügten Ansprüche 
praktiziert werden können. Des weiteren sollte ver-
merkt werden, dass es alternative Wege zum Imple-
mentieren von sowohl dem Prozess als auch der Vor-
richtung der vorliegenden Erfindung gibt. Obwohl die 
Erfindung beschrieben wurde, einen Webserver als 
den Administrationsserver zu verwenden, kann z.B. 
auch ein nicht-webbasierter Server verwendet wer-
den, um das Managementkonsolenprogramm ablau-
fen zu lassen. In einem anderen Beispiel kann Daten-
bank 212 eine verteilte Datenbank sein, die auf dem 
Konsolenhost und verschiedenen Diensthosts an 
Stelle von in einer einzelnen persistenten Datenbank 
gespeichert wird. In noch einem anderen Beispiel 
können Datenabfrageprotokolle mit Ausnahme von 
LDAP verwendet werden, um Daten aus Datenbank 
212 oder aus einer flachen Datei, die in einem persis-
tenten Speicherbereich gespeichert ist, abzufragen. 
In noch einem anderen Beispiel kann die Aufde-
ckungsroutine "lokal" auf einem Diensthost laufen, 
während der Dienst installiert wird, an Stelle von zu 
einem späteren Zeitpunkt auf dem Konsolenhost. 
Entsprechend sind die vorliegenden Ausführungsfor-
men als veranschaulichend und nicht beschränkend 
zu betrachten, und die Erfindung ist nicht auf die hier-
in angegebenen Details zu begrenzen, sondern kann 
innerhalb des Bereichs der angefügten Ansprüche 
modifiziert werden.

Patentansprüche

1.  Verfahren zum Sichern von Zugriff auf die Ad-
ministration einer Vielzahl von verschiedenen Diens-
ten (218), die sich auf einem oder mehr Diensthost-
computern (206) befinden, von einem Administrati-
onsservercomputer (208), der mit dem einem oder 
mehr Diensthostcomputern (206) verbunden ist, wo-
bei es einen Dienstmanager (208) gibt, der sich auf 
dem Administrationsserver befindet, das Verfahren 
umfassend:  
Vorsehen eines ausgewählten Benutzeridentifikators 
und eines entsprechenden privaten Schlüsselwortes, 
wobei der Benutzeridentifikator angeordnet ist, einen 
Benutzer zu identifizieren, der administrativen Zugriff 
auf mindestens einen der verschiedenen Dienste hat;  
Authentifizieren des Benutzers durch Vergleichen 

des ausgewählten Benutzeridentifikators und des 
entsprechenden privaten Schlüsselwortes gegen 
eine Vielzahl von Benutzeridentifikatoren und priva-
ten Schlüsselwörtern, die in einem persistenten 
Speicherbereich (212) gespeichert sind, wobei der 
Vergleich unter Steuerung des Dienstmanagers 
(210) durchgeführt wird;  
Ableiten einer Liste von Diensten, auf die der Benut-
zer, der mit dem Benutzeridentifikator in Verbindung 
steht, administrativen Zugriff hat;  
wenn eine Anfrage durchgeführt wird, einen ausge-
wählten der Dienste in der abgeleiteten Liste von 
Diensten zu administrieren, Verifizieren in dem 
Diensthostcomputer (206), der mit dem ausgewähl-
ten Dienst in Verbindung steht, dass dem Benutzer, 
der mit dem ausgewählten Benutzeridentifikator in 
Verbindung steht, gestattet ist, auf den ausgewählten 
Dienst zuzugreifen, durch Untersuchen von Zugriffs-
steuerdaten, die mit dem ausgewählten Benutzeri-
dentifikator in dem persistenten Speicherbereich 
(212) in Verbindung stehen, und  
Transferieren von einer oder mehr Managementda-
teien auf dem Diensthostcomputer (206) zu dem Ad-
ministrationsserver (208), wobei dadurch eine Mani-
pulation der Managementdateien unter Nutzung des 
Dienstmanagers (210) erleichtert wird.

2.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
rin der Administrationsservercomputer (208) mit ei-
nem Administrationsclientcomputer (216), der zum 
Ablaufen eines Browserprogramms geeignet ist, ver-
bunden ist, und worin der ausgewählte Benutzeriden-
tifikator und das entsprechende privaten Schlüssel-
wort über eine Kommunikationsverbindung zwischen 
dem Administrationsclientcomputer (216) und dem 
Administrationsservercomputer (208) vorgesehen 
sind, wobei die Kommunikationsverbindungen zwi-
schen dem Administrationsservercomputer, dem Ad-
ministrationsclientcomputer und dem einen oder 
mehr Diensthostcomputern ein Internetprotokoll nut-
zen.

3.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
bei Vorsehen eines ausgewählten Benutzeridentifika-
tors und eines entsprechenden privaten Schlüssel-
wortes ferner Anmelden bei dem Dienstmanager 
(210) durch den Administrationsclientcomputer (216) 
umfasst.

4.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
bei Authentifizieren des Benutzers ferner Nutzen ei-
nes leichtgewichtigen Verzeichniszugriffsprotokolls 
umfasst, um den Benutzeridentifikator und das ent-
sprechende private Schlüsselwort zu dem persisten-
ten Speicherbereich (212) zu kommunizieren.

5.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
bei jeder Benutzeridentifikator ein entsprechendes 
Benutzerprofil hat, das eine globale Benutzeridentität 
entsprechend einem bestimmten Dienstmanagerbe-
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nutzer darstellt.

6.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
bei Ableiten einer Liste von Diensten ferner Durchsu-
chen des persistenten Speicherbereichs (212) um-
fasst, wobei der persistente Speicherbereich (212) 
eine Benutzerprofildatenbank enthält, inkludierend 
für jeden Benutzer einen Benutzerzugriffsgrad, eine 
Liste von zulässigen Diensten und ein Passwort.

7.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
bei Verifizieren in dem Diensthostcomputer (206), 
dass dem Benutzer, der mit dem ausgewählten Be-
nutzeridentifikator in Verbindung steht, gestattet ist, 
auf den ausgewählten Dienst aus der Liste von 
Diensten zuzugreifen, ferner Kommunizieren des 
ausgewählten Benutzeridentifikators und des ent-
sprechenden privaten Schlüsselwortes zu dem Host-
servercomputer (207) unter Verwendung einer ge-
meinsamen Gateway-Schnittstelle (226) umfasst.

8.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
bei der Diensthostcomputer (206) ein Authentifizie-
rungs- und Zugriffssteuersegment enthält.

9.  Verfahren, wie in Anspruch 1 vorgetragen, wo-
bei der ausgewählte Benutzeridentifikator und das 
entsprechende private Schlüsselwort automatisch zu 
einem oder mehr Diensthostcomputern (206) über-
geben werden.

10.  Verfahren, wie in Anspruch 1 vorgetragen, 
ferner umfassend Anzeigen der Liste von Diensten in 
einer Benutzerschnittstelle, angezeigt auf dem Admi-
nistrationsclientcomputer (216).

11.  Verfahren, wie in Anspruch 1 vorgetragen, 
ferner umfassend Aufbauen eines Dienstlokators 
durch das Managementkonsolenprogramm (210) 
zum Lokalisieren eines Dienstes auf einem Hostser-
vercomputer (206).

12.  Verfahren, wie in Anspruch 1 vorgetragen, 
wobei Transferieren von einer oder mehr Manage-
mentdateien auf dem Hostserver (206) zu dem Admi-
nistrationsserver (208) ferner Initiieren einer gemein-
samen Gateway-Schnittstelle (226) auf dem Admi-
nistrationsservercomputer umfasst, wobei dadurch 
der Transfer von einer oder mehr Managementdatei-
en und einer Vielzahl von Betriebssystembefehlen er-
möglicht wird.

13.  System zum Sichern einer Administration von 
Diensten (218), die sich auf einem oder mehr Dienst-
hostcomputern (206) befinden, von einem Administ-
rationsservercomputer (208), wobei der Administrati-
onsservercomputer (208) mit einem Administrations-
client (216), der ein Programm eines Browsertyps 
hat, und mit dem einen oder mehr Diensthostcompu-
tern (206) unter Verwendung eines Internetprotokolls 

verbunden ist, das System umfassend:  
eine Benutzerprofildatenablage (212) zum Speichern 
von Daten bezüglich Benutzerprivilegien, wobei die 
Daten für jeden Benutzer einen Benutzerzugriffs-
grad, eine Liste von Diensten und ein Passwort inklu-
dieren;  
eine Dienstmanagerteilkomponente (210) einer Kom-
munikationsschnittstelle, die sich auf dem Administ-
rationsservercomputer (208) befindet, zum Akzeptie-
ren eines Benutzeridentifikators und eines entspre-
chenden Schlüsselwortes und Übergeben des Be-
nutzeridentifikators und des entsprechenden Schlüs-
selwortes zu der Benutzerprofildatenablage (212);  
ein Komponentenkonfigurationsverzeichnis, geeig-
net, sich auf dem einen oder mehr Diensthosts (206) 
zu befinden, enthaltend Komponentenkonfigurations-
dateien zum Speichern von Managementmodulen, 
die mit der Vielzahl von Diensten (218) in Verbindung 
stehen, wobei die Managementmodule Manage-
mentdaten enthalten, die beim Administrieren der 
Vielzahl von Diensten (218) genutzt werden;  
eine Diensthostteilkomponente der Kommunikations-
schnittstelle, die sich auf dem Administrationsserver-
computer (208) befindet, zum Akzeptieren des Be-
nutzeridentifikators und des entsprechenden Schlüs-
selwortes und Übergeben des Benutzeridentifikators 
und des entsprechenden Schlüsselwortes zu der 
Vielzahl von Diensthostcomputern (206) zum Verifi-
zieren durch Untersuchen von Daten bezüglich Be-
nutzerprivilegien, die in der Benutzerprofildatenabla-
ge (212) gespeichert sind.

14.  System zum Sichern von Zugriff auf die Admi-
nistration einer Vielzahl von verschiedenen Diensten 
(218), die sich auf einem oder mehr Diensthostcom-
putern (206) befinden, von einem Administrationsser-
vercomputer (208), der mit dem einen oder mehr 
Diensthostcomputern (206) und mit einem Administ-
rationsclientcomputer (216) verbunden ist, wobei es 
einen Dienstmanager (210) gibt, der sich auf dem Ad-
ministrationsservercomputer (208) befindet, das Sys-
tem umfassend:  
eine Kommunikationsverbindung zwischen dem Ad-
ministrationsclientcomputer und dem Administrati-
onsservercomputer, die zum Vorsehen eines ausge-
wählten Benutzeridentifikators und eines entspre-
chenden privaten Schlüsselwortes zu dem Dienstma-
nager (210) verwendet werden, wobei der Benutzeri-
dentifikator angeordnet ist, einen Benutzer mit Admi-
nistrationszugriff auf mindestens einen der Dienste 
(218) zu identifizieren;  
eine Authentifizierungseinrichtung, konfiguriert zum 
Authentifizieren des Benutzers, durch Vergleichen 
des ausgewählten Benutzeridentifikators und des 
entsprechenden privaten Schlüsselwortes gegen 
eine Vielzahl von Benutzeridentifikatoren und priva-
ten Schlüsselwörtern, die in einem persistenten 
Speicherbereich (212) gespeichert sind, wobei der 
Vergleich unter Steuerung des Dienstmanagers 
(210) durchgeführt wird;  
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einen Zugriffssteuermechanismus zum Ableiten ei-
ner Liste von Diensten, auf die der Benutzer, der mit 
dem Benutzeridentifikator in Verbindung steht, admi-
nistrativen Zugriff hat;  
eine Diensthostverifizierungseinrichtung zum Verifi-
zieren, dass dem Benutzer, der mit dem ausgewähl-
ten Benutzeridentifikator in Verbindung steht, gestat-
tet ist, auf einen ausgewählten der Dienste (218) in 
der abgeleiteten Liste von Diensten zuzugreifen, wo-
bei sich die Verifizierungseinrichtung in dem Dienst-
hostcomputer (206) befindet, der mit dem ausge-
wählten Dienst in Verbindung steht, und Zugriffssteu-
erdaten nutzt, die mit dem ausgewählten Benutzeri-
dentifikator in dem persistenten Speicherbereich 
(212) in Verbindung stehen; und  
eine Datentransferkomponente zum Transferieren 
von einer oder mehr Managementdateien auf dem 
Diensthostcomputer (206) zu dem Administrations-
servercomputer (208), wobei dadurch eine Manipula-
tion der Managementdateien unter Nutzung des 
Dienstmanagers (210) erleichtert wird.

15.  Computerlesbares Medium, konfiguriert, 
Computerprogrammierinstruktionen zum Sichern ei-
nes Zugriffs auf die Administration einer Vielzahl von 
verschiedenen Diensten (218), die sich auf einem 
oder mehr Diensthostcomputern (218) befinden, von 
einem Administrationsservercomputer (208), der mit 
dem einen oder mehr Diensthostcomputern (206) in 
Verbindung steht, zu speichern, wobei es einen 
Dienstmanager (210) gibt, der sich auf dem Adminis-
trationsservercomputer (208) befindet, das compu-
terlesbare Medium umfassend:  
Computerprogrammierinstruktionen zum Vorsehen 
eines ausgewählten Benutzeridentifikators und eines 
entsprechenden privaten Schlüsselwortes, wobei der 
Benutzeridentifikator angeordnet ist, einen Benutzer 
mit administrativem Zugriff auf mindestens einen der 
verschiedenen Dienste (218) zu identifizieren;  
Computerprogrammierinstruktionen zum Authentifi-
zieren des Benutzers durch Vergleichen des ausge-
wählten Benutzeridentifikators und des entsprechen-
den privaten Schlüsselwortes gegen eine Vielzahl 
von Benutzeridentifikatoren und privaten Schlüssel-
wörtern, die in einem persistenten Speicherbereich 
(212) gespeichert sind, wobei der Vergleich unter 
Steuerung des Dienstmanagers (210) durchgeführt 
wird;  
Computerprogrammierinstruktionen zum Ableiten ei-
ner Liste von Diensten, auf die der Benutzer, der mit 
dem Benutzeridentifikator in Verbindung steht, admi-
nistrativen Zugriff hat;  
wenn eine Anfrage durchgeführt wird, einen ausge-
wählten der Dienste in der abgeleiteten Liste von 
Diensten zu administrieren, Computerprogrammier-
instruktionen zum Verifizieren in dem Diensthostcom-
puter (206), der mit dem ausgewählten Dienst in Ver-
bindung steht, dass dem Benutzer, der mit dem aus-
gewählten Benutzeridentifikator in Verbindung steht, 
gestattet ist, auf den ausgewählten Dienst zuzugrei-

fen, durch Untersuchen von Zugriffssteuerdaten, die 
mit dem ausgewählten Benutzeridentifikator in dem 
persistenten Speicherbereich (212) in Verbindung 
stehen, und  
Computerprogrammierinstruktionen zum Transferie-
ren von einer oder mehr Managementdateien auf 
dem Diensthostcomputer (206) zu dem Administrati-
onsserver (208), wobei dadurch eine Manipulation 
der Managementdateien unter Nutzung des Dienst-
managers (210) erleichtert wird.

16.  Computerlesbares Medium, wie in Anspruch 
15 vorgetragen, wobei der Administrationsserver-
computer mit einem Administrationsclientcomputer 
verbunden ist, der geeignet ist, ein Browserpro-
gramm ablaufen zu lassen, und wobei der ausge-
wählte Benutzeridentifikator und das entsprechende 
private Schlüsselwort über eine Kommunikationsver-
bindung zwischen dem Administrationsclientcompu-
ter und dem Administrationsservercomputer vorge-
sehen werden, wobei die Kommunikationsverbindun-
gen zwischen dem Administrationsservercomputer, 
dem Administrationsclientcomputer und dem einen 
oder mehr Diensthostcomputern ein Internetprotokoll 
nutzen.

17.  Computerlesbares Medium, wie in Anspruch 
15 vorgetragen, wobei das Verifizieren in dem Dienst-
hostcomputer, dass dem Benutzer, der mit dem aus-
gewählten Benutzeridentifikator in Verbindung steht, 
gestattet ist, auf den ausgewählten Dienst von der 
Liste von Diensten zuzugreifen, ferner Kommunizie-
ren des ausgewählten Benutzeridentifikators und des 
entsprechenden privaten Schlüsselwortes zu dem 
Hostservercomputer unter Verwendung einer ge-
meinsamen Gateway-Schnittstelle umfasst.

18.  Computerlesbares Medium, wie in Anspruch 
15 vorgetragen, wobei das Transferieren von einer 
oder mehr Managementdateien auf dem Hostserver 
zu dem Administrationsserver ferner Initiieren einer 
gemeinsamen Gateway-Schnittstelle auf dem Admi-
nistrationsservercomputer umfasst, wobei dadurch 
der Transfer von einer oder mehr Managementdatei-
en und einer Vielzahl von Betriebssystembefehlen er-
möglicht wird.

19.  System, wie in Anspruch 14 vorgetragen, wo-
bei das Transferieren von einer oder mehr Manage-
mentdateien auf dem Host-Server zu dem Administ-
rationsserver ferner Initiieren einer gemeinsamen 
Gateway-Schnittstelle auf dem Administrationsser-
vercomputer umfasst, wobei dadurch der Transfer 
von einer oder mehr Managementdateien und einer 
Vielzahl von Betriebssystembefehlen ermöglicht 
wird.

20.  System, wie in Anspruch 14 vorgetragen, wo-
bei das Verifizieren auf dem Diensthostcomputer, 
dass dem Benutzer, der mit dem ausgewählten Be-
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nutzeridentifikator in Verbindung steht, gestattet ist, 
auf den ausgewählten Dienst von der Liste von 
Diensten zuzugreifen, ferner Kommunizieren des 
ausgewählten Benutzeridentifikators und des ent-
sprechenden privaten Schlüsselwortes zu dem Host-
servercomputer unter Verwendung einer gemeinsa-
men Gateway-Schnittstelle umfasst.

Es folgen 12 Blatt Zeichnungen
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Anhängende Zeichnungen
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