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1. 

EMBEDDED MECHANISM FOR PLATFORM 
VULNERABILITY ASSESSMENT 

TECHNICAL FIELD 

Embodiments of the present invention relate to the field of 
computing security, and more particularly, to an embedded 
mechanism for platform Vulnerability assessment. 

BACKGROUND 

For an increasing number of enterprises, such as, for 
example, financial institutions, compliance management is a 
key component of the overall management of platforms 
within the enterprise. For example, at one well known finan 
cial institution, it is estimated that 30 percent of all their 
network traffic is related to polling machines for compliance 
data. Compliance management involves many components 
working together to ensure that each platform is conforming 
to information technology (IT) policies and that these policies 
have not been tampered with. One of the more networking 
intensive elements of the compliance scanning is scanning 
machines for known vulnerabilities. This may be network 
intensive because it can involve port Scanning. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Embodiments of the present invention will be readily 
understood by the following detailed description in conjunc 
tion with the accompanying drawings. To facilitate this 
description, like reference numerals designate like structural 
elements. Embodiments of the invention are illustrated by 
way of example and not by way of limitation in the figures of 
the accompanying drawings. 

FIG. 1 schematically illustrates a computer system that 
may use a Vulnerability Scanner, in accordance with various 
embodiments of the present invention: 

FIG. 2 schematically illustrates an exemplary managed 
platform, in accordance with various embodiments of the 
present invention; and 

FIG. 3 schematically illustrates an exemplary managed 
platform, in accordance with various embodiments of the 
present invention. 

DETAILED DESCRIPTION OF EMBODIMENTS 
OF THE INVENTION 

In the following detailed description, reference is made to 
the accompanying drawings which form a part hereof 
wherein like numerals designate like parts throughout, and in 
which is shown by way of illustration embodiments in which 
the invention may be practiced. It is to be understood that 
other embodiments may be utilized and structural or logical 
changes may be made without departing from the scope of the 
present invention. Therefore, the following detailed descrip 
tion is not to be taken in a limiting sense, and the scope of 
embodiments in accordance with the present invention is 
defined by the appended claims and their equivalents. 

Various operations may be described as multiple discrete 
operations in turn, in a manner that may be helpful in under 
standing embodiments of the present invention; however, the 
order of description should not be construed to imply that 
these operations are order dependent. 

For the purposes of the present invention, the phrase “A/B 
means A or B. For the purposes of the present invention, the 
phrase “A and/or B' means “(A), (B), or (A and B). For the 
purposes of the present invention, the phrase “at least one of 
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A, B, and C’ means “(A), (B), (C), (A and B), (A and C), (B 
and C), or (A, B and C). For the purposes of the present 
invention, the phrase “(A)B” means “(B) or (AB) that is, A is 
an optional element. 
The description may use the phrases “in an embodiment.” 

or “in embodiments, which may each refer to one or more of 
the same or different embodiments. Furthermore, the terms 
“comprising.” “including.” “having and the like, as used 
with respect to embodiments of the present invention, are 
synonymous. 
Embodiments of the present invention provide an embed 

ded mechanism for platform Vulnerability assessment. 
In accordance with various embodiments of the present 

invention, Vulnerability scanning is performed in an execu 
tion container on a managed platform of a network. This 
allows the Vulnerability scanning to be performed locally on 
the platform without using an external network or an agent 
running on the host operating system that may itself be Sub 
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alone host uses an embedded hardware management engine 
(ME) in the managed platform to perform the Vulnerability 
scanning while in a second embodiment, a management par 
tition of the managed platform performs Vulnerability Scan 
ning of a virtual machine. 

FIG. 1 schematically illustrates a computer system 100 that 
may include a Vulnerability Scanner, in accordance with vari 
ous embodiments of the present invention. As will become 
apparent herein, at least portions of system 100 may form a 
managed platform, including a Vulnerability Scanner, within a 
network, in accordance with various embodiments of the 
present invention. 
The system 100 may have an execution environment 104, 

which may be the domain of an executing operating system 
(OS) 108. The OS 108 may be a component configured to 
execute and control general operation of other components 
within the execution environment 104, such as a software 
component 112, Subject to management by a management 
module 116. The management module 116 may arbitrate 
general component access to hardware resources such as one 
or more processor(s) 120, network interface controller 124, 
storage 128, and/or memory 132. 

In some embodiments, the component 112 may be a Super 
visory-level component, e.g., a kernel component. In various 
embodiments, a kernel component may be services (e.g., 
loader, scheduler, memory manager, etc.), extensions/drivers 
(e.g., for a network card, a universal serial bus (USB) inter 
face, a disk drive, etc.), or a service-driver hybrid (e.g., intru 
sion detectors to watch execution of code). 
The processor(s) 120 may execute programming instruc 

tions of components of the system 100. The processor(s) 120 
may be single and/or multiple-core processor(s), controller 
(S), application specific integrated circuit(s) (ASIC(s)), etc. 

In an embodiment, storage 128 may represent non-volatile 
storage to store persistent content to be used for the execution 
of the components of the system 100, such as, but not limited 
to, operating system(s), program files, configuration files, etc. 
In an embodiment, storage 128 may include stored content 
136, which may represent the persistent store of source con 
tent for the component 112. The persistent store of source 
content may include, e.g., executable code store that may 
have executable files and/or code segments, links to other 
routines (e.g., a call to a dynamic linked library (DLL)), a data 
Segment, etc. 

In various embodiments, storage 128 may include inte 
grated and/or peripheral storage devices, such as, but not 
limited to, disks and associated drives (e.g., magnetic, opti 



US 8,099,786 B2 
3 

cal), universal serial bus (USB) storage devices and associ 
ated ports, flash memory, ROM, non-volatile semiconductor 
devices, etc. 

In various embodiments, storage 128 may be a storage 
resource physically part of the system 100 or it may be acces 
sible by, but not necessarily, a part of the system 100. For 
example, the storage 128 may be accessed by the system 100 
over a network 140 via the network interface controller 124. 
Additionally, multiple systems 100 may be operatively 
coupled to one another via network 140. 
Upon a load request, e.g., from a loading agent of the OS 

108, the management module 116 and/or the OS 108 may 
load the stored content 136 from storage 128 into memory 
132 as active content 144 for operation of the component 112 
in the execution environment 104. 

In various embodiments, the memory 132 may be volatile 
storage to provide active content for operation of components 
on the system 100. In various embodiments, the memory 132 
may include RAM, dynamic RAM (DRAM), static RAM 
(SRAM), synchronous DRAM (SDRAM), dual-data rate 
RAM (DDRRAM), etc. 

In some embodiments the memory 132 may organize con 
tent stored therein into a number of groups of memory loca 
tions. These organizational groups, which may be fixed and/ 
or variable sized, may facilitate virtual memory management. 
The groups of memory locations may be pages, segments, or 
a combination thereof. 
As used herein, the term “component' is intended to refer 

to programming logic and associated data that may be 
employed to obtain a desired outcome. The term component 
may be synonymous with “module' or "agent” and may refer 
to programming logic that may be embodied in hardware or 
firmware, or in a collection of software instructions, possibly 
having entry and exit points, written in a programming lan 
guage. Such as, for example, C++, Intel Architecture 32 bit 
(IA-32) executable code, etc. 
A Software component may be compiled and linked into an 

executable program, or installed in a dynamic link library, or 
may be written in an interpretive language such as BASIC. It 
will be appreciated that software components may be callable 
from other components or from themselves, and/or may be 
invoked in response to detected events or interrupts. Software 
instructions may be provided in a machine accessible 
medium, which when accessed, may result in a machine 
performing operations or executions described in conjunction 
with components of embodiments of the present invention. 
Machine accessible medium may be firmware, e.g., an elec 
trically erasable programmable read-only memory (EE 
PROM), or other recordable/non-recordable medium, e.g., 
read-only memory (ROM), random access memory (RAM), 
magnetic disk storage, optical disk storage, etc. It will be 
further appreciated that hardware components may be com 
prised of connected logic units, such as gates and flip-flops, 
and/or may be comprised of programmable units, such as 
programmable gate arrays or processors. In some embodi 
ments, the components described herein are implemented as 
software modules, but nonetheless may be represented in 
hardware or firmware. Furthermore, although only a given 
number of discrete software/hardware components may be 
illustrated and/or described. Such components may nonethe 
less be represented by additional components or fewer com 
ponents without departing from the spirit and Scope of 
embodiments of the invention. 

In embodiments of the present invention, an article of 
manufacture may be employed to implement one or more 
methods as disclosed herein. For example, in exemplary 
embodiments, an article of manufacture may comprise a stor 
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4 
age medium and a plurality of programming instructions 
stored in the storage medium and adapted to program an 
apparatus to enable the apparatus to request from a proxy 
server one or more location restriction(s) to modify one or 
more user preference(s). In various ones of these embodi 
ments, programming instructions may be adapted to modify 
one or more user preferences to Subject the one or more user 
preferences to one or more location restrictions. In various 
embodiments, article of manufacture may be employed to 
implement one or more methods as disclosed herein in one or 
more client devices. In various embodiments, programming 
instructions may be adapted to implement a browser, and in 
various ones of these embodiments, a browser may be 
adapted to allow a user to display information related to a 
network access. In an exemplary embodiment, programming 
instructions may be adapted to implement a browser on a 
client device. 

With reference to FIG. 2, in accordance with various 
embodiments of the present invention, a managed platform 
200 includes a host component 202 and a management com 
ponent 204 that serves as a management engine. The host 
component provides the operating system for the managed 
platform. The host component may be communicatively 
coupled to the embedded management component via net 
work interface card (NIC) drivers 206, 208 that looks like a 
normal network interface to network Stack 210. A manage 
ment console 212 of a network may be communicatively 
coupled to the management component via an NIC driver 
214. The NIC driver may be dedicated or shared (214A) with 
the host component. 
As known in the art, the host component generally includes 

a firewall 216, to which drivers 206, 214a are communica 
tively coupled via ports. In accordance with various embodi 
ments of the present invention, the management component 
includes a vulnerability scanner 218. Drivers 208, 214 are 
communicatively coupled to network stack 210. 

In accordance with the various embodiments, the NIC is an 
out of band (OOB) network interface. In accordance with 
various embodiments, the management console configures 
and controls the Vulnerability scanner through the OOB net 
work interface of the management component. 

Vulnerability of host component 202 may arise from either 
lack of proper patches or firewall configuration, as well as a 
result of a malware attack (indicated with 220). Thus, in 
operation, management console 212 configures Vulnerability 
scanner 218 with various security rules and policies for the 
network. Additionally, the Vulnerability scanner is configured 
to perform scans at Some periodic interval. As an example, a 
worm or other malware infects the host component. The 
worm alters the firewall rules to allow a back door for attacks 
to the host component and/or to let it propagate to other host 
components, either within the managed platform or within the 
network. The Vulnerability scanner performs periodic vulner 
ability scan and detects open port(s) in the firewall. The 
management component, either on its own or through the 
Vulnerability Scanner, responds according to the policies and 
rules of the management console. This may include, for 
example, sending an alert to the management console and/or 
installing a hardware packet filter to restrict traffic to and/or 
from the host. 

With reference to FIG. 3, in accordance with various 
embodiments of the present invention, a managed platform 
300 may include one or more partitions that function as one or 
more virtual machines (VM)302. In accordance with various 
embodiments, at least one management partition 304 is 
included. Thus, in accordance with various embodiments, a 
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virtual machine 302 corresponds to a host component and a 
management partition 304 corresponds to a management 
component. 

In accordance with various embodiments, a virtual 
machine 302, serving as an operating system, includes a 
virtual NIC driver 306 that is communicatively coupled to the 
network stack 308 via a firewall 310. In accordance with 
various embodiments, management partition 304 includes a 
virtual NIC driver 314. Virtual NIC drivers 306, 314 are 
communicatively coupled to one another via a virtual Switch 
316. As known in the art, different virtual machines within the 
managed platform may serve as the operating system and 
virtual switch 316 may be used to communicatively couple 
virtual machines and management partitions. 

In accordance with various embodiments, an NIC driver 
318 is communicatively coupled to network stack 308 and a 
management console 320 of the network. In accordance with 
various embodiments of the present invention, management 
partition 304 includes a vulnerability scanner 312. Manage 
ment partition 304 may or may not be configured to include 
other components for various functions as desired. The man 
agement console configures Vulnerability Scanner 312 with 
security rules and policies. The management console also 
configures the Vulnerability Scanner with target virtual 
machine internet protocol (IP) addresses. The Vulnerability 
scanner is configured to perform scans of virtual machine 302 
at Some periodic interval. In accordance with various embodi 
ments, the Vulnerability Scanner may be configured to Scan 
other virtual machines (not shown) of managed platform300. 
When a worm or other malware 322 infects a virtual 

machine, the worm generally alters the firewall rules to allow 
a back door for attacks to the host and/or to propagate to other 
hosts within the managed platform and/or network. The Vul 
nerability Scanner performs periodic Vulnerability Scans and 
detects open ports within the firewall. The management par 
tition, either on its own or through the Vulnerability Scanner, 
responds to the detected open ports according to policy. Such 
policy may include, for example, sending an alert to the 
management console, instructing the management partition 
to restrict traffic for the virtual machine, and/or installing a 
hardware packet filter to restrict traffic to and/or from the 
virtual machine. 

In accordance with various embodiments, management 
partition 304 may be implemented with code in a manage 
ment partition or in a Virtual Machine Manager's own control 
partition, (such as, for example, Domain 0 for the Xen hyper 
visor). A feature in the exemplary embodiment of FIG. 3 is 
that the virtual machine that includes the host component 
(guest OS) to be scanned may use the built-in virtual switch 
capabilities of the Virtual Machine Manager (not shown) for 
access to at least one network. Such a topology Supports both 
shared NICs and private virtual Ethernet LANs. 

Accordingly, Vulnerability of a host component may be 
scanned by a management component co-located on the man 
aged platform in a network-like manner, analogous to a net 
work based manner a management console would scan the 
host component for vulnerability. 

Although certain embodiments have been illustrated and 
described herein for purposes of description of the preferred 
embodiment, it will be appreciated by those of ordinary skill 
in the art that a wide variety of alternate and/or equivalent 
embodiments or implementations calculated to achieve the 
same purposes may be substituted for the embodiments 
shown and described without departing from the scope of the 
present invention. Those with skill in the art will readily 
appreciate that embodiments in accordance with the present 
invention may be implemented in a very wide variety of ways. 
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6 
This application is intended to cover any adaptations or varia 
tions of the embodiments discussed herein. Therefore, it is 
manifestly intended that embodiments in accordance with the 
present invention be limited only by the claims and the 
equivalents thereof. 

What is claimed is: 
1. A method comprising: 
scanning, by a Vulnerability Scanner operating within a 
management partition of a managed device, a firewall 
associated with a host partition of the managed device 
for one or more vulnerabilities of the host partition, the 
host partition further having an operating system, and 
the scanning being performed through a first network 
driver of the management partition and a second net 
work driver of the host partition, the first network driver 
of the management partition and the second network 
driver of the host partition being communicatively 
coupled with each other, 
wherein the management partition including the Vulner 

ability scanner and the first network driver, and the 
host partition including the operating system and the 
second network driver, reside on the managed device, 
and 

wherein the Vulnerability Scanner of the management 
partition is configured to operate independent of the 
operating system of the host partition; and 

addressing, by the Vulnerability Scanner operating within 
the management partition, a potential Vulnerability of 
the host partition discovered during the scanning. 

2. The method of claim 1, wherein the Scanning comprises 
scanning, by the vulnerability scanner operating within the 
management partition of the managed device, for open ports 
associated with the firewall of the host partition of the man 
aged device through the network interface. 

3. The method of claim 1, wherein the management parti 
tion is a management engine embedded in the managed 
device. 

4. The method of claim 1, wherein addressing the potential 
Vulnerability of the host partition comprises at least one of 
sending an alert to a remotely disposed management console 
or installing, via the first network driver the management 
partition and the second network driver of the host partition, 
a hardware packet filter to restrict traffic to and/or from the 
host partition. 

5. An apparatus comprising: 
a host partition configured to operate an operating system, 

a firewall, and a first network driver; and 
a management partition locally co-reside with the host 

partition, and configured to operate a Vulnerability Scan 
ner and a second network driver, wherein the second 
network driver is communicatively coupled to the first 
network driver of the host partition, wherein the vulner 
ability scanner is configured to scan the firewall of the 
host partition, through the second network driver of the 
management partition and the first network driver of the 
host partition, for one or more vulnerabilities of the host 
partition, and wherein the Vulnerability scanner of the 
management partition is configured to operate indepen 
dent of the operating system of the host partition. 

6. The apparatus of claim 5, wherein the Vulnerability 
scanner is configured to scan for open ports associated with 
the firewall of the host partition through the second network 
driver of the management partition and the first network 
driver of the host partition. 

7. The apparatus of claim 5, wherein the management 
partition is a management engine embedded in the apparatus. 
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8. The apparatus of claim 7, further comprising a network 
interface configured to communicatively couple the manage 
ment partition to a management console remotely disposed 
from the apparatus. 

9. The apparatus of claim 8, wherein the network interface 
is configured to operate as an out-of-band (OOB) network 
interface to allow the management console to communicate 
with the management partition regardless whether the host 
partition is operating. 

10. The apparatus of claim8, wherein the network interface 
is shared by the host partition and the management partition. 

11. The apparatus of claim 5, wherein the management 
partition is configured to perform at least one of send an alert 
to a management console remotely disposed from the appa 
ratus, or install, via the second network driver of the manage 
ment partition and the first network driver of the host parti 
tion, a hardware packet filter to restrict traffic to and/or from 
the host partition. 

12. An article of manufacture comprising: 
a tangible non-transient storage medium; and 
a set of instructions stored in the storage medium config 

ured to enable an apparatus, in response to execution of 
the instructions by the apparatus, to perform operations 
comprising: 

Scanning, by a Vulnerability scanner operating within a 
management partition of the apparatus, a firewall asso 
ciated with a host partition of the apparatus for one or 
more vulnerabilities of the host partition, the host parti 
tion further having an operating system, and the scan 
ning being performed through a first network driver of 
the management partition and a second network driver 
of the host partition, the first network driver of the man 
agement partition and the second network driver of the 
host partition being communicatively coupled with each 
other, 

wherein the management partition including the Vulner 
ability scanner and the first network driver, and the host 
partition including the operating system and the second 
network driver, reside in an enclosure of the apparatus, 

wherein the Vulnerability Scanner of the management par 
tition is configured to operate independent of the oper 
ating system of the host partition; and 

addressing, by the Vulnerability scanner operating within 
the management partition, a potential Vulnerability of 4 
the host partition discovered during said Scanning. 

13. The article of claim 12, wherein the scanning comprises 
scanning, by the Vulnerability Scanner operating within the 
management partition of the apparatus, for open ports asso 
ciated with the firewall of the host partition through the first 5 
network driver of the management partition and a second 
network driver of the host partition. 

14. The article of claim 12, wherein the management par 
tition is a management engine embedded in the apparatus. 

15. The article of claim 12, wherein addressing the poten- 5 
tial vulnerability of the host partition comprises at least one of 
sending an alert to a remotely disposed management console, 
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or installing, via the first network driver the management 
partition and the second network driver of the host partition, 
a hardware packet filter to restrict traffic to and/or from the 
host partition. 

16. A managed system comprising: 
a host partition configured to operate an operating system, 

a firewall, and a first network driver; 
dynamic random access memory (DRAM) configured to 

store data associated with one or more vulnerability 
potentials of the host partition; 

a management partition locally co-reside with the host 
partition, operatively coupled to the DRAM, and con 
figured to operate a Vulnerability Scanner and a second 
network driver, wherein the Vulnerability scanner is con 
figured to scan the firewall of the host partition, through 
the second network driver of the management partition 
and the first network driver of the host partition, for one 
or more vulnerabilities of the host partition, with respect 
to the one or more vulnerability potentials of the host 
partition, 

wherein the Vulnerability Scanner is configured to operate 
independently from of the operating system of the host 
partition. 

17. The managed system of claim 16, wherein the one or 
more vulnerability potentials include open ports within the 
firewall. 

18. The managed system of claim 16, wherein the manage 
ment partition includes is a management engine embedded in 
the managed system. 

19. The managed system of claim 16, further includes a 
network interface configured to operate as an out-of-band 
(OOB) network interface to allow a management console 
remotely disposed from the managed system to communicate 
with the management partition regardless whether the host 
partition is operating. 

20. The managed system of claim 19, wherein the network 
interface is shared by the management partition and the host 
partition. 

21. The managed system of claim 16, wherein the Vulner 
ability Scanner of the management partition is further config 
ured to perform at least one of send an alert to a remotely 
disposed management console or install, via the second net 
work driver of the management partition and the first network 
driver of the host partition, a hardware packet filter to restrict 

5 traffic to and/or from the host partition. 
22. The apparatus of claim 5, wherein the host partition is 

a virtual machine operating on the apparatus, and the appa 
ratus further comprises a virtual Switch communicatively 
coupling the first network driver of the management partition 

() and the second network driver of the virtual machine. 
23. The apparatus of claim 22, wherein the management 

partition is a virtual machine manager. 
24. The apparatus of claim 22, wherein the management 

partition is another virtual machine operating on the appara 
5 tuS. 
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