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OPERATING A TOUCH SCREEN CONTROL SYSTEM ACCORDING TO A PLURALITY

OF RULE SETS

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] This application claims priority to and benefit of United States Provisional

Application 61/174,403 filed April 30, 2009, which is incorporated by reference in its

entirety herein.

BACKGROUND

[0002] Electronic devices are ubiquitous in today's society. As the technology of

electronic devices advances, the number of integrated functions enabled on such devices

also increases. As an example, many of today's electronic devices include the ability to

display information to users and to receive touch based input from users. In order to

receive and process touch based input, many current electronic devices utilize capacitive

sensing devices in combination with display devices. Typically such capacitive sensing

devices process user input received from, for example, one or more fingers, styli, or other

object in a sensing region of the capacitive sensor device.

[0003] However, as the number of integrated functions increases on electronic devices,

the processing burdens imposed on their host processors also increase. (As an example,

when an electronic device includes both a display and a capacitive sensor device, the host

processor of the electronic device handles processing for both components.) As a result,

the electronic devices may suffer from performance shortcomings due to the burden

placed on their host processors. For example, a delay between user input and visual

feedback to the user may arise because of host processor-induced latency.



[0004] As a result of such shortcomings, users may become frustrated and/or confused.

User frustration or confusion may lead to user dissatisfaction or cause the users to perform

repetitive and/or unnecessary user input actions which further burden the host processors.

Additionally, as the number of the functions integrated onto electronic devices increases,

power consumption also increases.

[0005] Taking mobile devices as a specific example, the use of mobile devices often

require loading, displaying and controlling large amounts of data including pictures, web

pages, maps, text and non-textual documents, etc. In some mobile devices, there is

often a delay between user input (e.g. taps, double-taps, scroll commands, etc.) and

visual feedback to the user.



BRIEF DESCRIPTION OF THE DRAWINGS

[0006] Figure 1 illustrates an example of an electronic device, in accordance with an

embodiment of the present invention.

[0007] Figure 2 illustrates an example of a touch screen control system, in accordance

with an embodiment of the present invention.

[0008] Figure 3 illustrates another example of a touch screen control system, in

accordance with an embodiment of the present invention.

[0009] Figure 4 illustrates an example method for operating a touch screen control

system, in accordance with an embodiment of the present invention.

[0010] Figures 5A-7B illustrates examples of visual feedback provided in response to

user input, in accordance with embodiments of the present invention.

[0011] The drawings referred to in this description should be understood as not being

drawn to scale except if specifically noted.



DESCRIPTION OF EMBODIMENTS

[0012] Reference will now be made in detail to embodiments of the present invention,

examples of which are illustrated in the accompanying drawings. While the invention will

be described in conjunction with various embodiment(s), it will be understood that the

descriptions are not intended to limit the present invention to these embodiments. On the

contrary, the present invention is intended to cover alternatives, modifications and

equivalents, which may be included within the spirit and scope of the various embodiments

as defined by the appended claims.

[0013] Furthermore, in the following description of embodiments, numerous specific

details are set forth in order to provide a thorough understanding of the present invention.

However, the present invention may be practiced with a subset or without these specific

details. In other cases, well known methods, procedures, components, and circuits have

not been described in detail as not to unnecessarily obscure aspects of the present

embodiments.

Description of Components

[0014] Figure 1 depicts electronic device 100, in accordance with an embodiment of the

present invention. Electronic device 100 includes touch screen control system (TSCS) 110

(which includes control circuitry 112 and memory 114). Connecting arrows 170, 180, and

190 indicate that, in some embodiments, host processing system 160 has bidirectional

interactions with TSCS 110, TSCS 110 has bidirectional interactions with touch sensor

150, and TSCS 110 has bidirectional interactions with display screen 140. In other

embodiments, some or all of these interactions may be unidirectional.



[0015] In various embodiments, electronic device 100 is any electronic device that

comprises the aforementioned components and functions (e.g., receives user input and

updates a display screen). For example, electronic device 100 may comprise: personal

computers (e.g. desktop computers, laptop computers, portable computers, workstations,

personal digital assistants, and video game machines), communication devices (e.g.

wireless phones, pagers, and other messaging devices), media devices that record and/or

play various forms of media (e.g. televisions, cable boxes, music players, digital picture

frames, video players, digital cameras, and video cameras), peripherals to larger systems

(e.g. printers, keyboards, and remote controls), white goods (e.g. appliances), automotive

devices, industrial devices, electronic toys, and any other electrical device that could

benefit from having a sophisticated user interface that does not significantly burden its host

processing system.

[0016] In some embodiments, elements of electronic device 100 are physically unified,

and TSCS 110, display screen 140, touch sensor 150, and host processing system 160

are all disposed within a common housing. For example, electronic device 100 may be a

handheld computing system.

[0017] Display screen 140 is configured for displaying images. Display screen 140 may

be a cathode ray tube (CRT), a liquid crystal display (LCD), an organic light emitting diode

(OLED) display, an electroluminescent display, or any other type of display screen suitable

to be integrated in an electronic device. Additionally, in some embodiments, electronic

device 100 includes a backlight (not shown) to enhance visibility of images on display

screen 140.



[0018] Touch sensor 150 is shown in Figure 1 as a dotted rectangle overlapping display

screen 140. However, in various embodiments, the actual physical sensor components of

touch sensor 150 may be located inside or outside of the dotted rectangle.

[0019] Although called a "touch" sensor, embodiments of touch sensor 150 may

respond to contact or non-contact user input in their respective sensing regions. The

sensing region overlaps with an active area of display screen 140. The active area is the

region in which electronic images may be displayed by display screen 140. It will be

understood that some embodiments of display screen 140 may include regions, such as

border regions, in which electronic images may not be displayed.

[0020] Embodiments of touch sensor 150 may demark their sensing regions using

surfaces. During operation, touch sensor 150 is operated to detect one or more input

objects in the sensing region, for sensing user input. "Sensing region" as used herein is

intended to broadly encompass any space where touch sensor 150 is able to reliably

detect an input object. In some embodiments of touch sensor 150, the sensing region

extends from a surface of touch sensor 150 in one or more directions into space until

decreased signal-to-noise prevents accurate object detection. This distance may be on

the order of less than a millimeter, millimeters, centimeters, or more, and may vary

significantly with the type of sensing technology used and the accuracy desired. Thus,

embodiments may require contact with the surface, either with or without applied pressure,

while others do not. Accordingly, in some embodiments, the planarity, size, shape and

exact locations of the particular sensing regions vary widely from embodiment to

embodiment.



[0021] Touch sensor 150 may utilize any combination of sensor components and

sensing technologies. As several non-limiting examples, touch sensor 150 may use

capacitive, elastive, resistive, inductive, surface acoustic wave, optical, or other

techniques. Data gathered by touch sensor 150 may be used to determine the presence,

location and/or motion of one or more fingers, styli, and/or other objects.

[0022] In some resistive implementations of touch sensor 150, a flexible and conductive

first layer is separated by one or more spacer elements from a conductive second layer.

During operation, one or more voltage gradients are created across the layers. Pressing

the flexible first layer may deflect it sufficiently to create electrical contact between the

layers, resulting in voltage outputs reflective of the point(s) of contact between the layers.

These voltage outputs may be used to determine positional information.

[0023] In some inductive implementations of touch sensor 150, one or more sensor

elements pick up loop currents induced by a resonating coil or pair of coils. Some

combination of the magnitude, phase, and frequency to determine positional information.

[0024] In some capacitive implementations of touch sensor 150, voltage or current is

applied to create an electric field. Nearby input objects caused changes in capacitive

coupling that may detect be detected as changes in voltage, current, or the like.

[0025] Some capacitive implementations utilize arrays or other patterns of capacitive

sensor electrodes to create electric fields. Some capacitive implementations utilize

resistive sheets, which may be uniformly resistive.



[0026] Some capacitive implementations utilize "self capacitance" (also "absolute

capacitance") sensing methods based on the capacitive coupling between sensor

electrodes and free space. In one implementation, an absolute capacitance sensing

method operates by modulating sensor electrodes with respect to a reference voltage (e.g.

system ground), and by detecting the capacitive coupling between sensor electrodes and

input objects.

[0027] Some capacitive implementations utilize "mutual capacitance" (also

"transcapacitance") sensing methods based on the capacitive coupling between sensor

electrodes. In one implementation, a transcapacitive sensing method operates by

detecting the capacitive coupling between one or more transmitting electrodes and one or

more receiving electrodes. Transmitting sensor electrodes may be substantially

modulated relative to a reference voltage (e.g. system ground) to facilitate transmission,

and receiving sensor electrodes may be held substantially constant relative to the

reference voltage to facilitate receipt. Sensor electrodes may be dedicated transmitters or

receivers, or transmit as well as receive.

[0028] Host processing system 160 may be utilized for processing images for display

on display screen 140. For example, to display video on display screen 140 in some

embodiments, host processing system 160 provides image data for the video frames, such

that display screen 140 may present the video to users.

[0029] In some embodiments, host processing system 160 is configured for primary

processing of the images for display on display screen 140. That is, host processing

system 160 is configured to perform a majority of the processing of images for display on

display screen 140. In other words, in some embodiments, electronic device 100 is



designed such that a majority of image data to be display on display screen 140 would

pass through and be processed by host processing system 160. However, in some

embodiments, host processing system 160 is not configured for primary processing of the

images for display on display screen 140, and host processing system 160 does little or no

processing of the images for display on display screen 140.

[0030] A "primary image" is an image processed by a host processing system and

held in a memory of a touch screen control system TSCS 110 (e.g. a memory that may

be separate from or be part or memory 114) for primary display on display screen 140.

The primary image may be static or may change over a period of time. In some

embodiments, the primary image is modified, or replaced entirely by host processing

system 160, by TSCS 110, or by both.

[0031] An image is "updated" in memory when the data representing the image is

changed in part or in whole. In some embodiments, host processing system 150 or TSCS

110 (e.g. using control circuitry 112) changes bits associated with the changed portion(s),

or writes new image data to replace what is stored in the memory.

[0032] An image is "updated" on display screen 140 when the display of the image by

display screen 140 is changed in part or in whole. In some embodiments, TSCS 110 (e.g.

using control circuitry 112) changes one or more portions of an image displayed on display

screen 140, or replaces the image displayed on display screen 140 entirely.

[0033] "Display image update rate" as used herein generally indicates the rate at which

the image on display screen 140 is updated. For example, some typical display image

update rates associated with animation or video of reasonable quality include 15, 24, and



30 frames per second. As another example, a typical display image update rate

associated with quality user interface experience is 60 frames per second.

[0034] "Image data update rate" as used herein generally indicates the rate at which

image data is updated in a memory of TSCS 110 (e.g. first memory 131 described below).

The updating of image data in the memory of TSCS 110 may be by host processing

system 160, TSCS 110, or some other element.

[0035] In various embodiments, in accordance with the present invention, TSCS 110

operates touch sensor 150 to detect user input in the sensing region and operates display

screen 140 to display images in response to the user input, without requiring intervention

by host processor 160. In other words TSCS 110 autonomously operate touch sensor 150

and display screen 140, without real-time host image processing performed or direction

provided directly in response to the user input in the sensing region. TSCS 110 may

perform these functions according to hardwired rules or with rules previously provided by

host processing system 160.

[0036] In some embodiments, host processing system 160 is in sometimes a low-power

state (including potentially being off) while TSCS 110 is operating autonomously. In some

embodiments, host processing system 160 sometimes performs processing or provides

instructions not directly related to updating display screen 140 or not directly in response

to the user input.

[0037] In embodiments of electronic device 100, such autonomous operation by TSCS

110 reduces or eliminates the shortcomings as describe above. For example, such

autonomous operation may reduce latency, reduce response time variability, and increase



responsiveness to user input. These improvements can increase a user's sense of ease,

comfort, or confidence in the operation of electronic device 100.

[0038] In embodiments of electronic device 100, such autonomous operation reduces

the processing required of host processing system 160, and thus can reduce power

consumption by electronic device 100. For example, host processing system 160 may

enter a low power state while the updating of images on display screen 140 is done locally

by TSCS 110 . Examples of low power states include off states, sleep states, and states

where host processing system 160 expends less processing power.

[0039] In addition, in embodiments of electronic device 100, such autonomous

operation reduces the maximum image data update rate that host processing system 160

needs to support while still providing smooth and responsive feedback. For example,

TSCS 110 may be configured such that it can produce images and update display screen

140 at a higher rate than host processing system 160 can update the primary image held

in a memory of TSCS 110 (e.g. memory 114). In some embodiments, TSCS 110 is able to

produce updated displays at 60 Hz or higher in response to user input. This offloads host

processing system 160 such that host processing system 160 may be configured with a

maximum update rate lower than 60 Hz (e.g., 30 Hz) without significant detrimental impact

on user experience. This also allows electronic device 100 to have relaxed requirements

for communications bandwidth (e.g., serial link requirements), other performance

characteristics, and the like. The relaxed requirements may provide greater design choice

and cost savings.

[0040] Some embodiments of electronic device 100 are able to update display screen

140 faster than host processing system 160 can update the primary image. That is,



some embodiments of electronic device 100 support a display image update rate greater

than the image data update rate associated with host processing system 160. For

example, in some embodiments, TSCS 110 is configured to be able to generate updated

images and update display screen 140 at a faster rate than if host processing system

160 performed the image processing. This TSCS 110 functionality supports the greater

display image update rate in those systems.

[0041] Regardless of the maximum update rates, in operation, the image data update

rate utilized may be significantly lower than display screen 140 update rate utilized. For

example, TSCS 110 may blend images to provide visual feedback during a function such

as a drag function (blending is discussed in further detail below). The primary image

may be the "background" over which the item dragged moves, and image data held in

memory for the primary image may change infrequently or not at all during the drag

function. Thus, a lower image data update rate is utilized (compared to the display

image update rate used) by some embodiments.

[0042] The image of the item dragged may stay static in memory during the drag

function. However, the blending coordinates associated with the image of the item

dragged may change during the drag function. TSCS 110 updates display screen 140

with autonomously generated images blending the image of the item dragged at

locations specified by the blending coordinates, effectively moving the dragged item

relative to the primary image or display screen 140, or both. Thus, a higher display

image update rate is utilized (compared to the image data update rate used).

[0043] In various embodiments, TSCS 110 operates touch sensor 150 to obtain

measurements that enable the determination of user input characteristics such as number



and motion of input objects. Such measurement(s) are utilized by TSCS 110, in some

embodiments, to determine positional information with respect to a user input relative to

the sensing region of touch sensor 150.

[0044] The term "positional information" as used herein is intended to broadly

encompass absolute and relative position-type information, including motion in one or

more directions and also other types of spatial-domain information such as velocity,

acceleration, and the like,. Various forms of positional information may also include time

history components, as in the case of gesture recognition and the like. The positional

information from TSCS 110 may be used for facilitating a full range of interface actions,

including use of the proximity sensor device as a pointing device for cursor control,

scrolling, and other functions.

[0045] Elements of TSCS 110 may be implemented as part or all of one or more

integrated circuits and/or discrete components physically separate from host processing

system 160. That is, TSCS 110 may comprise part or all of one IC that is separate from

host processing system 160. Similarly, TSCS 110 may comprise parts or all of multiple

ICs that are separate from host processing system 160.

[0046] Embodiments of TSCS 110 may include computational capability that enables

it to discriminate or ascertain proper responses to user input. For example, TSCS 110

may make decisions, formulate responses, or cause actions by itself. Also, TSCS 110

may respond to user input that are relevant to one or more electronic applications,

without requiring constant or periodic communications with host processing system 160.

Example responses include adjustments to an image being displayed.



[0047] In various embodiments, TSCS 110 comprises logic circuitry. The logic

circuitry is configured to control the flow of information with host processing system 160.

For example, the logic circuitry can control the flow of communication between host

processing system 160 and TSCS 110. As another example, the logic circuitry can

provide discriminatory or interpretive capabilities in the communications. With such

configurations, the logic circuitry can reduce the frequency of interactions needed with

host processing system 160 for operating display screen 140 and touch sensor 150.

[0048] The logic circuitry may comprise circuitry specifically for implementing the

computational logic, general use processor circuitry programmed to perform the

functions of the computational logic, or a combination thereof. For example, in some

embodiments, the logic circuitry is hard wired with rules. As another example, in some

embodiments, the logic circuitry comprises computational circuitry coupled with

appropriate rules held in memory. The rules may comprise computer-executable code,

data associating actions with conditions stored in tables or other structures, etc.

[0049] The logic implemented can be application specific. In some embodiments, this

is enabled by employing different logic circuits in conjunction with different applications.

In some embodiments, this is enabled by employing different rule sets held

simultaneously in memory. In some further embodiments, this is enabled by loading new

rules into memory.

[0050] Figure 2 depicts a TSCS 110 that can be coupled with host processing system

160 (shown in Figure 1), in accordance with an embodiment of the present invention.

TSCS 110 includes TSCC (touch screen control circuitry) 120 for operating touch sensor



150, DCC (display control circuitry) 130 for operating display screen 140, and memory 114

for storing rules of operation.

[0051] As discussed above, elements of TSCS 110 may be implemented as part or all

of one or more integrated circuits and/or discrete components physically separate from

host processing system 160. Thus, embodiments of TSCS 110 in accordance to the

present invention are well suited to having discrete components, such as ICs that each

solely comprises a TSCC 120 or DCC 130, and the like. Embodiments of TSCS 110 in

accordance to the present invention are also well suited to being integrated in a single IC,

such as one IC that forms parts or all of TSCC 120 and DCC 130.

[0052] In some embodiments, TSCC 120 and DCC 130 do not share circuitry. That is,

circuitry used to operate the touch sensor 150 is not used to operate display screen 140,

and vice versa. In some embodiments, TSCC 120 and DCC 130 of control circuitry 112

do share circuitry, such that circuitry of TSCC 120 is also circuitry of DCC 130. For

example, circuitry specific to operation of touch sensor 150 and circuitry specific to

operation of display screen 140 may be physically coupled to a same processing unit that

performs computations for both touch sensor and display operation. As another example,

TSCC 120 and DCC 130 of control circuitry 112 may hold data in the same memory.

[0053] Some embodiments of the present invention provide direct communication

between TSCC 120 and DCC 130. In some embodiments, this direct communication is

enabled by one or more communication channels coupling discrete ICs comprising

TSCC 120 and DCC 130. In some embodiments, this direct communication is enabled

by integrating at least parts of TSCC 120 and DCC 130 in one IC. This direct

communication reduce the duties of host processing system 160 associated with



performing some touch or display tasks. TSCC 120 may send information such as touch

coordinates or gesture commands to DCC 130 before or in parallel with sending them to

host processing system 160.

[0054] In some embodiments, memory 114 is physically distinct from host processing

system 160.

[0055] Figure 3 illustrates another example of TSCS 110, in accordance with an

embodiment of the present invention, which may be coupled with host processing system

160 (shown in Figure 1). As shown in Figure 3 , in some embodiments, TSCS 110

optionally includes a first memory 131 and a second memory 132, for storing images for

display on display screen 140. In some embodiments of TSCS 110 comprising first and

second memories 131 and 132, at least part of first and second memories 131 and 132

(e.g. part or all of one or both first memory 131 and second memory 132) are part of

memory 114. However, in some other embodiments comprising first and second

memories 131 and 132, at least part of first and second memories 131 and 132 are

physically separate from memory 114. Also, first memory 131 and second memory 132

may be disposed as physically separate memory structures or be partitions of the same

memory structure.

[0056] In some embodiments, second memory 132 is smaller in memory capacity than

first memory 131 . And, in some embodiments, first memory 131 is a frame buffer.

[0057] Also, as shown in Figure 3 , in some embodiments, DCC 130 optionally

includes display refresh circuitry 134 for refreshing display screen 140 with images.

Display refresh circuitry optionally includes display screen updater 136 for updating



display screen 140 and blended image generator 138 for generating blended images

using images stored in first memory 131 and second memory 132. Further, in some

embodiments, TSCS 110 optionally includes a device control module 125 for controlling

other modules.

[0058] In various embodiments, one or more of these components of TSCS 110 share

circuitry with each other, and/or with another part of TSCS 110. These components, along

with other parts of TSCS 110 may be implemented as part or all of one or more integrated

circuits and/or discrete components.

Description of Components in Operation

[0059] Figure 4 depicts a method for operating electronic system 100 and TSCS 110 of

Figure 1 in accordance with an embodiment of the present invention. The method shown

in Figure 4 will be described in conjunction with Figures 5A-7B. In one embodiment,

method 400 is carried out by processors and electrical components operating according to

computer-readable and computer-executable code. The computer-readable and

computer-executable code may reside, for example, in a data storage medium such as

computer-usable volatile and non-volatile memory. However, the computer-readable and

computer-executable code may reside in any type of computer-readable storage medium.

In some embodiments, method 400 is performed at least by the system(s) described in

Figures 1-3 and 5A-7B. In particular, Figures 5A-7B depict various embodiments of

displaying images on display screen 140.

[0060] In the embodiments discussed below, control circuitry 112 is described as

performing most of the operation associated with operating touch sensor 150, updating

display screen 140, and communicating with host processing system 160. It is understood



that, in some embodiments, other parts of TSCS 110 may perform some or all of these

functions.

[0061] At 410 of method 400, display screen 140 is updated by control circuitry 112 in

response to image data received from host processing system 160. For example, in one

embodiment, in reference to Fig. 5A, display screen 140 is updated in response to image

data from host processing system 160. Images received from host processing system 160

can comprise video frames, pictures, web pages, maps, textual and non-textual

documents, etc.

[0062] At 420 of method 400, a first set of rules is held in memory 114 of TSCS 110 .

In general, sets of rules direct control circuitry 112 to operate in a certain manner. In

various embodiments, control circuitry 112 can operate under any number of rules (e.g.,

a first set of rules, a second set of rules, etc.). For example, one set of rules may direct

control circuitry 112 to operate in a certain manner in response to one kind of user input

(e.g., a double tap in a predefined portion of the sensing region). Likewise, another set

of rules may direct control circuitry 112 to operate in a different manner in response to

the same kind or another kind of user input (e.g., a double tap in the same predefined

portion of the sensing region, or a double tap in a different predefined portion of the

sensing region).

[0063] In one embodiment, memory 114 is configured to hold a plurality of sets of

rules (e.g., a first set of rules and a second set of rules) simultaneously. It should be

appreciated that any number of rules or rule sets can be held simultaneously. For

example, in some embodiments, the sets of rules are loaded at manufacture and held

simultaneously. As another example, in various embodiments, the sets of rules are



loaded by host processing system 160 at start-up, when coming out of hibernation, when

waking up, when unlocking, and/or the like. As a further example, in some

embodiments, the sets of rules are loaded by host processing system 160 in response to

particular applications running or particular functions initiating. As yet another example,

some embodiments use a combination of the above, (e.g., some rules are loaded at

manufacture or at start-up, and others are loaded dynamically during operation of

electronic device 100).

[0064] In some embodiments where memory 114 is configured to hold multiple rule

sets, pointers or other indicators denote the active set of rules. In some embodiments

where memory 114 is configured to hold multiple rule sets, a most recently loaded rule

set is the active set of rules.

[0065] In another embodiment, memory 114 is configured to hold different sets of

rules (e.g., a first set of rules and a second set of rules) at different times. In some

embodiments, the set of rules held at any particular time is the active rule set. For

example, a first set of rules can be loaded into memory 114 by host processing system

160 at a first time and be replaced by a second set of rules at a later time. The first time

or the later time may be associated with shutting down or starting up, going to sleep or

waking up, hibernating or coming out of hibernation, being locked or unlocked, particular

applications running, particular applications having priority or focus, particular images

being shown, particular operation status, a particular user logged in, etc.

[0066] In some embodiments, replacing the first set of rules with the second set of

rules is in response to receiving an indication from host processing system 160, which is



discussed in detail below. In one embodiment, control circuitry 112 receives the

indication from host processing system 160 by receiving the second set of rules.

[0067] In some embodiments, control circuitry 112 operates touch sensor 150 to detect

user input in the sensing region of touch sensor 150, which overlaps the active area of

display screen 140. At 430 of method 400, user input is detected in the sensing region.

For example, the user input may comprise a variety of types of user input. For example,

touch sensor 150 may comprise a contactable surface, and the user input may comprise a

contact with the surface meeting specific size or contact patch area considerations. As

another example, the user input may comprise a non-contacting motion of a large input

object in the sensing region.

[0068] At 440 of method 400, control circuitry 112 operates according to the first set of

rules. For example, a first set of rules may direct control circuitry 112 to operate in a

certain manner in response to a first type of user input.

[0069] At 450 of method 400, in response to receiving an indication from host

processing system 160, control circuitry 112 switches from operating according to the first

set of rules to operating according to a second set of rules.

[0070] At 460 of method 400, control circuitry 112 operates according to the second set

of rules. For example, the second set of rules may direct control circuitry 112 to operate in

a different manner in response to the first type of user input (different from the certain

manner prescribed by the first set of rules).



[0071] In some embodiments, at least one of the first set of rules and the second set of

rules defines when control circuitry 112 updates display screen 140 in response to the

user input detected in the sensing region of touch sensor 150. "Defines when" is used

here to mean "defines if than "defines what time." For example, in some embodiments,

one or both of the first and second sets of rules defines what type(s) of user input triggers

an update to display screen 140. These sets of rules may or may not impose any

requirements about at what time updates to display screen 140 are made.

[0072] Sets of rules may include rules from any appropriate space of potential rules.

For example, sets of rules may define when control circuitry 112 autonomously updates

display screen 140 in response to user input. In some embodiments, some rule sets are

configured to cause control circuitry 112 to never autonomously update display screen 140

in response to user input. For example, these sets of rules may have explicit rules for not

autonomously updating, or merely have no rules for autonomously updating.

[0073] In some embodiments, some rule sets are configured to cause control circuitry

112 to sometimes autonomously update display screen 140 in response to user input,

such as by causing control circuitry 112 to autonomously update display screen 140 when

particular conditions are met. For example, in some embodiments, some rule sets are

configured to cause control circuitry to autonomously update display screen 140 in

response to a first type of user input, and not in response to a second type of user input.

[0074] In some embodiments, some rule sets are configured to cause control circuitry

112 to always autonomously update display screen 140 in response to user input. For

example, these sets of rules may have explicit rules for handling all types of user input, or



merely have no rules for non-autonomous updating of display screen 140 (e.g. inability to

act on updates by host processing system 160).

[0075] The rule sets may also define how the display screen is updated. For example,

sets of rules can also define which graphical elements are updated, at what time the

graphical elements are updated, and the like. For example, some rule sets may associate

different images with different user inputs, and define which image to display in response

to which user input. As another example, some rule sets may define what time to display

the image (e.g., display the image an amount of time after receiving the user input, display

the image for a duration of time, etc.). As yet another example, some rule sets may define

other characteristics associated with the image (e.g. brightness, intensity, color, size, fade

in/out, etc.)

[0076] Sets of rules may define when control circuitry 112 reports information about

user input to host processing system 160. In some embodiments, some rule sets are

configured to cause control circuitry 112 to never report information about the user input to

host processing system 160. For example, these sets of rules may have explicit rules for

not reporting, or merely have no rules for reporting.

[0077] In some embodiments, some rule sets are configured to cause control circuitry

112 to sometimes report information about the user input to host processing system 160,

such as by causing control circuitry 112 to report information when particular conditions

are met. For example, in some embodiments, some rule sets are configured to cause

control circuitry 112 to report information in response to a first type of user input, and not in

response to a second type of user input.



[0078] In some embodiments, some rule sets are configured to cause control circuitry

112 to always report information about the user input to host processing system 160. For

example, these sets of rules may have explicit rules for always reporting, or merely have

no rules for not reporting.

[0079] The rule sets may also define how the information about the user input is

reported. For example, some rule sets may associate different types of signals (e.g.

different bit sequences) with different user inputs, and define which signal to provide in

response to which user input. As another example, some rule sets may define what time

to provide the information (e.g., convey the information an amount of time after receiving

the user input, report it once or repeat the report, etc.) As yet another example, some rule

sets may define other reporting characteristics.

[0080] For example, in some embodiments, some rule sets may include rules from any

one or combination of the following:

[0081] Regular Reporting: Rules of this type cause control circuitry 112 to make regular

reports of information about user input information to host processing system 160. For

example, the reporting may be triggered by a timer such that the reports are periodic. As

other examples, the reporting may be triggered by counters or events unrelated to user

input in the sensing region of touch sensor 150.

[0082] Report Gesture Events: Rules of this type cause control circuitry 112 to report

instances of gestures to host processing system 160. Some embodiments of control

circuitry 112 operating according to this type of rule analyze the user input and recognize



gestures, and provide indications of those gestures to host processing system 160. For

example, control circuitry 112 may recognize that two input objects have contacted a

surface of touch sensor 150 for a short duration, and report the occurrence of a two-finger-

tap to host processing system 160. As another example, control circuitry 112 may

recognize that an input object is hovering over a location on a surface of touch sensor 150

associated with turning on keyboard function, and report a keyboard actuation input to host

processing system 160.

[0083] Some embodiments of control circuitry 112 operating according to these "report

gesture events" types of rules analyze the user input to determine that user input meeting

particular criteria is received, and report images of the user input to host processing

system 160. For example, control circuitry 112 may recognize a contact by an input object

to a surface of touch sensor 150 lasting a duration longer than a reference duration, and

send images of the contact to host processing system 160 for analysis by host processing

system 160.

[0084] Report Selected Gestures: Rules of this type are configured to cause control

circuitry 112 to report only some of a subset of gestures recognized by control circuitry

112. For example, some embodiments of control circuitry 112 operating according this

type of rules report taps that occur within specific portions of the sensing region of touch

sensor 150 that correspond to parts of a GUI interface shown on display screen 140, and

not to report taps that occur in other portions of the sensing region. In some embodiments,

the gestures are application-specific.



[0085] Report at Selected Parts of Input Sequences: Rules of this type are configured to

cause control circuitry 112 to report only at particular parts of input sequences. For

example, these rules may cause control circuitry 112 to report only at the start of an input

sequence, the end of an input sequence, or at both the start and the end. Control circuitry

112 may operate to provide user feedback as appropriate, without intervention by host

processing system 160. For example, an input sequence comprising typing on a virtual

keyboard may be reported by control circuitry 112 when words or lines are completed (e.g.

when the space bar or enter key is actuated), when a certain number of characters have

been inputted, and the like. As another example, an input sequence tracing out a

character or word may be reported by control circuitry 112 when the tracing appears

complete (e.g., after a certain number of strokes, after an input object lifts from a surface of

touch sensor 150, after a time out, etc.). As further examples, rules of this type may cause

control circuitry 112 to report in response to selection commands (e.g., button actuation,

particular types of user input in the sensing region of touch sensor 150 such as double

touches, etc.). In some embodiments, control circuitry 112 report to host processing

system 160 information about the input sequence (e.g., characters entered, words

recognized), images of the input sequence (e.g., strokes detected), locations of touches in

the input sequence, gestures sensed or recognized during the input sequence, etc.

[0086] Report Application Specific Commands: Rules of this type cause control circuitry

112 to return user input specific to particular applications. For example, rules of this type

may cause control circuitry 112 to report user input information associated with changing a

radio button or a slider control on a web page.



[0087] Embodiments of the present invention performing method 400 can provide low-

latency visual feedback to the user that improves user experience with electronic device

100. The low-latency visual feedback to the user is facilitated by control circuitry 112

autonomously updating display screen 140 in response to user input. Additionally, power

consumption by electronic device 100 is reduced and/or performance requirements of

various components of electronic device 100 are relaxed.

[0088] Additionally, some rule sets are configured such that TSCS 110 (e.g., using

control circuitry 112 to communicate to host processing system 160 information about

user input that triggers one or more of the following events: (1) switching to a new

application, (2) enabling further functions of a current application, (3) updating a memory

of electronic device 100 outside of TSCS 110, such as a memory of host processing

system 160, and (4) triggering telephone calls or internet access.

[0089] In various embodiments, some sets of rules (e.g., a first or second set of rules) is

configured to cause control circuitry 112 to (1) autonomously update display screen 140 in

response to a first type of user input (but not in response to a second type of user input)

and (2) report user input information in response to the second type of user input (and not

in response to the first type of user input) to host processing system 160. For example, in

some embodiments, a first set of rules causes control circuitry 112 to autonomously update

display screen 140 in response to a drag gesture, but not in response to a double tap

gesture. As another example, in some embodiments, a first set of rules causes control

circuitry 112 to report information about a drag operation at a termination of the drag

operation, but not to report information about the drag operation during the drag operation.



[0090] Various ways of autonomously updating display screen 140 that do not involve

real-time intervention by host processing system 160 exist. For example, some

embodiments directly adjust the image stored in the frame buffer (perhaps after copying

the image in the frame buffer to another location). As another example, some

embodiments use an image blending approach to generate and update images on

display screen 140. As a specific example, various embodiments in accordance with the

present invention use alpha blending technology. Alpha blending is one process for

combining one or more overlay image(s) with a main image, and is useful for blending

image elements from separate sources to create a single composite image. The overlay

and main images may differ in size, resolution, color-depth, aspect ratio, and the like.

[0091] In some embodiments, the transparency or blend factor of the overlay image

may be controlled as a percentage that defines the merging of the main image and the

overlay image in the overlap region of the two images. Outside the overlap region, the

main image is displayed without any modification.

[0092] In many cases, the main image and the overlay image are rectangular in

shape. In such embodiments, it is still possible to overlay a non-rectangular shaped

image using chroma-key technology. Chroma-key allows the system to identify a

particular color in the overlay image to be "transparent". When pixels in the overlay

image contain the chroma-key value, the parts of the main image overlapped by these

pixels are displayed unaltered. Thus, various embodiments may hold an overlay image

as a secondary image, hold a background image as a primary image, and use alpha

blending to overlay the secondary image onto the primary image.



[0093] Embodiments utilizing alpha blending or other blending technology may draw

from a variety of blending options. For example, control circuitry 112 may blend a

secondary image at different locations to generate multiple, different blended images.

The different locations may be with respect to a primary image, the active area of display

screen 140, or both. This may be done over time, such as to produce a set of blended

images that move the secondary image when shown in sequence. As another example,

control circuitry 112 may blend multiple instances of a secondary image at different

locations into one blended image. As yet another example, control circuitry 112 may

blend multiple instances of a secondary image at different locations into multiple blended

images, such as to produce a set of blended images that effectively move the instances

of the secondary image.

[0094] Embodiments may blend one or more other images in addition to the

secondary image. For example, some embodiments may also blend a tertiary image or

instances with the tertiary image to form a blended image.

[0095] In some embodiments, the primary image is received from host processing

system 160 and held in TSCS 110 (e.g. in first memory 131 of Figure 3). One or more

images that may be blended with the primary image can be held in TSCS 110 (e.g. in

second memory 132 of Figure 3). The primary image may be static or may change over

a period of time. In some embodiments, the primary image is modified, or replaced

entirely by host processing system 160, by TSCS 110 (e.g., using control circuitry 112),

or by both.

[0096] In some embodiments, an image to be blended with the primary image is

smaller than the primary image in physical size, bit size, or the like.



[0097] In one embodiment, the secondary image is provided by host processing system

160. In another embodiment, the secondary image is provided by TSCS 110. The

secondary image may be modified by host processing system 160, TSCS 110 (e.g., using

control circuitry 112), or both. The provision or the adaptation of the secondary image

may be in response to user input (e.g., user input detected using touch sensor 150).

[0098] In some embodiments, the location at which the secondary (or tertiary or other)

image is blended is based on the user input. For example, in response to user input

provided by an input object, a secondary image may be blended at a location based on

the position of the input object. Specifically, the location may be selected to place the

secondary image such that it is overlapped by the input object or offset from the input

object. The offset may be static or dynamically determined based on user input factors

such as speed, force, duration, and the like. As another example, in response to user

in[put provided by multiple input objects, multiple instances of the secondary image (or

the secondary image, a tertiary image, and optionally other images) may be blended at

locations based on the positions of the input objects.

[0099] In some embodiments, the image(s) selected for blending is based on the user

input. For example, a particular image may be associated with a type of user input

sequence, and that particular image may be the image blended in response to that type

of user input sequence. As another example, a particular image may be associated with

a type of input object, and that particular image may be the secondary image in response

to user input comprising that type of input object.



[00100] Some embodiments accomplish blending by regularly or continuously updating

coordinates that specify the location(s) where instance(s) of a secondary image is

blended. This approach allows TSCS 110 (e.g., using control circuitry 112) to generate

different blended images while allowing the secondary image to remain unchanged in

memory.

[00101] Embodiments may also change the blend factor over space, over time, or both.

For example, some embodiments may increase or decrease the blend factor to fade in or

fade out an image. As another example, some embodiments may define different blend

factors for different regions of a primary image or display screen active area. When a

secondary image is blended in those regions, the associated blend factors are used.

[00102] Blended images may also be used to provide pop-ups that enhance user

experience. For example, during audio, picture, or video playback, media controls (such

as play, pause, fast forward, rewind, volume, back, forward, etc) can pop-up over the

imagery displayed. This pop-up functionality may be used for other controls, such as to

drawing controls when a drawing program is active, to editing commands when a

document editor is active, and the like.

[00103] In reference to Figure 1, this pop-up response may be provided by TSCS1 10

(e.g., using control circuitry 112) in response to detection of contact (e.g., taps, touches

of particular durations) or non-contact (e.g., stationary or dynamic hover) user input near

display screen 140, without involvement of host processing system 160. Thus, some

embodiments respond to select non-contact user input with pop-up menus or controls.

Such "floating" or "hover-based" tracking feedback in response to user input that is not

touching the touch sensor 150 may also be implemented using a blending scheme. In



some embodiments, host processing system 160 may become involved when the user

interacts with one of the controls shown in the blended image that affects the media

displayed.

[00104] In various embodiments, the blended image may also be used to provide visual

feedback through various icons or other similar images produced responsive to the user

input. For example, if a gesture is performed which involves rotating an image, a "rotate"

icon can be used as the secondary image and displayed with the primary image without

the host processing system's intervention. Meanwhile, host processing system 160 may

perform the image processing needed to rotate the image provide updated primary

images as needed to perform the rotation.

[00105] With reference now to Figure 3, some embodiments update display screen 140

autonomously in response to user input (e.g., to the drag operation described below)

using an embodiment of TSCS that includes first memory 131 and second memory 132,

and an embodiment of DCC 120 that includes display refresh circuitry 134, which further

includes blended image generator 138 and display screen updater 136. The blended

image generator 138 autonomously generates blended images by blending a primary

image held in first memory 131 with a secondary image held in secondary memory 132.

The display screen updater 136 autonomously updates display screen 140 with the

blended images generated by blended image generator 138.

[00106] Described below, in reference to Figures 1-2 and 5A-7B, are specific examples

of operation of specific embodiments of the present invention. Figures 5A-7B depict

visual feedback on display screen 140 in response to user input detected using touch

sensor 150, in accordance to embodiments of the present invention. In various



examples, operation of various embodiments the present invention includes operating

according to sets of rules that define when control circuitry 112 (1) autonomously

updates display screen 140 in response to user input and/or (2) reports information about

the user input to host processing system 160.

[00107] Referring now to Figure 5A, a drag operation is depicted, in accordance to an

embodiment of the present invention. In general, in response to user input, an image

520A is animated as being dragged along user input path 530A from location 510A to

location 5 14A.

[00108] Before the drag operation, control circuitry 112 operates according to a first set

of rules. In response to an initiation of the drag operation at location 510A, control

circuitry 112 switches from operating according to a first set of rules to operating

according to a second set of rules. In some embodiments, control circuitry 112 provides

information about the user input that enables host processing system 116 to determine

that a drag operation has begun, and provides an indication to control circuitry 112 to

switch to operating according to the second set of rules. In some embodiments, control

circuitry 112 recognizes that a drag operation has begun, notifies host processing system

116 that the drag operation has begun, and host processing system 116 provides an

indication to control circuitry 112 to switch to operating according to the second set of

rules.

[00109] In this example, the second set of rules defines when control circuitry 112

updates display screen in response to the user input and when control circuitry 112

reports information about the user input to host processing system 160. For example,

when operating in accordance with this second set of rules, information about the



initiation of a drag operation of image 520A at location 510A (e.g., first type of user input)

is reported to host processing system 160 by control circuitry 112 in response to user

input that initiates the drag operation. However, information about subsequent drag

action (e.g., at least some of the object motion "dragging" image 520A along user input

path 530A) is not reported to host processing system 160 in response to the subsequent

drag action.

[00110] In various embodiments, a set of rules is configured to cause control circuitry

112 to update display screen 140 in response to a first type of user input and not in

response to a second type of user input. For example, a particular set of rules may

define that, in response to a particular type of user input, that control circuitry 112

autonomously updates display screen 140 in response to that particular type of user

input. This particular set of rules may further contain specific rules for not autonomously

updating display screen 140 in response to another type of user input, or further lack any

rules about updating display screen 140 in response to such user input.

[00111] Returning now to Figure 5 and the example discussed above, the second set of

rules associated with this example is configured to cause control circuitry 112 to update

display screen 140 in response to parts of the drag sequence. For example, as image

520A is dragged along user input path 530A, display screen 140 is autonomously

updated with image 520A at different locations along user input path 530A. Accordingly,

image 520A is animated by control circuitry 112 as being dragged along user input path

530A from location 510A to location 514A. As a result of autonomously updating display

screen 140, visual feedback latency in response to user input may be reduced.



[00112] The following is an example of the drag operation, as described above, with

further details relating to the autonomous updating of display screen 140. The example

described below utilizes blending technology. Specifically, control circuitry 112 blends of

primary image 505A (e.g., a background image) and image 520A (shown as a circular

icon) to produce blended images that are used to update display screen 140.

[00113] In Figure 5A, a user input sequence for a drag operation is provided. The input

sequence comprises a drag initiation gesture located at location 510A. In response to

the drag initiation gesture, host processing system 160 provides an indication to TSCS

110 to operate according to the second set of rules. While operating according to the

second set of rules, blended images comprising primary image 505A and image 520A

are autonomously generated by control circuitry 112. Furthermore, display screen 140 is

autonomously updated by control circuitry 112 with the blended images.

[00114] As user input path 530A is traced out by the one or more input objects

providing the user input sequence, multiple blended images are autonomously generated

by control circuitry 112. These blended images depict image 520A at different locations

along (or offset from) user input path 530A. Display screen 140 is autonomously

updated by control circuitry 112 with these blended images. For example, when the one

or more input objects providing the user input are positioned at location 5 12A along user

input path 530A, a blended image is autonomously generated by control circuitry 112.

This blended image locates the secondary image 520A in a position determined by the

user input at location 5 12A, and in front of the primary image 505A. Display screen 140

is autonomously updated with this blended image by control circuitry 112.



[00115] Similarly, when the one or more input objects providing the user input

sequence is located at location 514A, a blended image is autonomously generated by

control circuitry 112 in response to the user input and display screen 140 is

autonomously updated with the blended image by control circuitry 112. This blended

image locates image 520A in a position determined by the user input at location 5 14A.

In response to movement of the user input, control circuitry 112 repeatedly updates the

locations at which image 520A is blended. Control circuitry 112 also repeatedly updates

the display screen 140 with the blended images. This moves the secondary image 520A

(with respect to primary image 505A, display screen 140, or both).

[00116] Figure 5A depicts the same image 520A being blended with primary image

505A at different parts of the drag function, in accordance to an embodiment of the

second set of rules. Other embodiments operating according to other sets of rules may

blend different images at different points in time, space, or user input function sequence,

in accordance to other sets of rules. For example, in some embodiments, an image

indicative of drag initiation may be blended with primary image 505A near location 510A,

an image indicative of drag continuation may be blended with primary image 505A at

location 5 12A, or an image indicative of drag termination may be blended with primary

image 505A at location 5 14A.

[00117] In some embodiments, primary image 505A changes or is replaced during the

drag function.

[00118] In some embodiments, in response to a termination of the drag operation, host

processing system 160 updates the primary image held in TSCS to include the item that

was dragged at a new location determined by the drag operation. For example, after the



drag operation shown in Figure 5A terminates at location 5 14A, some embodiments

update the primary image 505A to include an image of the item dragged (the circular icon

that was the secondary image 520A) at the new location 5 14A. In some embodiments,

host processing system 160 performs this updating of the primary image.

[00119] With such an approach, the primary image 505A as stored in memory is not

corrupted or changed while the blended images depict secondary image 520A being

dragged in response to user input.

[00120] The secondary image 520A shown is the item that the user is dragging.

However, in some embodiments, in accordance to various sets of rules, different images

are considered the secondary image and blended for different operations. For example,

a blue star may be provided when a drag operation occurs. In contrast, two stacked

fingers may be provided in response to another operation, such as a double-tap

operation.

[00121] In an analogous example, in some embodiments, control circuitry 112 operates

touch sensor 150 to detect user input (e.g., comprising a finger hovering over or touching

display screen 140 and moving across display screen 140). Control circuitry 112,

autonomously updates display screen 140 to provide visual feedback (e.g., a moving

cursor, a historical trace, etc.) without requiring intervention by the associated host

processing system 160. In some embodiments, host processing system 160 intervenes

when the user interacts with an icon or other interactive element shown on display

screen 140.



[00122] In one embodiment of method 400, autonomously updating display screen 140

when displaying a first portion of an image on display screen 140 comprises detecting a

motion of a first user input in the sensing region, determining a second portion of the

image to be displayed based on the motion, and updating display screen 140 to display

the second portion of the image. A second set of rules can be configured to cause

control circuitry 112 to perform these steps.

[00123] For example, referring now to Figure 5B, a pan operation performed by two

input objects (e.g. a two-finger pan operation) is depicted, in accordance to an

embodiment of the present invention. In some embodiments, the primary image 505B

shown in display screen 140 is a portion of a larger image (e.g., a map, a picture, a text

document, a web page). The pan operation depicted in Figure 5B changes what is

shown by display screen 140 to simulate moving a "viewport" over the larger image. In

some embodiments, host processing system 160 updates the primary image to provide

the simulated motion. In some other embodiments, TSCS holds the larger image in

memory, and TSCS 110 (e.g., using control circuitry 112) determines what portion of the

larger image to display. For clarity, the changing image is not shown Figure 5B.

[00124] As described above, some embodiments of TSCS 110 may implement

viewports autonomously. In some implementations of viewports, TSCS 110 is configured

to hold more image data than can be displayed at one time by being physically larger, via

compression of image data, or a combination thereof. The compression technology

could be highly efficient (e.g., Run-length encoding (RLE)-based compression) or could

be lossy (e.g., individual pixel replacement). In some embodiments, during operation,

the "viewport" may be the same size or smaller than the physical size of the active area

of display screen 140. The "viewport" can be virtually moved over the image, such as in



response to user input in the sensing region, and define what image data is displayed on

display screen 140.

[00125] The following is an example of the pan operation that simulates moving a

"viewport", as described above, with further details relating to the blending of primary

image 505B and secondary image 520B. Initially, control circuitry 112 operates

according to a first set of rules. In response to receiving an indication from host

processing system 160, control circuitry 112 switches from operating from a first set of

rules to the second set of rules.

[00126] As shown in Figure 5B, to indicate the panning function, secondary image

520B and tertiary image 525B are blended with primary image 505B at locations

associated with first and second input objects. As shown, secondary image 520B is

associated with a first input object following user input path 530B and tertiary image

525B is associated with a second input object following user input path 435B.

Accordingly, the autonomously generated blended image comprises primary image

505B, secondary image 520B and tertiary image 525B. As the input objects move,

control circuitry 112 repeatedly generates blended images with the secondary image

520B and tertiary image 525B at locations associated with positions of the input objects,

and repeatedly updates display screen 140 with the blended images. Thus, secondary

image 520B and tertiary image 525B move in such a way that they appear to follow the

input objects along user input paths 530B an 535B.

[00127] Referring to Figure 5C, another two-input-object panning operation is depicted,

in accordance to an embodiment of the present invention. The operation depicted in

Figure 5C is similar to the operation depicted in Figure 5B, as described above.



However, to indicate the function, a secondary image is blended at two different locations

with respect to the primary image. For convenience, they are referred to here as

secondary image 520C and copy of secondary image 525C. Secondary image 520C is

associated with a first input object following user input path 530C. Similarly, copy of

secondary image 525C is associated with a second input object following user input path

535C. Accordingly, the autonomously generated blended image comprises primary

image 505C, secondary image 520C and copy of secondary image 525C. As the input

objects move, control circuitry 112 repeatedly generates blended images with secondary

image 520C and copy of secondary image 525C at different locations with respect to

display screen 140 (or another appropriate reference, such as with respect to primary

image 505C), and repeatedly updates display screen 140 with the blended images.

Thus, secondary image 520C and copy of secondary image 525C appear to move with

respect to the primary image 505C and/or display screen 140, and follow the input

objects along user input paths 530C and 535C, respectively.

[00128] As a specific example, a secondary image may comprise an angle shape. In

response to a "pinch" or "spread" user input with input objects moving together or moving

apart, respectively, the angle shape may be oriented and located to follow the input

object motion. In some embodiments, this can emulate two or more corners of a picture

frame, and the expanding or contracting of that picture "frame".

[00129] In some embodiments, in accordance to a set of rules, the secondary image is

blended to highlight portion(s) of the primary image. In some embodiments, the

secondary image is blended at location(s) corresponding to position of user input.



[00130] An end to a sequence of user input operations is determined, for example,

when the user input comprises one or more input objects lifting away from a surface of

the touch sensor 150 or exiting the sensing region. Some embodiments determine the

end by determining that user input is no longer sensed in the sensing region of touch

sensor 150. In some embodiments, TSCS (e.g., using control circuitry 112) provides an

indication of the sequence of user input operations to host processing system 160 in

response to the termination of the sequence of user input operations. The indication

provided to host processing system 160 may comprise a signal purely indicating the

termination, may comprise information about the user input (e.g. gestures recognized,

characters inputted, overall motion of input objects comprising the user input, functions

selected text entered, etc.), a combination thereof, and the like. In some embodiments,

the indication may cause host processing system 160 to switch from a low power state to

a full power state, launch or close an application, etc.

[00131] In a further embodiment of method 400, control circuitry 112 operates

according to a second set of rules when display screen 140 displays a virtual keyboard.

An image associated with the virtual keyboard is autonomously updated in response to

the user input. In one embodiment, the second set of rules comprises sometimes

reporting information about user manipulation of the virtual keyboard to host processing

system 160.

[00132] For example, in reference to Figures 6A-B, primary image 605A comprises an

image of a virtual keyboard. The primary image 605A may be stored in TSCS 110 (e.g.

in first memory 131 of Figure 3). A plurality of key images (e.g., an actuated image of the

space bar key image 620A) associated with the virtual keyboard may be stored in TSCS

110 (e.g. in second memory 132 of Figure 3). User actuation of a key (e.g., space key)



of the virtual keyboard based on the user input is determined by TSCS 110 (e.g., using

control circuitry 112). An image of the plurality of key images is selected as the image to

be blended with the primary image, such that the blended image shows the virtual

keyboard with actuation of the selected key.

[00133] In particular, as shown in Figures 6A-B, user input is provided for actuation of

space bar 620A on the virtual keyboard. In response to user input for actuation of space

bar 620A, a secondary image 620B of Figure 6B of an actuated space bar is selected

and blended to show the space bar actuated on the virtual keyboard.

[00134] In another embodiment of method 400, TSCS 110 blends multiple images with

the primary image to generate the blended image. For example, the primary image may

comprise an image of a virtual keyboard and the secondary image may comprise a

generic key image. In response to user input actuating a key of the virtual keyboard

(e.g., "#"), TSCS 110 blends an appropriate, additional image associated the "#" key with

the primary and secondary images, such that the blended image shows the virtual

keyboard with actuation of the selected key.

[00135] In some embodiments, a secondary image may be modified in response to

user input by TSCS 110 (e.g., using control circuitry 112), without intervention by host

processing system 160. As some examples, the modification may affect the secondary

image's size, shape, color, transparency, etc. For example, the primary image may

comprise an image of a virtual keyboard and the secondary image may comprise a

generic key image. In response to user input actuating a key of the virtual keyboard

(e.g., "W"), TSCS 110 modifies the secondary image to place a "W" in an appropriate



part of the secondary image, such that the blended image shows the virtual keyboard

with actuation of the selected key.

[00136] Indicators other than images of actuated keys may be used to provide visual

feedback from key actuation. For example, referring to Figures 6A-B, a highlighter

comprising a colored rectangle may be the secondary image 620B blended with the

primary image 620A to provide visual feedback of actuation. In some embodiments the

same highlighter (modified or not modified by TSCS 110) is used for multiple keys.

[00137] Highlighting of keys may be used to indicate which key(s) would be actuated if

a selection input was provided, instead or in addition to indicating key actuation(s). For

example, non-contact user input that hovers over an area associated with the "Q" key for

more than a reference amount of time may cause the "Q" key to highlight. Contact user

input may then cause actuation of the "Q" key and entry of "Q" into a memory buffer.

[00138] In one embodiment of method 400, in reference to Figures 7A-B, control

circuitry 112 operates according to a second set of rules. The second set of rules

comprises autonomously updating display screen 140 to display a trace of a movement

of the user input, in response to the movement. For example, TSCS 110 modifies

secondary image 720A such that it comprises inking associated with movement of the

user input.

[00139] In particular, a user input of a handwritten letter "T" is provided in Figures 7A-B.

As the handwritten letter "T" is created by the user input along user input paths 721 and

722, TSCS 110 (e.g., using control circuitry 112) in accordance to the second set of

rules, modifies the secondary image to match. Thus, the blended images that are



autonomously generated and used to update display screen 140 inks along the

handwritten letter "T". That is, the repeated blending of primary image 705A and the

adapted secondary image 720A shows inking. Furthermore, in some embodiments,

when the user's input of the handwritten letter "T" is recognized as the letter "T," the

handwritten letter "T" is replaced with a typed letter "T" on display screen 140.

[00140] In various embodiments, host processing system 160 of Figure 1 downloads

character recognition code into TSCS 110. TSCS 110 (e.g., using control circuitry 112)

implements most or the entire character recognition functionality. This can include low-

latency stroke drawing, haptic feedback, and dictionary correction, and the like. A

standard handwriting or keypad input interface can be used for communicating with host

processing system 160. Host processing system 160 can configure character

recognition functionality by downloading different code, for different languages, character

sets, etc.

[00141] In another embodiment of method 400, TSCS 110 (e.g., using control circuitry

112) provides indication to host processing system 160 that triggers host processing

system 160 to be in a low power state during. In various embodiments, the indication

comprises user input information, from which host processing system 160 determines

that it may enter a low power state. In some embodiments, the indication comprises a

signal specifically to indicate to host processing system 160 that it may enter a low power

state. In another embodiment, the indication occurs during at least part of the generating

an image (e.g. a blended image) and updating display screen 140 with the image.



[00142] For example, in some embodiments, a set of rules may provide that TSCS

trigger host processing system 160 to be in a low power state once it is determined that

the drag operation has initiated.

[00143] In another embodiment, host processing system 160 provides software and

rules to implement a complete nested menu GUI to TSCS 110. The user can navigate

through the nested menu structure without any intervention from host processing system

160. TSCS 110 (e.g., using control circuitry 112) renders the menus and host processing

system 160 can go into a lower power state. When the user makes a menu selection,

the processing system 160 is awakened if necessary and the processing responsibility is

transferred back to processing system 160 as appropriate.

[00144] In various embodiments, host processing system 160 is configured for

providing the indication that is configured to cause control circuitry 112 to switch to

operating according to a second set of rules in response to a first application running on

host processing system 160. In some embodiments, host processing system 160 is

further configured for providing a second indication in response to a second application

running on host processing system 160. The second indication is configured to cause

control circuitry 112 to switch to operating according to the first set of rules.

[00145] For example, in some embodiments, when a word processing application is

running on host processing system 160, host processing system 160 provides an

indication to cause control circuitry 112 to switch to operating according to a second set

of rules. Similarly, when a web browser is running on host processing system 160, host

processing system 160 provides an indication to cause control circuitry 112 to switch to

operating according to a first set of rules.



[00146] In some embodiments, host processing system 160 is configured for providing

the indication in response to a first application running on host processing system 160

and having priority over any other application running on said host processing system

160, and providing a second indication in response to a second application running on

host processing system 160 and having priority over any other application running on

host processing system 160. The indication is configured to cause control circuitry 112

to switch to operating according to a second set of rules. The second indication is

configured to cause control circuitry 112 to switch to operating according to the first set of

rules.

[00147] For example, in some embodiments where a word processing application and a

web browser are both running on host processing system 160, the word processing

application may have the focus sometimes, and the web browser may have the focus

sometimes. The web browser has focus or priority over the word processing application

when the user is actively using the web browser. Similarly, the word processing

application has focus or priority over the web browser when the user is actively using the

word processing application.

[00148] If the word processing application has focus or priority over the web browser

(or any other application running on host processing system 160), then host processing

system 160 provides a first indication. If the web browser subsequently has focus or

priority over the word processor (or any other application running on host processing

system 160), then host processing system 160 provides a second indication. The first

indication is configured for causing control circuitry 112 to switch to operating according

to a second set of rules specific to the word processing application. The second



indication causing control circuitry 112 to switch to operating according to a first set of

rules specific to the web browser. The word processing and web browser are example

applications, and any number and type of applications may run on host processing

system 160

[00149] Moreover, TSCS 110 may provide an interpretation of the user input as part of

its communication with the host processor when operating according to some sets of

rules. The interpretive function of TSCS 110 can be made reconfigurable or application

specific. In some embodiments, TSCS 110 (e.g. using control circuitry 112) does not

report every instance of user input to host processing system 160, but rather only those

instances of user input that are significant or relevant to the application being processed

at a given time.

[00150] In some embodiments, host processing system 160 is configured for providing

the indication when a first image is displayed on display screen 140, and for providing a

second indication when a second image is displayed on display screen 140. The

indication is configured for causing control circuitry 112 to switch to operating according

to a second set of rules specific to the first image. The second indication is configured to

cause control circuitry 112 to switch to operating according to a first set of rules specific

to the second image.

[00151] For example, in some embodiments of Figure 5A, if primary image 505A is an

image of a software application, then host processing system 160 provides an indication

such that control circuitry 112 operates according to a set of rules (e.g., a second set of

rules). If primary image 505A is an image of a dialog box (e.g., a search dialog) of that



software application, then host processing system 160 provides an indication such that

control circuitry 112 operates according to another set of rules (e.g., a first set of rules).

[00152] In various embodiments of the present invention, various devices other than

display screen 140 provide feedback to the user. In one embodiment, a haptic actuator

(not shown) is controlled by device control module 125 (show in Figure 3) and provides

haptic feedback to the user, in accordance to a set of rules. As a result of the haptic

feedback, a user's sense of comfort and confidence in electrical device 100 of Figure 1 is

enhanced. In one example, the haptic actuator provides tactile feedback such as a

physical resistance or a non-linear mechanical response to user input. In another

example, the haptic actuator provides a buzzing or a vibratory response to user input.

Other devices may be utilized that provide aural feedback via clicks, pings, thuds, or

other sounds.

[00153] Moreover, alternate or additional components, such as other interface or

feedback devices may be utilized. These alternate or additional devices include

microphones, speakers and other audio devices, force sensors, motion sensors,

accelerometers, gyroscopes, optical detectors, imaging devices, mechanical buttons,

latches, levers, sliders and the like.

[00154] In various embodiments of the present invention, electronic device 100

includes a security function without requiring intervention by host processing system 160,

in accordance to a set of rules. In one embodiment, electronic device 100 is unlocked, in

response to sensing user input in a sensing region overlapping an active area of said

display screen 140. TSCS 110 may not allow host processing system 160 to power up



or allow electronic device 100 to accept other input until electronic device 100 is

unlocked.

[00155] In another embodiment, in response to a failed attempt to unlock electronic

device 100, a secondary image configured for responding to a failed attempt to unlock

electronic device 100 is displayed on display screen 140.

[00156] In various embodiments, TSCS 110 holds secure passwords and encryption

keys in a protected area of its memory that cannot be read out by host processing

system 160. In accordance to a set of rules, TSCS 110 (e.g., using control circuitry 112)

displays an on-screen, virtual keypad that allows users to enter passwords. TSCS 110

then compares user input via the keypad to one or more passwords held in memory. If

the password is correct, TSCS 110 releases an encryption key to host processing

system 160. Because host processing system 160 is not involved in the holding or entry

of the password, malicious software running on host processing system 160 cannot

snoop on the holding and/or entry of the password.

[00157] As short summaries, this writing has disclosed at least the following broad

concepts.

Concept 1. An electronic device comprising:

a display screen configured for displaying images;

a touch sensor configured to detect user input in a sensing region, wherein said

sensing region overlaps with an active area of said display screen;

a host processing system; and

a touch screen control system comprising:

a memory configured for holding rules; and

control circuitry configured for:



updating said display screen in response to image data from said

host processing system;

operating according to a first set of rules held in said memory;

in response to receiving an indication from said host processing

system, switching from operating according to said first set of rules to

operating according to a second set of rules, wherein said second set of

rules is held in said memory, and wherein at least one of said first set of

rules and said second set of rules defines when said control circuitry

updates said display screen in response to said user input; and

operating according to said second set of rules.

Concept 2 . The electronic device of Concept 1, wherein both said first set of rules and

said second set of rules further define when said control circuitry reports information about

said user input to said host processing system, and wherein said first set of rules and said

second set of rules differently define when said control circuitry reports information about

said user input to said host processing system.

Concept 3 . The electronic device of Concept 1, wherein said memory is configured to

hold said first set of rules and said second set of rules simultaneously.

Concept 4 . The electronic device of Concept 1, wherein said memory is configured to

hold said first set of rules and said second set of rules at different times, and wherein said

indication comprises said second set of rules.

Concept 5 . The electronic device of Concept 1, wherein said host processing system

and said touch screen control system are disposed within a common housing.

Concept 6 . The electronic device of Concept 1, wherein said second set of rules is

configured to cause said control circuitry to update said display screen in response to a

first type of user input and not in response to a second type of user input.

Concept 7 . The electronic device of Concept 1, wherein said first set of rules is

configured to cause said control circuitry to never autonomously update said display

screen in response to said user input.



Concept 8 . The electronic device of Concept 1, wherein said host processing system is

configured for:

providing said indication in response to a first application running on said host

processing system; and

providing a second indication in response to a second application running on said

host processing system, said second indication configured to cause said control circuitry to

switch to operating according to said first set of rules.

Concept 9 . The electronic device of Concept 1, wherein said host processing system is

configured for:

providing said indication in response to a first application running on said host

processing system and having priority over any other application running on said host

processing system; and

providing a second indication in response to a second application running on said

host processing system and having priority over any other application running on said host

processing system, said second indication configured to cause said control circuitry to

switch to operating according to said first set of rules.

Concept 10 . The electronic system of Concept 1, wherein said host processing system is

configured for:

providing said indication when a first image is displayed on said display screen; and

providing a second indication when a second image is displayed on said display

screen, said second indication configured to cause said control circuitry to switch to

operating according to said first set of rules.

Concept 11. The electronic system of Concept 1, wherein said host processing system is

configured for:

providing said indication; and

entering a low power state after providing said indication.

Concept 12. A touch screen control system comprising:

a memory configured for holding rules; and

control circuitry configured to:



operate a touch sensor for detecting user input in a sensing region of a

touch sensor;

update a display screen in response to image data from a host processing

system, said display screen overlapped by said sensing region;

operate according to a first set of rules held in said memory;

in response to receiving an indication from said host processing system,

switching from operating according to said first set of rules to operating according

to a second set of rules, wherein said second set of rules is held in said memory,

and wherein at least one of said first and second sets of rules defines when said

control circuitry updates said display screen in response to said user input; and

operate according to said second set of rules.

Concept 13. The touch screen control system of Concept 12, wherein said memory is

configured to hold said first set of rules and said second set of rules simultaneously.

Concept 14. The touch screen control system of Concept 12, wherein said memory is

configured to hold said first set of rules and said second set of rules at different times, and

wherein said indication comprises said second set of rules.

Concept 15. The touch screen control system of Concept 12, wherein said touch screen

control system and said host processing system are disposed within a common housing.

Concept 16. The touch screen control system of Concept 12, wherein said second set of

rules is configured to cause said control circuitry to send data about said user input to said

host processing system in response to a first type of user input and not in response to a

second type of user input.

Concept 17. The touch screen control system of Concept 12, wherein said second set of

rules is configured to cause said touch screen control system to autonomously update said

display screen in response to a first type of user input and not to autonomously update

said display screen in response to a second type of user input.

Concept 18. A processor-implemented method for operating a touch screen control

system, said method comprising:



updating a display screen in response to image data from a host processing

system;

holding a first set of rules in a memory of said touch screen control system, said

memory physically distinct from said host processing system;

detecting user input in a sensing region that overlaps an active area of said display

screen;

operating according to said first set of rules;

in response to receiving an indication from said host processing system, switching

from operating according to said first set of rules to operating according to a second set of

rules, wherein at least one of said first set of rules and said second set of rules defines

when said touch screen control system updates said display screen in response to said

user input; and

operating according to said second set of rules.

Concept 19. The processor-implemented method of Concept 18, wherein said memory is

configured to hold said first set of rules and said second set of rules simultaneously.

Concept 20. The processor-implemented method of Concept 18, wherein said memory is

configured to hold said first set of rules and said second set of rules at different times, and

wherein said touch screen control system is configured to receive said indication by:

receiving said second set of rules.

Concept 2 1. The processor-implemented method of Concept 18, wherein said operating

according to said second set of rules comprises:

displaying a first portion of an image on said display screen;

detecting a motion of a first user input in said sensing region;

determining a second portion of said image to be displayed based on said motion;

and

updating said display screen to display said second portion of said image.

Concept 22. The processor-implemented method of Concept 18, wherein said first set of

rules further defines when said touch screen control system sends data about said user

input to said host processing system, and wherein said first set of rules is configured to



cause said control circuitry to send data to said host processing system in response to a

first type of user input and not in response to a second type of user input.

Concept 23. The processor-implemented method of Concept 22, wherein said first type

of user input indicates a beginning of a user interface function controlled by a linked set of

subsequent user inputs and said second type of user input is one of said linked set of

subsequent user inputs.

Concept 24. The processor-implemented method of Concept 23, wherein said user

interface function comprises drag.

Concept 25. The processor-implemented method of Concept 18, wherein said operating

according to said second set of rules when said display screen displays a virtual keyboard

comprises:

in response to said user input, autonomously updating an image associated with

said virtual keyboard.

Concept 26. The processor-implemented method of Concept 18, wherein said operating

according to said second set of rules comprises:

in response to a movement of said user input, autonomously updating said display

screen to display a trace of said movement.

Concept 27. The processor-implemented method of Concept 18, wherein said operating

according to said second set of rules comprises:

in response to subsequent user input occurring after a beginning of a drag

operation, autonomously updating an image associated with said drag operation.

Concept 28. The processor-implemented method of Concept 18, further comprising:

providing a wake-up signal to said host processing system, said wake-up signal

configured for causing said host processing system to exit a low power state.

Concept 29. The processor-implemented method of Concept 18, wherein said second

set of rules is configured to:



cause control circuitry to update said display screen in response to a first type of

user input and not in response to a second type of user input different from said first type

of user input.

Concept 30. The processor-implemented method of Concept 18, wherein said second

set of rules is configured to:

cause control circuitry to send data about said user input to said host processing

system in response to said user input; and

update said display screen in response to a first type of user input and not in

response to a second type of user input different from said first type of user input.

Concept 31. The processor-implemented method of Concept 18, wherein said second

set of rules is configured to:

cause control circuitry to send data about said user input to said host processing

system in response to said user input; and

update said display screen in response to said user input.

[00158] Various embodiments of the present invention are thus described. While the

present invention has been described in particular embodiments, it should be

appreciated that the present invention should not be construed as limited by such

embodiments, but rather construed according to the following claims. In particular, each

step and element described are preferably included but not necessarily included. It is

contemplated that certain steps and elements may be omitted entirely or replaced by

obvious modifications thereof.

[00159] In one summary, this writing discloses the following. An electronic device

comprises a display screen configured for displaying images, a touch sensor configured

to detect user input in a sensing region, a host processing system and a touch screen

control system. The touch screen control system comprises control circuitry and a

memory configured for holding rules. The control circuitry is configured for updating the



display screen in response to image data from the host processing system and for

operating according to a first set of rules held in the memory. The control circuitry is also

configured, in response to receiving an indication from the host processing system, for

switching from operating according to the first set of rules to operating according to a

second set of rules.



LISTING OF THE CLAIMS

1. An electronic device comprising:

a display screen configured for displaying images;

a touch sensor configured to detect user input in a sensing region, wherein said

sensing region overlaps with an active area of said display screen;

a host processing system; and

a touch screen control system comprising:

a memory configured for holding rules; and

control circuitry configured for:

updating said display screen in response to image data from said

host processing system;

operating according to a first set of rules held in said memory;

in response to receiving an indication from said host processing

system, switching from operating according to said first set of rules to

operating according to a second set of rules, wherein said second set of

rules is held in said memory, and wherein at least one of said first set of

rules and said second set of rules defines when said control circuitry

updates said display screen in response to said user input; and

operating according to said second set of rules.

2 . The electronic device of Claim 1, wherein both said first set of rules and said

second set of rules further define when said control circuitry reports information about said

user input to said host processing system, and wherein said first set of rules and said

second set of rules differently define when said control circuitry reports information about

said user input to said host processing system.

3 . The electronic device of Claim 1, wherein said memory is configured to hold said

first set of rules and said second set of rules simultaneously.

4 . The electronic device of Claim 1, wherein said memory is configured to hold said

first set of rules and said second set of rules at different times, and wherein said indication

comprises said second set of rules.



5 . The electronic device of Claim 1, wherein said host processing system and said

touch screen control system are disposed within a common housing.

6 . The electronic device of Claim 1, wherein said second set of rules is configured to

cause said control circuitry to update said display screen in response to a first type of user

input and not in response to a second type of user input.

7 . The electronic device of Claim 1, wherein said first set of rules is configured to

cause said control circuitry to never autonomously update said display screen in response

to said user input.

8 . The electronic device of Claim 1, wherein said host processing system is

configured for:

providing said indication in response to a first application running on said host

processing system; and

providing a second indication in response to a second application running on said

host processing system, said second indication configured to cause said control circuitry to

switch to operating according to said first set of rules.

9 . The electronic device of Claim 1, wherein said host processing system is

configured for:

providing said indication in response to a first application running on said host

processing system and having priority over any other application running on said host

processing system; and

providing a second indication in response to a second application running on said

host processing system and having priority over any other application running on said host

processing system, said second indication configured to cause said control circuitry to

switch to operating according to said first set of rules.

10. The electronic system of Claim 1, wherein said host processing system is

configured for:

providing said indication when a first image is displayed on said display screen; and



providing a second indication when a second image is displayed on said display

screen, said second indication configured to cause said control circuitry to switch to

operating according to said first set of rules.

11. The electronic system of Claim 1, wherein said host processing system is

configured for:

providing said indication; and

entering a low power state after providing said indication.

12. A touch screen control system comprising:

a memory configured for holding rules; and

control circuitry configured to:

operate a touch sensor for detecting user input in a sensing region of a

touch sensor;

update a display screen in response to image data from a host processing

system, said display screen overlapped by said sensing region;

operate according to a first set of rules held in said memory;

in response to receiving an indication from said host processing system,

switching from operating according to said first set of rules to operating according

to a second set of rules, wherein said second set of rules is held in said memory,

and wherein at least one of said first and second sets of rules defines when said

control circuitry updates said display screen in response to said user input; and

operate according to said second set of rules.

13. The touch screen control system of Claim 12, wherein said memory is configured to

hold said first set of rules and said second set of rules simultaneously.

14. The touch screen control system of Claim 12, wherein said memory is configured to

hold said first set of rules and said second set of rules at different times, and wherein said

indication comprises said second set of rules.

15. The touch screen control system of Claim 12, wherein said touch screen control

system and said host processing system are disposed within a common housing.



16. The touch screen control system of Claim 12, wherein said second set of rules is

configured to cause said control circuitry to send data about said user input to said host

processing system in response to a first type of user input and not in response to a second

type of user input.

17. The touch screen control system of Claim 12, wherein said second set of rules is

configured to cause said touch screen control system to autonomously update said display

screen in response to a first type of user input and not to autonomously update said

display screen in response to a second type of user input.

18. A processor-implemented method for operating a touch screen control system, said

method comprising:

updating a display screen in response to image data from a host processing

system;

holding a first set of rules in a memory of said touch screen control system, said

memory physically distinct from said host processing system;

detecting user input in a sensing region that overlaps an active area of said display

screen;

operating according to said first set of rules;

in response to receiving an indication from said host processing system, switching

from operating according to said first set of rules to operating according to a second set of

rules, wherein at least one of said first set of rules and said second set of rules defines

when said touch screen control system updates said display screen in response to said

user input; and

operating according to said second set of rules.

19. The processor-implemented method of Claim 18, wherein said memory is

configured to hold said first set of rules and said second set of rules simultaneously.

20. The processor-implemented method of Claim 18, wherein said memory is

configured to hold said first set of rules and said second set of rules at different times, and

wherein said touch screen control system is configured to receive said indication by:

receiving said second set of rules.



2 1. The processor-implemented method of Claim 18, wherein said operating according

to said second set of rules comprises:

displaying a first portion of an image on said display screen;

detecting a motion of a first user input in said sensing region;

determining a second portion of said image to be displayed based on said motion;

and

updating said display screen to display said second portion of said image.

22. The processor-implemented method of Claim 18, wherein said first set of rules

further defines when said touch screen control system sends data about said user input to

said host processing system, and wherein said first set of rules is configured to cause said

control circuitry to send data to said host processing system in response to a first type of

user input and not in response to a second type of user input.

23. The processor-implemented method of claim 22, wherein said first type of user

input indicates a beginning of a user interface function controlled by a linked set of

subsequent user inputs and said second type of user input is one of said linked set of

subsequent user inputs.

24. The processor-implemented method of claim 23, wherein said user interface

function comprises drag.

25. The processor-implemented method of Claim 18 , wherein said operating according

to said second set of rules when said display screen displays a virtual keyboard comprises:

in response to said user input, autonomously updating an image associated with

said virtual keyboard.

26. The processor-implemented method of Claim 18, wherein said operating according

to said second set of rules comprises:

in response to a movement of said user input, autonomously updating said display

screen to display a trace of said movement.

27. The processor-implemented method of Claim 18, wherein said operating according

to said second set of rules comprises:



in response to subsequent user input occurring after a beginning of a drag

operation, autonomously updating an image associated with said drag operation.

28. The processor-implemented method of Claim 18, further comprising:

providing a wake-up signal to said host processing system, said wake-up signal

configured for causing said host processing system to exit a low power state.

29. The processor-implemented method of Claim 18, wherein said second set of rules

is configured to:

cause control circuitry to update said display screen in response to a first type of

user input and not in response to a second type of user input different from said first type

of user input.

30. The processor-implemented method of Claim 18, wherein said second set of rules

is configured to:

cause control circuitry to send data about said user input to said host processing

system in response to said user input; and

update said display screen in response to a first type of user input and not in

response to a second type of user input different from said first type of user input.

31. The processor-implemented method of Claim 18, wherein said second set of rules

is configured to:

cause control circuitry to send data about said user input to said host processing

system in response to said user input; and

update said display screen in response to said user input.
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