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modifiable data units. Update information Is maintained for each object maintained in each cache, wherein the update information
for each object In each cache Iindicates the object, the cache including the object, and indicates whether each data unit in the
object was modified. After receliving a modification to a target data unit in one target object in one target cache, the update
Information for the target object and target cache is updated to indicate that the target data unit is modified, wherein the update
Information for the target object in any other cache indicates that the target data unit is not modified.
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METHOD, SYSTEM, AND PROGRAM FOR MAINTAINING
DATA IN DISTRIBUTED CACHES

BACKGROUND OF THE INVENTION

Field of the Invention

The present invention relates to a method, system, and program for

method, system, and program for maintaining data in distributed caches.

Description of the Related Art

Internet users often request data from a central Internet server.
One challenge Internet information providers face is the goal to maintain
a timely response rate for returning information to user requests while
the amount of Internet traffic and users increases at exponential rates.
One solution to this need to service an increasing number of users 1s to
maintain copies of data at different locations so user data requests are
serviced from mirror servers at different geographical locations to
service users most proximate to that mirror server. Other solutions
involve the use of distributed caches that maintain copies of data, where
a central directory is maintained to keep track of data at the distributed
cache servers. The cache servers can be deployved at different points in
an organization to service particular groups of client users. The
central directory provides mapping to maintain information on the objects

within the cache servers.

The Caching and Replication Internet Service Performance (CRISP)

project has developed an Internet caching service utilizing distributed
proxy caches structured as a collection of autonomous proxy servers that

share their contents through a mapping service.

It 1s known from Ousterhout JK et al., “The Sprite Network Operating
Ssystem”, Computer, IEEE Computer Society, Long Beach CA, USA,
US(01-02-1998), 21(2), 23-36 to have multiple caches that maintain write
consistency by each maintaining information about the last writer for each
file, and, when a client other than the last writer opens the file, having
the last writer write back all dirty blocks to a server cache. It is also
known, from Anderson T et al., “Serverless Network File Systems”, ACM
Transactions on Computer Systems, ACM, New York, USA (01-02-1996), 14(1),
to have update information maintained for the objects in a cache, where

different caches may have different versions of objects. It is further
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known from Keleher P et al., “Lazy Release Consistency for Software Shared

Memory”, COMPUTER ARCHITECTURE NEWS, 1992-05-01, ACM, New York, USA to

have a modification applied if the update information indicates that the

target data is modified.

Notwithstanding the current uses of distributed caches to service
client Web access requests, there is a continued need in the art to

provide further improved techniques for servicing client network requests,

such as Internet Web requests.

SUMMARY OF THE DESCRIBED IMPLEMENTATIONS

In a first aspect, the present invention provides a method for
maintaining data in distributed caches, comprising: maintaining a copy of
an object in at least one cache, wherein multiple caches may have
different versions of the object, and wherein the objects are capable of
having modifiable data units; maintaining update information at each cache
for each object maintained in the caches, wherein the update information
for each object in each cache indicates the object, the cache including
the object, and indicates whether each data unit in the object was
modified; and after receiving a modification to a target data unit in one
target object in one target cache, updating the update information for the
target object and target cache to indicate that the target data unit 1is
modified, wherein the update information for the target object indicates
that the target data unit is not modified in any other cache; wherein said
caches may contain different versions of said object and said caches may

deliver obsolete version of said object to clients of said caches.

The method preferably further performs after receiving the request
to modify the data unit: if the update information for the target object
and target cache indicate that the target data unit is modified, then

applying the received modification to the data unit in the target object

in the target cache.

The method preferably further performs after receiving the
modification: 1f the update information for the target object and target
cache indicate that the target data unit is not modified, then determining
whether another cache includes the target object and a most recent target
data unit value; if another cache does not include the most recent target
data unit value, then applying the modification to the data unit in the
target object in the target cache; and updating the update information for

the target object and target cache to indicate that the target data unit
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is modified, wherein the update information for the target object in any

other cache indicates that the data unit is not modified.

The method preferably further performs after receiving the
modification: if the update information for the target object and target
cache indicate that the target data unit is not modified, then determining
whether another caché includes the target object and a most recent target

data unit value; and if another cache includes the most recent target data
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unit value, then retrieving the most recent target data unit wvalue from the
determined cache and updating the target object in the target cache with the

retrieved most recent target data unit value.

The method preferably further comprises: after updating the target
object in the target cache with the most recent target data unit value,
applying the received modification to the data unit in the target object in

the target cache:; and updating the update information for the target object

and target cache to indicate that the target data unit is modified, wherein
the update information for the target object in any other cache indicates

that the data unit is not modified.

Preferably, a central server performs the steps of determining
whether another cache includes the target object and the most recent target
data unit value and retrieving the most recent target data unit value from
the other cache, further comprising: returning, with the central server, the
most recent target data unit value, wherein the modification to the target
data unit is applied to the target cache after the most recent target data
unit value is applied to the target cache and, wherein one cache server is
coupled to each cache, and wherein each cache server maintains update
information for each object in the at least one cache to which the cache
server 1is coupled, and wherein the central server maintalns update

information for each object in each cache.

The method preferably further comprises: maintaining invalidation
information for each object in each cache, wherein the invalidation
information for one object in one cache indicates whether each data unit
in the object is wvalid or invalid; if the invalidation information for the
target object and target cache indicate that the target data unit is
invalid, then determining from the update information the cache that
includes a most recent target data unit value for the target object;
retrieving the most recent target data unit value from the determined
cache and updating the target object in the target cache with the most
recent target data unit value; after updating the target object in the
target cache with the most recent target data unit value, applying the
received modification to the target data unit in the target object in the
target cache; updating the update information for the target object and
target cache to indicate that the target data unit is modified; updating
the invalidation information for each cache that includes the target

object to indicate that the target data unit is invalid; and updating the
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update information for the target object in the determined cache to indicate

that the data unit is not modified.

Preferably, a central server performs the steps of determining
whether the invalidation information for the target object and target
cache indicates that the target data unit is invalid, determining the
cache that includes the target object and the most recent target data unit
value, and retrieving the most recent target data unit value from the
determined cache, further comprising: returning, by the central server,
the most recent target data unit value, wherein the modification to the
target data unit 1s applied to the target cache after the most recent

target data unit value is applied to the target object in the target

cache.

Preferably, one cache server is coupled to each cache, and wherein
each cache server maintains update information for each object in the at
least one cache to which the cache server is coupled, and wherein the
central server maintains update information and invalidation information
for each object in each cache, further comprising: determining, by a
target cache server that received the modification to the target data
unit, whether the update information for the target object and target
cache indicate that the target data unit is modified; and updating, by the
target cache server, the data unit in the target object in the target
cache after determining that the update information for the target object

and target cache indicate that the target data unit is modified.

The method preferably further comprises: sending, by the target
cache server, a request to the central server to modify the target data
unit; and returning, by the central server, a message to the target cache
server to proceed with the modification that (i) does not include the most
recent target data unit value if no other cache had the most recent target
data unit value or (2) includes the most recent target data unit value if
another cache had the most recent target data unit value; and applying, by
the target cache server, the received most recent target data unit value

to the target page in the target cache before applying the received

modification to the target data unit wvalue.

In a second aspect, the present invention provides a system for
maintaining data, comprising: a plurality of caches; means for maintaining a
copy of an object in at least one cache, wherein the caches may have
different versions of the object, and wherein the objects are capable of

having modifiable data units; means for maintaining update information at
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each cache for each object maintained in said caches, whereln the update
information for each object in each cache indicates the object, the cache
including the object, and indicates whether each data unit in the object
was modified; and means for updating the update information for the target
object and target cache to indicate that the target data unit is modified
after receiving a modification to a target data unit in one target object
in one target cache, wherein the update information for the target object
indicates that the target data unit is not modified in any other cache;
wherein said caches may contain different versions of said object and said

caches may deliver obsolete version of said object to clients of said

caches.

The system preferably further comprises means for applying the
recelved modification to the data unit in the target object in the target
cache after receiving the request to modify the data unit and if the update

information for the target object and target cache indicate that the target

data unit 1s modified.

The system preferably further comprises means for performing after
‘receiving the modification: determining whether another cache includes the
target object and a most recent target data unit value if the update
information for the target object and target cache indicate that the target
data unit is not modified; applying the modification to the data unit in
the target object in the target cache if another cache does not include the
nmost recent target data unit value; and updating the update information for
the target object and target cache to indicate that the target data unit is

modified, wherein the update information for the target object in any other

cache i1ndicates that the data unit is not modified.

The system preferably further comprises means for performing after
receiving the modification: determining whether another cache includes the
target object and a most recent target data unit value if the update
information for the target object and target cache indicate that the target
data unit is not modified; and retrieving the most recent target data unit
value from the determined cache and updating the target object in the
target cache with the retrieved most recent target data unit value if

another cache includes the most recent target data unit wvalue.

The system preferably further comprises means for maintaining
invalidation information for each object in each cache, wherein the

invalidation information for one object in one cache indicates whether each

data unit in the object is valid or invalid.
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The system preferably further comprises: means for determining from
the update information the cache that includes a most recent target data
unit value for the target object if the invalidation information for the
target object and target cache indicate that the target data unit 1is
invalid; and means for retrieving the most recent target data unit value
from the determined cache and updating the target object in the target

cache with the most recent target data unit value.

Preferably, a central server implements the means for determining
whether the invalidation information for the target object and target
cache indicates that the target data unit is invalid, determining the
cache that includes the target object and the most recent target data unit
value, and retrieving the most recent target data unit value from the
determined cache, further comprising: means for returning, performed by
the central server, the most recent target data unit value, wherein the
modification to the target data unit is applied to the target cache after

the most recent target data unit value is applied to the target object in

the target cache.

In a third aspect, the present invention provides a computer program
comprising computer program code to, when loaded into a computer system

and executed thereon, cause said computer system to perform all the steps

of a method according to the first aspect.

Preferably, the present i1nvention provides an article of manufacture
for maintaining data in distributed caches, wherein the article of
manufacture causes operations to be performed, the operations comprising:
maintaining a copy of an object in at least one cache, wherein multiple
caches may have different wversions of the object, and wherein the objects
are capable of having modifiable data units; maintaining update
information for each object maintained in each cache, wherein the update
information for each object in each cache indicates the object, the cache
including the object, and indicates whether each data unit in the object
was modified; and after receiving a modification to a target data unit in
one target object in one target cache, updating the update information for
the target object and target cache to indicate that the target data unit
is modified, wherein the update information for the target object in any

other cache indicates that the target data unit is not modified.
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The article of manufacture may further perform after receiving the
request to modify the data unit: if the update information for the target
object and target cache indicate that the target data unit is modified,

then applyving the received modification to the data unit in the target

object in the target cache.

The article of manufacture may further perform after receiving the
modification: if the update information for the target object and target
cache indicate that the target data unit is not modified, then determining
whether another cache includes the target object and a most recent target
data unit wvalue; if another cache does not include the most recent target
data unit wvalue, then applying the modification to the data unit in the
target object in the target cache; and updating the update information for
the target object and target cache to indicate that the target data unit
1s modified, wherein the update information for the target object in any

other cache indicates that the data unit is not modified.

The article of manufacture may further perform after receiving the
modification: if the update information for the target object and target
cache indicate that the target data unit is not medified, then determining
whether another cache includes the target object and a most recent target
data unit value; and i1if another cache includes the most recent target data
unit value, then retrieving the most recent target data unit value from
the determined cache and updating the target object in the target cache

with the retrieved most recent target data unit wvalue.

The article of manufacture may further perform: after updating the
target object in the target cache with the most recent target data unit
value, applyving the received modification to the data unit in the target
object 1n the target cache; and updating the update information for the
target object and target cache to indicate that the target data unit is

modified, wherein the update information for the target object in any

other cache indicates that the data unit 1s not modified.

The article of manufacture may be one wherein a central server
performs the steps of determining whether another cache includes the
target object and the most recent target data unit value and retrieving
the most recent target data unit value from the other cache, further
comprising: returning, with the central server, the most recent target

data unit value, wherein the modification to the target data unit is
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applied to the target cache after the most recent target data unit value

applied to the target cache.

The article of manufacture may be one wherein one cache server 1s
coupled to each cache, and wherein each cache server malintains update
information for each object in the at least one cache to which the cache

server is coupled, and wherein the central server maintalns update

information for each object in each cache.

18
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The article of manufacture may be one further comprising:

maintaining invalidation information for each object in each cache,

wherein the invalidation information for one object in one cache indicates

whether each data unit in the object is wvalid or invalid.

The article of manufacture may be one further comprising: if the

invalidation information for the target object and target cache indicate
that the target data unit is invalid, then determining from the update

information the cache that includes a most recent target data unit value

for the target object; and retrieving the most recent target data unit

value from the determined cache and updating the target object in the

target cache with the most recent target data unit value.

The article of manufacture may be one further comprising: after

updating the target object in the target cache with the most recent target

data unit value, applving the received modification to the target data

unit in the target object in the target cache; updating the update
information for the target object and target cache to indicate that the
target data unit is modified; and updating the invalidation information

for each cache that includes the target object to indicate that the target

data unit is invalid.

The article of manufacture may be one further comprising: updating

the update information for the target object in the determined cache to

indicate that the data unit is not modified.

The article of manufacture may be one wherein a central server

performs the steps of determining whether the invalidation information for
the target object and target cache indicates that the target data unit is
invalid, determining the cache that includes the target object and the
most recent target data unit value, and retrieving the most recent target
data unit value from the determined cache, further comprising: returning,
by the central server, the most recent target data unit value, wnerell LIS
modification to the target data unit is épplied to the target cache after

the most recent target data unit value is applied to the target cbiject in

the target cache.

The article of manufacture may be one wherein one cache server 1s

coupled to each cache, and wherein each cache server maintains update

information for each object in the at least one cache to which the cache

server is coupled, and wherein the central server maintains update
"or each object in each cache,

[ S 2

information and invalidation information
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further comprising: determining, by a target cache server that received

rhe modification to the target data unit, whether the update information

for the.target object and target cache indicate that the target data unit
is modified; and updating, by the target cache server, the data unit in

the target object in the target cache after determining that the update

information for the target object and target cache indicate that the

target data unit is modified.

The article of manufacture may be one further comprising: sending,

by the target cache server, a request to the central server TO modify the

target data unit; and returning, by the central server, a message to the

target cache server to proceed with the modification that (i) does not

pre=

include the most recent target data unit value if no other cache had the

most recent target data unit value or (2) includes the most recent target

data unit value if another cache had the most recent target data unit

value:; and applving, by the target cache server, the received most recent

target data unit value to the target page in the target cache before

applying the received modification to the target data unit value.

provided are a method, system, and program for maintaining data in

distributed caches. A copy of an object is maintained 1in at least one

cache, wherein multiple caches may have different versions of the object,

and wherein the objects are capable of having modifiable data units.

Update information is maintained for each object maintained in each cache,
wherein the update information for each object in each cache indicates the

object, the cache including the object, and indicates whether each data

unit in the object was modified. After receiving a modification to a

target data unit in one target object in one target cache, the update

information for the target object and target cache is updated to indicate

that the target data unit is modified, wherein the update information for

the target object in any other cache indicates that the target data unit

ig not modified.

In further implementations, after receiving the request to modify
the data unit and if the update information for the target object and
target cache indicate that the target data unit 1s modified, the received

modification is applied to the data unit in the target object in the

target cache.

{

Still further, after receiving the modification and if the update

information for the target object and target cache indicate that the

target data unit is not modified, a determination may be made as TO




CA 02498550 2005-03-10
WO 2004/029834 PCT/GB2003/004193

10

whether another cache includes the target object and a most recent target

data unit value. If another cache does not include the most recent target

data unit value, then the modification is applied to the data unit in the

target object in the target cache and the update information for the
target object and target cache is updated to indicate that the target data
unit is modified, wherein the update information for the target object in

any other cache indicates that the data unit is not modified.

In yvet further implementations, after receiving the modification
and if the update information for the target object and target cache

indicate that the target data unit is not modified, then a determination

is made as to whether another cache includes the target object and a most

p—

recent target data unit value. If another cache includes the most recent

target data unit value, then the most recent target data unit value 1s
retrieved from the determined cache and the target object in the target

cache is updated with the retrieved most recent target data unit value.

Still further, invalidation information may be maintained for each
object in each cache, wherein the invalidation information for one object

in one cache indicates whether each data unit in the object is valid or

invalid.

Described implementations provide technigues for managing the

distributed storage of data objects in a plurality of distributed caches

in a manner that avoids any inconsistent data operations from being

performed with respect to the data maintained in the distributed caches.

BRIEF DESCRIPTION OF THE DRAWINGS

A preferred embodiment of the present invention will now be defined,

by way fo example only, with reference tro the accompanying drawings, 1n

which:

FIG. 1 illustrates a distributed network computing environment in

which aspects of the invention are implemented;

FIGs. 2 and 3 illustrate data structures to maintain information on

data maintained at different caches in the network computing environment;

FIG. 4 illustrates logic to process a reguest for an object or page

in accordance with implementations of the invention;
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FIGs. 5 and 6 illustrate logic to return an object or page to a

cache in accordance with implementations of the invention;

FIG. 6 1llustrates logic to process a request to modify an object

in cache in accordance with implementations of the invention;

FIG. 7 illustrates an architecture of computing components in the

network environment, such as the cache servers and central servers, and

any other computing devices.

h

DETAILED DESCRIPTION OF THE PREFERRED EMBODIMENTS

In the following description, reference is made to the accompanying
drawings which form a part hereof and which i1llustrate several embodiments
of the present invention. It 1s understood that other embodiments may be
utilized and structural and operational changes may be made without

departing from the scope of the present i1nvention.

FIG. 1 illustrates a network computing environment in which aspects
of the invention may be implemented. A plurality of cache servers 2a,

2b...2n connect to a central server 4, where the central server 4 1s

connected to the Internet 6, or any other type of network known in the
art. The cache and central servers 2a, 2b...2n may comprise any type of
computing device known in the art, including server class machines,
workstations, personal computers, etc. The cache servers 2a, 2b...2n
are each coupled to a cache 83, 8b...8n which store as memory pages 10a,
10b...10n web pages downlocaded from over the Internet 6. Each of the
memory pages l1l0a, 10b...10n may include objects or components, referred to
herein as data units 12a, 12b...12n, 1l4a, 14b...1l4n, and l1l6a, 1l6b...1l6n,
where the data units may be modified. The data units may comprise any
degree of granularity within the memory pages 10a, 10b...10n, including a
word, a field, a line, a frame, the entire page, a paragraph, an object,
etc. Although FIG. 1 shows each cache 8a, 8b...8n as including a same
number of pages, where each page has a same number of data units, 1in
described implementations, each cache 8a, 8b...8n may maintain a different
number of memory pages and different memory pages, where each memory page
may have a different number of data units. The memory pages 1n the
different caches 8a, 8b...8n may represent web pages downloaded from
different Internet web servers at different Internet addresses, e.d.,
Universal Resource Locators (URL), etc. The memory pages may store web
pages 1n the same file format or 1n different file formats. The memory

pages may include content in any media file format known in the art, such
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as Hypertext Language Markup (HTML), Extensible Markup Language (XML}, &

rext file, move file, picture file, sound file, etc.

A plurality of client systems 18a, 18b, 18c, 184, 18e, 18f, 1l8g
include browsers 20a, 20b, 20c, 204, 20e, 20f, 20g that communicate
requests for web pages to a designated cache server 2a, 2b...2n, such that

the client requests may be serviced from the caches 8a, 8b...8n. The

client systems 18a, 18b...l1l8g may comprise any computing device known 1n

the art, such as as a personal computer, laptop computer, workstation,
mainframe, telephony device, handheld computer, server, network appliance,
etc., and the browser 20a, 20b...20g may comprise any program capable of

regquesting files over a network, such as an Internet browser program,

movie player, sound player, etc., and rendering the data from such files
to the user in anv media format known in the art. In certain
implementations, a user at the browsers 20a, 20b...20g may modify or
update data in the data units in the memory pages in the caches 8a,
8b...8n.

The central server 4 includes a central server directory program 22

and the cache servers 2a, 2. ..2n each include a cache server program 24a,

24b...24n to perform caching related operations. The central server
directory program 22 maintains a central directory 26 maintaining
information on the data units that may be updated in each memory page in

each cache 8a, 8b...8n. Each cache server program 24a, 24b...24n also

maintains a local cache directory 28a, 28b...28n having entries
mailntailning information on the data units that may be updated in the
memory pages 10a, 10b...10n in local cache 8a, 8h...8bn. The entries in

the local cache directories 28a, 28b...28n correspond to entries for the

same memory pages in the central directory 26.

FTG. 2 illustrates the format 50 of the entries maintained in the

| central directory‘26 and local cache directories 28a, 28b...28n. Each

entry 50 includes one or more tuples of information for each local cache
directory 28a, 28b...28n maintaining a copy of the page corresponding to
the entry in the local cache 8a, 8b...8n. Each entry 50 corresponds to a

specific memory page address, where the different caches 8a, 8b...8n may

maintain a copy of the page. Each tuple of information maintained for

each cache 8a, 8b...8n that has a copy of the page includes:

Cache Server ID 52a...52n: indicates the specific cache server 2a,

2b...2n that includes the memory page represented by the entry.
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This information may be optional in the entries in the local cache

directories 28a, 28b...28n.

Update Word 54a...54n: each word has a plurality of bits, where one
bit is provided for each updateable data unit in the-page
represented by the update word. Each bit 1s set “on” if the data

unit in the page in the cache 8a, 8b...8n has been modified, and set

Zsof f* if the corresponding data unit has not been modified.

Tnvalidation Word 56a....56n: A word of bits, where there is one bit

corresponding to each memory page 10a, 10b...10n in the caches 8a,
8. ..8n. A bit is set “on” to indicate that the data at that data

unit in the memory page at the local cache 8a, 8b...8n represented
by such bit is invalid or updated, and “off” to indicate that no
data unit in the memory page at the local cache 8a, 8b...8n is

updated or invalid. This word may be optional for the entries in the

local cache directories 28a, 28b...28n.

FTGs. 3 and 5 illustrate logic implemented in the cache server

programs 24a, 24b...24n and FIGs. 4 and 6 jllustrates logic implemented 1n

the central directory server program 22 to coordinate access to memory

pages and data units therein to ensure that data consistency is maintained

in a manner that allows the clients 18a, 18b...18g fast access tO the

data.

FTGs. 3 and 4 illustrates operations performed by the cache server
programs 24a, 24b..24n and the central directory server program 22,
respectively, to provide a client browser 20a, 20b...20n read access to a
memory page that is part of a reguested web page. Wwith respect to FIG. 4,
control begins at block 100 with the cache server program 24a, 24b...24n

i

receiving a request for a memory page from one of the browsers 20a,

20b...20g. 1In certain implementations, each client 18a, 18b...18g would

direct all its page requests to one designated cache server 2a, 4b...sn.

Alternatively, each client may direct requests to one of many designated

alternative cache servers. In response to receiving the request, if (at

block 102) the requested page is in the cache 8a, 8b...8n coupled to the
receiving cache server 2a, 2b...2n, then the cache server program 24a,
24b. . .24n returns (at block 104) the requested memory page from the cache

8a, 8b...8n. In such implementations, the cache server program 24a,

24b...24n provides immediate access from cache 8a, 8b...8n to a page,

however the returned page may not have the most recent copy of values for

certain data units. If the requested page is not in the attached cache
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8a, 8b...8n, then the cache server program 24a, 24b...24n sends (at block
106) a request for the requested page to the central server 4, and control

proceeds to block 120 in FIG. 4 where the central directory server program

22 processes the request.

With respect to FIG. 4 in response to receiving {(at block 120) a
request for a memory page, the central directory server program 22 .
determines (at block 122) whether the central directory 26 includes an
entry for the requested page. If not, then the central directory server
program 22 downloads (at block 124) the requested page from over the
Tnternet 6. An entry 50 in the central directoxry 26 is generated (at
block 126) for the retrieved page, where the generated entry 50 identifies

the cache server 2a, 2b...2n that initiated the request in the cache

server ID field 52a....52n, and includes an update word 54a...54n and
invalidation word 56a....56n with all data unit bits (FIGs. 2 and 3)
initially set “off”. The retrieved page and the generated entry 50 are

then returned (at block 128) to the requesting cache server 2a, 2b...2n to

buffer in local cache 8a, 8b...8n and maintain the new received entry in

the local cache directory 28a, 28b...28n.

Tf (at block 122) there is an entry in the central directory 26 for

the requested page and 1f (at block 130) there is no entry whose update
word 54a...54n for the requested page, having data unit bits 54a...54n

(FIG. 2) set “on”, indicating no other cache server 2a, 2b...2n has
updated data units 12a, 12b...12n, 14a, 14b...1l4n, and lé6a, 16b...16n for

the requested page, then the central directory server program 22 accesses

(at block 132) the requested page from one cache server 2a, 2b...2n

identified in the cache server ID field 52a...52n in one tuple of

information in the entry 50 for the requested page. Because no cache

server 2a, 2b...2n maintains data units with updated data, the page can be

accessed from any cache 8a, 8b...8n identified in the entry 50. The

central directory server program 22 generates (at block 134) a tuple of

information to add to the entryv 50 for the requested page, where the
generated tuple of information identifies the requesting cache server 2a,
2b...2n in field 52a...52n and includes an update word 54a....54n and

invalidation word 56a...56n with all the déta unit bits 54a....54n and

56a...56n set “off”. The retrieved page and generated tuple of
information are returned (at block 136) to the regquesting cache server

1 1)

136. Note that in alternative implementations, instead of sending the

tuple of information, only the generated update woxrd 5d4a...54n may be

sent.
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If (at block 130) one update word 54a...54n in one tuple of
information for another cache server 2a, 2b...2n in the entry 50 for the

requested page does have one data unit bit set “on”, then the central:

directory server program 22 determines (at block 138) the tuple of
information in the entry 50 for the requested page whose update word
54a...54n has the most data unit bits set “on”. The central directory
server program 22 then retrieves (at block 140) the requested page from
the cache server 2a, 2b...2n identified in field 52a...52n of the
determined tuple of information, the tuple of info having the greatest

number of most recent data unit values. For each other tuple in the entry

50 for the page having an update word 54a....54n with data unit bits set

f e |

directory server program 22 would access (at block 142)

“on”, the centra
the corresponding data units corresponding to the bits set “on” from the

cache server 2a, 2b...2n identified in field 52a...52n of the tuple and

2dd the accessed data to the corresponding data units in the retrieved
page. A tuple for the entry for the retrieved page 1s generated (at

block 144) for the requesting cache server 2a, 2b...2n identifving in

field 52a...52n the requesting cache server and including an update word
S54a...54n and invalidation word 56a...56n with all data unit bits set

Z“off?”, Control then proceeds to block 136 to return the retrieved page

and generated tuple (or relevant parts thereof) to the requesting cache

server 2a, 2b...2n.

With the logic of FIGs. 3 and 4, a client browser page request is
£iret serviced from the local cache 8a, 8b...n and then a remote cache 1if
there is no copy in the local cache. If there is no copy of the requested
page in a local cache or remote cache, then the page is downloaded from

over the Tnternet 6. Because the latency access times are greatest for

downloading over the Internet, access performance ig optimized by
downloading preferably from the local cache, then remote cache, and then

finally the Internet. Further, in certailn implementations, when receiving

a page for the ﬁirs@)time stored in remote caches, the returned page

includes the most recent values from the data units as maintained in all

remote caches.

FIG. 5 illustrates logic implemented.in the cache server programs

24a, 24b...24n to handle a request by a client browser 20a, 20b...20g to

modify a data unit, referred to as the target data unit in one page,

referred to as the target page. Control begins at block 200 with the
cache server program 24a, 24b...24n recelving a request to modify a data
unit in a page from one client 18a, 18b...18g that is assigned to transmit

page requests to the cache server 2a, 2b...2n receiving the request. Tf
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(at block 202) the data unit bit in the update word in the local cache
directoryv 28a...28n for the requested page corresponding to the target

data unit is set to “on”, indicating that the cache server 2a, 2b...Z2n

receiving the request, referred to as the receiving cache server; has the
most up-to-date value for the target data unit 12a, 12b...12n, l4a,
14b...14n, 16a, 16b...16n, then the recelving cache server program 24a,
24b...24n updates (at block 204) the data unit in the target page in the
cache 8a, 8b...8bn coupled to the receiving cache server 2a, 2b...2n with
the received modified data unit. Otherwise, if the update word 54a...54n
28a, 28b...28n at the receiving cache server 2a, 2b...2n does not have the
bit corresponding to the target data unit set to “on”, then the receiving
cache server program 24a, 24b...24n sends (at block 202) a request to

modify the target data unit in the target page to the central server 4.

FIG. 6 illustrates operations performed by the central directory
server program 22 1n response to a request from the recelving cache server
2a, 2b...2n (at block 206 in FIG. 5) to modify the target data unit in the

target page. Tn response to receiving such a request (at block 210), the

central directory sexrver program 22 determines (at block 214) whether the

data unit bit corresponding to the target data unit in the invalidation

word 56a...56 in the tuple for the receiving cache server 2a, 2b...2n
(indicated in field 52a...52n) in the entry 50 for the requested page 1is

)

'f so, then another cache server 2a,

set to “on”, indicating “invalid”. I
2b...2n has modified the target data unit. In such case, the central
directory server program 22 determines (at block 216) the tuple in the
entry for the other cache server 2a, 2b...2n having an update word 56 with
the target data unit bit 56 (FIG. 2) set to “on”, i.e., the entry for the

cache server that has the most recent data for the subject data unit.

The central directory server program 22 then retrieves (at block 218) the

most recent value of the target data unit from the other cache server 2a,
2b...2n indicated in the determined tuple and returns (at block 220) the

retrieved most recent data unit value to the receiving cache server. In

the determined tuple, the target data unit bit 1n the update word
54a...54n for the other cache server 2a, 2b...2n 1s set (at block 222) to

v“off” because after the update operation, the receiving cache server will

b I

update the target data unit and have the most recent value for the target

data unit.

After providing the receiving cache server with the most recent data

value (from block 222) or if the receiving cache server does have the most

recent value for the target data unit (from the no branch of block 214),

control proceeds to block 224 and 226 where the central directory server
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program 22 sets (at block 224) in the entry for the requesting cache
server, the data unit bits corresponding to the target data unit in the
update word 54a...54n to “on” and the bits in the invalidation word
56a....56n in the entry for the requesting cache server to “off”. The
central directory server program 22 also sets (at block 226) the data unit
bit in the invalidation words 56a...56n in the tuples in the entry 50 for
the target page for all other cache servers to “on”, indicating that the
other cache servers have invalid data for the target data unit in their
copy of the target page. The central directory server program 22 then
returns (at block 228) a message to the receiving cache server to proceed
with modifying the target data unit. The message may also include a

message, explicit or implicit, to the requesting cache server to update

rhe relevant bits in their validation and invalidation words for the
received page to indicate that the requesting cache server has the most
recent update for the data units being updated in the page. In

alternative implementations, the central directory server program 22 may

return the modified validation and invalidation words.

Upon receiving (at block 250 in FIG. 5) the modified target data
unit from the central directory server program 22, the cache server
program 24a, 24b...24n updates (at block 252) the target data unit in the
target page in its cache 8a, 8b...8n with the received modified data unit.
Upon receiving (at block 254) the message to modify the target data unit,
the requesting cache server 24a, 24b...24n adds (at block 256) the
modified data unit received from the client browser 20a, 20b...20g to the

page 10a, 10b...10n in the cache 8a, 8b...3n.

The described implementations provide a protocol for a distributed

cache server system to allow updates to be made at one cache server by a

client browser and at the same time maintain data consistency between all

cache servers. This also provides a relaxed data update consistency

because if the data is updated in a browser, only an invalidated data bit

igs set in the central directorv for the remote cache servers that have a

copy of the page including the data unit being modified. No information

about updates is contained in the remote cache servers and browsers at the

remote cache servers and clients may continue to read pages from local

p—
=

caches that do not have the most recent data unit values. However, 1T a

from a cache server that does not have the most

| 2, I

browser receiving data
recent data attempts to modify a data unit, then the browser will receive

the most recent data before applyving the modification.
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Additional Implementation Details

The described techniques for managing a distributed cache server

system may be implemented as a method, apparatus or article of manufacture

using standard programming and/or engineering techniques to produce

software, firmware, hardware, or any combination thereof. The term

varticle of manufacture” as used herein refers to code or logic

implemented in hardware logic (e.g., an integrated circuit chip;

Programmable Gate Array (PGA), Application Specific Integrated Circuilt

(ASTC), etc.) or a computer readable medium, such as magnetic storage

medium (e.g., hard disk drives, floppy disks,, tape, etc.), optical

storage (CD-ROMs, optical disks, etc.), volatile and non-volatile memory
devices (e.g., EEPROMs, ROMs, PROMs, RAMs, DRAMs, SRAMS, firmware,

programmable logic, etc.). Code 1n the computer readable medium 1is

accessed and executed by a processor. The code in which preferred

ambodiments are implemented may further be accessible through a

rransmission media or from a file server over a network. 1In such cases,

the article of manufacture in which the code is implemented may comprise

transmission media, such as a network transmission line, wireless

transmission media, signals propagating through space, radio waves,

infrared signals, etc. Thus, the “article of manufacture” may comprise

11}

the medium in which the code is embodied. Additionally, the “article o:

manufacture” may comprise a combination of hardware and software

components in which the code is embodied, processed, and executed. Of

course, those skilled in the art will recognize that many modifications

al

may be made to this configuration without departing from the scope of the

g
-

present invention, and that the article of manufacture may comprise any

information bearing medium known in the art.

In described implementations, both an invalidation word and update

word is maintained for each tuple of information in each entry in the

central server. In alternative implementations, only the update word 1s

maintained. In such implementations, TO determine wietller LNe Leyuesu.lily

cache server has stale data, the central serxrver would have to process the

update words in tuples for the other cache servers to determine if any of

the other cache servers have modified the data unit.

In the described implementations, the pages maintained in cache

comprised memory pages, where multiple memory pages would store the data

for a single web page accessed from a URL over the Internet.

Alternatively, the memory pages in cache may comprise web pages.
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In described implementations, a central server and central directory
server program managed update operations to make sure that the reqguesting

cache server received the most recent data before applying an update. In

alternative implementations, the operations described as performed by the

central server and central directory server program may be distributed

among the cache servers to provide a distributed central directory. In

such implementations where the operations performed by the central

directory server program are distributed, information maintained in the

update words and invalidation words at the central server would be

distributed to the cache servers to allow the cache servers to perform

distributed cache management operations.

In described implementatiohs, each cache server maintained a copy of
the update word for each page maintained in the cache 8a, 8b...8n for the
cache server 2a, 2b...2n. Alternatively, the cache servers may not

maintain an update word and instead handle all consistency operatilons

through the central server.

The information described as included in the update and invalidation

words may be implemented in any one or more data structures known in the
art to provide the update and invalidation information. For instance, the

update and invalidation information may be implemented in one or more data

objects, data records in a database, entries 1n a table, separate objects,

etc.

The pages maintained in the caches may comprise any data object

tyvpe, including any type of multimedia object in which a cllient or user

can enter or add data to modify the content of the object.

In the described implementations, there 1s a separate cache server

coupled to each cache. The cache and cache server may be in the same

enclosed unit or may be in separate units. In alternative

implementations, one cache server may be coupled TO multiple caches and

maintain update information for the multiple coupled caches.

In described implementations, the central server downloaded pages

from over the Internet. Alternatively, the central server may download
pages from any network, such as an Intranet, Local Area Network (LAN) ,
wide Area Network (WAN), Storage Area Network (SAN), etc. Further, the

cache servers may directly access the Internet to download pages.
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The illustrated logic of FIGs. 4-6 shows certain events occurring 1in
a certain order. In alternative implementations, certain operations may
be performed i1n a different order, modified or removed. Morever, steps
may be added to the above described logic and still conform to the
described implementations. Further, operations described herein may occur
sequentially or certain operations may be processed 1n parallel. Yet
further, operations may be performed by a single processing unit or by

distributed processing units.

FIG. 7 illustrates one implementation of a computer architecture 300
of the network components, such as the central server and cache servers
shown 1n FIG. 1. The architecture 300 may include a processor 302 (e.g.,
a microprocessor), a memory 304 (e.g., a volatile memory device), and
storage 306 (e.g., a non-volatile storage, such as magnetic disk drives,
optical disk drives, a tape drive, etc.). The storage 306 may comprise an
internal storage device or an attached or network accessible storage.
Programs 1in the storage 306 are loaded into the memory 304 and executed by
the processor 302 1in a manner known 1in the art. The architecture further
includes a network card 308 to enable communication with a network. An
input device 310 is used to provide user input to the processor 302, and
may include a keyboard, mouse, pen-stylus, microphone, touch sensitive
display screen, or any other activation or input mechanism known in the
art. An output device 312 1is capable of rendering information transmitted

from the processor 302, or other component, such as a display monitor,

printer, storage, etc.
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1. A method for maintaining data in distributed caches, comprising:

maintaining a copy of an object in at least one cache, wherein multiple caches may
have different versions of the object, and wherein each of the objects is capable of having a
plurality of modifiable data units;

maintaining update information for each object maintained in each cache, wherein
the update information for each object in each cache indicates the object, the cache
including the object, and indicates whether each data unit in the object was modified; and

after receiving a modification to a target data unit in one target object in one target

cache, updating the update information for the target object and target cache to indicate that
the target data unit is modified, wherein the update information for the target object in any

other cache indicates that the target data unit 1s not moditied.

2. The method of claim 1, further performing after receiving the request to modify the
data unit:
if the update information for the target object and target cache indicate that the

target data unit is modified, then applying the received modification to the data unit in the

target object in the target cache.

3. The method of claim 1, further performing after receiving the modification:

if the update information for the target object and target cache indicate that the
target data unit is not modified, then determining whether another cache includes the target
object and a most recent target data unit value;

if another cache does not include the most recent target data unit value, then

applying the modification to the data unit in the target object in the target cache; and
updating the update information for the target object and target cache to indicate

that the target data unit is modified, wherein the update information for the target object in

any other cache indicates that the data unit is not modified.
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4, The method of claim 1, further performing after receiving the modification:

if the update information for the target object and target cache indicate that the
target data unit is not modified, then determining whether another cache includes the target
object and a most recent target data unit value; and

if another cache includes the most recent target data unit value, then retrieving the
most recent target data unit value from the determined cache and updating the target object

in the target cache with the retrieved most recent target data unit value.

5. The method of claim 4, further comprising:

after updating the target object in the target cache with the most recent target data
unit value, applying the received modification to the data unit in the target object in the
target cache; and

updating the update information for the target object and target cache to indicate
that the target data unit is modified, wherein the update information for the target object in

any other cache indicates that the data unit is not modified.

0. The method of claim 4, wherein a central server performs the steps of determining
whether another cache includes the target object and the most recent target data unit value
and retrieving the most recent target data unit value from the other cache, further
comprising:

returning, with the central server, the most recent target data unit value, wherein the

modification to the target data unit is applied to the target cache after the most recent target

data unit value 1s applied to the target cache.

7. The method of claim 6, wherein one cache server is coupled to each cache, and
wherein each cache server maintains update information for each object in the at least one

cache to which the cache server is coupled, and wherein the central server maintains update

information for each object in each cache.

8. The method of claim 1, further comprising:
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maintaining invalidation information for each object in each cache, wherein the
invalidation information for one object in one cache indicates whether each data unit in the

object is valid or invalid.

9. The method of claim 8, further comprising:

if the invalidation information for the target object and target cache indicate that the
target data unit is invalid, then determining from the update information the cache that
includes a most recent target data unit value for the target object; and

retrieving the most recent target data unit value from the determined cache and

updating the target object in the target cache with the most recent target data unit value.

10.  The method of claim 9, further comprising:

after updating the target object in the target cache with the most recent target data
unit value, applying the received modification to the target data unit in the target object in
the target cache;

updating the update information for the target object and target cache to indicate

that the target data unit is modified; and

updating the invalidation information for each cache that includes the target object

to indicate that the target data unit is invalid.

11.  The method of claim 10, further comprising:

updating the update information for the target object in the determined cache to

indicate that the data unit is not modified.

12.  The method of claim 9, wherein a central server performs the steps of determining
whether the invalidation information for the target object and target cache indicates that the
target data unit is invalid, determining the cache that includes the target object and the most

recent target data unit value, and retrieving the most recent target data unit value from the

determined cache, further comprising:
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returning, by the central server, the most recent target data unit value, wherein the
modification to the target data unit is applied to the target cache after the most recent target

data unit value 1s applied to the target object in the target cache.

13.  The method of claim 12, wherein one cache server is coupled to each cache, and
wherein each cache server maintains update information for each object in the at least one
cache to which the cache server is coupled, and wherein the central server maintains update
information and invalidation information for each object in each cache, further comprising:

determining, by a target cache server that received the modification to the target
data unit, whether the update information for the target object and target cache indicate that
the target data unit is modified; and

updating, by the target cache server, the data unit in the target object in the target

cache after determining that the update information for the target object and target cache

indicate that the target data unit 1s modified.

14.  The method of claim 13, further comprising:

sending, by the target cache server, a request to the central server to modify the
target data unit; and
returning, by the central server, a message to the target cache server to proceed with

the modification that (1) does not include the most recent target data unit value 1f no other

cache had the most recent target data unit value or (2) includes the most recent target data

unit value if another cache had the most recent target data unit value; and

applying, by the target cache server, the received most recent target data unit value

to the target page in the target cache before applying the received modification to the target

data unit value.

15. A system for maintaining data, comprising:

a plurality of caches;
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means for maintaining a copy of an object in at least one cache, wherein the caches
may have different versions of the object, and wherein each of the objects is capable of
having a plurality of modifiable data units;

means for maintaining update information for each object maintained in each cache,
wherein the update information for each object in each cache indicates the object, the cache
including the object, and indicates whether each data unit in the object was modified; and

means for updating the update information for the target object and target cache to
indicate that the target data unit is modified after receiving a modification to a target data
unit in one target object in one target cache, wherein the update information for the target

object in any other cache indicates that the target data unit is not modified.

16.  The system of claim 15, further comprising:
means for applying the received modification to the data unit in the target object in
the target cache after receiving the request to modify the data unit and if the update

information for the target object and target cache indicate that the target data unit is
modified.

17.  The system of claim 15, further comprising means for performing after receiving

the modification:
determining whether another cache includes the target object and a most recent

target data unit value if the update information for the target object and target cache

indicate that the target data unit is not modified;

applying the modification to the data unit in the target object in the target cache if
another cache does not include the most recent target data unit value; and

updating the update information for the target object and target cache to indicate
that the target data unit is modified, wherein the update information for the target object in

any other cache indicates that the data unit is not modified.

18.  The system of claim 15, further comprising means for performing after receiving

the modification:
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determining whether another cache includes the target object and a most recent
target data unit value if the update information for the target object and target cache
indicate that the target data unit is not modified; and

retrieving the most recent target data unit value from the determined cache and
updating the target object in the target cache with the retrieved most recent target data unit

value 1f another cache includes the most recent target data unit value.

19.  The system of claim 18, further comprising:
means for maintaining invalidation information for each object in each cache,
wherein the invalidation information for one object in one cache indicates whether each

data unit in the object is valid or invalid.

20.  The system of claim 19, further comprising:

means for determining from the update information the cache that includes a most
recent target data unit value for the target object if the invalidation information for the
target object and target cache indicate that the target data unit is invalid; and

means for retrieving the most recent target data unit value from the determined

cache and updating the target object in the target cache with the most recent target data unit

value.

21.  The system of claim 20, wherein a central server implements the means for

determining whether the invalidation information for the target object and target cache
indicates that the target data unit is invalid, determining the cache that includes the target

object and the most recent target data unit value, and retrieving the most recent target data

unit value from the determined cache, further comprising:
means for returning, performed by the central server, the most recent target data unit
value, wherein the modification to the target data unit is applied to the target cache after the

most recent target data unit value is applied to the target object in the target cache.
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22. A computer readable medium having computer readable code embodied therein for
maintaining data in distributed caches, wherein the computer readable code, when executed
by a processor causes operations to be performed, the operations comprising:

maintaining a copy of an object in at least one cache, wherein multiple caches may
have different versions of the object, and wherein each of the objects is capable of having a
plurality of modifiable data units;

maintaining update information for each object maintained in each cache, wherein
the update information for each object in each cache indicates the object, the cache
including the object, and indicates whether each data unit in the object was modified; and

after receiving a modification to a target data unit in one target object in one target
cache, updating the update information for the target object and target cache to indicate that
the target data unit is modified, wherein the update information for the target object in any

other cache indicates that the target data unit is not modified.

23.  The computer readable medium of claim 22, further performing after receiving the
request to modify the data unit:
if the update information for the target object and target cache indicate that the

target data unit is modified, then applying the received modification to the data unit in the

target object in the target cache.

24.  The computer readable medium of claim 22, further performing after receiving the

modification:

if the update information for the target object and target cache indicate that the

target data unit 1s not modified, then determining whether another cache includes the target

object and a most recent target data unit value;
if another cache does not include the most recent target data unit value, then
applying the modification to the data unit in the target object in the target cache; and
updating the update information for the target object and target cache to indicate

that the target data unit is modified, wherein the update information for the target object in

any other cache indicates that the data unit is not modified.
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25.  The computer readable medium of claim 22, further performing after receiving the
modification:

if the update information for the target object and target cache indicate that the
target data unit is not modified, then determining whether another cache includes the target
object and a most recent target data unit value; and

if another cache includes the most recent target data unit value, then retrieving the
most recent target data unit value from the determined cache and updating the target object

in the target cache with the retrieved most recent target data unit value.

26.  The computer readable medium of claim 25, further comprising:

after updating the target object in the target cache with the most recent target data
unit value, applying the received modification to the data unit in the target object in the
target cache; and

updating the update information for the target object and target cache to indicate
that the target data unit is modified, wherein the update information for the target object in

any other cache indicates that the data unit 1s not modified.

27. A computer readable medium of claim 26, wherein a central server performs the
steps of determining whether another cache includes the target object and the most recent

target data unit value and retrieving the most recent target data unit value from the other

cache further comprising:

returning, with the central server, the most recent target data unit value, wherein the

modification to the target data unit is applied to the target cache after the most recent target

data unit value 1s applied to the target cache.

28.  The computer readable medium of claim 27, wherein one cache server is coupled to
each cache, and wherein each cache server maintains update information for each object in

the at least one cache to which the cache server is coupled, and wherein the central server

maintains update information for each object in each cache.
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29.  The computer readable medium of claim 22, further comprising;
maintaining invalidation information for each object in each cache, wherein the

invalidation information for one object in one cache indicates whether each data unit in the

object 1s valid or invalid.

30.  The computer readable medium of claim 29, further comprising:

if the invalidation information for the target object and target cache indicate that the
target data unit 1s invalid, then determining from the update information the cache that
includes a most recent target data unit value for the target object; and

retrieving the most recent target data unit value from the determined cache and

updating the target object in the target cache with the most recent target data unit value.

31.  The computer readable medium of claim 30, further comprising;
after updating the target object in the target cache with the most recent target data
unit value, applying the received modification to the target data unit in the target object in

the target cache;

updating the update information for the target object and target cache to indicate

that the target data unit is modified; and

updating the invalidation information for each cache that includes the target object

to indicate that the target data unit is invalid.

32. The computer readable medium of claim 31, further comprising:

updating the update information for the target object in the determined cache to

indicate that the data unit is not modified.

33.  The computer readable medium of claim 30, wherein a central server performs the
steps of determining whether the invalidation information for the target object and target

cache indicates that the target data unit is invalid, determining the cache that includes the
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target object and the most recent target data unit value, and retrieving the most recent target
data unit value from the determined cache, further comprising:

returning, by the central server, the most recent target data unit value, wherein the
modification to the target data unit is applied to the target cache after the most recent target

data unit value is applied to the target object in the target cache.

34.  The computer readable medium of claim 33, wherein one cache server is coupled to
each cache, and wherein each cache server maintains update information for each object in
the at least one cache to which the cache server is coupled, and wherein the central server
maintains update information and invalidation information for each object in each cache,
further comprising:

determining, by a target cache server that received the modification to the target
data unit, whether the update information for the target object and target cache indicate that
the target data unit is modified; and ‘

updating, by the target cache server, the data unit in the target object in the target
cache after determining that the update information for the target object and target cache

indicate that the target data unit is modified.

35.  The computer readable medium of claim 34, further comprising:

sending, by the target cache server, a request to the central server to modify the

target data unit; and

returning, by the central server, a message to the target cache server to proceed with
the modification that (1) does not include the most recent target data unit value if no other
cache had the most recent target data unit value or (2) includes the most recent target data
unit value if another cache had the most recent target data unit value; and

applying, by the target cache server, the received most recent target data unit value

to the target page in the target cache before applying the received modification to the target

data unit value.
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