Methods and systems for image registration using an intelligently artificial agent are disclosed. In an intelligent artificial agent based registration method, a current state observation of an artificial agent is determined based on the medical images to be registered and current transformation parameters. Action-values are calculated for a plurality of actions available to the artificial agent based on the current state observation using a machine learning-based model, such as a trained deep neural network (DNN). The actions correspond to predetermined adjustments of the transformation parameters. An action having a highest action-value is selected from the plurality of actions and the transformation parameters are adjusted by the predetermined adjustment corresponding to the selected action. The determining, calculating, and selecting steps are repeated for a plurality of iterations, and the medical images are registered using final transformation parameters resulting from the plurality of iterations.
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METHOD AND SYSTEM FOR IMAGE REGISTRATION USING AN INTELLIGENT ARTIFICIAL AGENT

This application claims the benefit of U.S. Provisional Application No. 62/383,059, filed May 18, 2016, U.S. Provisional Application No. 62/384,125, filed Jun. 1, 2016, and U.S. Provisional Application No. 62/401,977, filed Sep. 30, 2016, the disclosures of which are herein incorporated by reference in its entirety.

BACKGROUND OF THE INVENTION

The present invention relates to registration of medical images, and more particularly to computer-based automated medical image registration using an intelligent artificial agent.

Medical image registration is an important technology that enables image guided therapy, automated diagnosis imaging, and machine-driven image understanding. The goal of image registration is to recover correspondences between two or more medical images, which can be acquired from different patients/objects, the same patient at different time points, different medical imaging modalities, etc., in order to align or fuse the images. The aligned images can provide important information in various applications. For example, the aligned images can be used to guide minimally invasive therapy by fusing pre-operative volume scans (e.g., MRI) with interventional imaging (e.g., DynaCT or fluoroscopy, or to provide complimentary diagnostic information (e.g., co-registration of cardiac ultrasound and MRI for joint function, flow and substrate analysis) or longitudinal analysis (e.g., radiotherapy monitoring through longitudinal CT scans). Due to the vast range of applications to which image registration can be applied, it is challenging to develop a general image registration method that works robustly for all uses.

Image registration problems are typically treated as optimization problems in which a generic matching metric (e.g., Mutual Information, Cross Correlation, etc.) is defined to measure the similarity of image pairs to be registered, and transformation parameters between the two images (e.g., rigid body, affine, deformable) are then estimated by an optimizer (e.g., Simplex, Powell, trust region optimization, etc.) via maximization of the defined matching metric. To work robustly, such optimization-based image registration methods typically require extensive hand-crafted engineering for individual registration tasks by incorporating prior knowledge about the specific anatomies, imaging modalities and expected artifacts, or workflows at hand. One reason for this is that a generic matching metric does not guarantee a good representation of the accuracy of the alignment of the data at hand for all use cases, in all circumstances. That is, the global maximum of the matching metric does not necessarily correspond to the correct alignment of the images, for example when the data is noisy, partially occluded, or with drastic different appearances due to different imaging physics. Therefore, the hand-crafted engineering of the matching metric is often required for the specific registration task, for example, by introducing a task-specific region-of-interest (ROI) or calculating hand-crafted features. In addition, a generic matching metric is often non-convex for a given registration task and generic optimizers typically perform poorly on non-convex optimization problems. To avoid being trapped into local minima, prior knowledge is often incorporated to develop optimization schemes for specific registration tasks, for example by prior knowledge-driven initialization/seeding, hierarchical optimization or application specific regularizers.

BRIEF SUMMARY OF THE INVENTION

The present invention provides methods and systems for registration of medical images using an intelligent artificial agent. Embodiments of the present invention provide artificial intelligent agents that learn registration tasks from training data, and achieve better and better registration results as more data are used for training.

In one embodiment of the present invention, a current state observation of an artificial agent is determined based on a plurality of medical images and current transformation parameters. Action-values are calculated for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained based on a plurality of registered training images, wherein the plurality of actions correspond to predetermined adjustments of the transformation parameters. An action having a highest action-value is selected from the plurality of actions and the transformation parameters are adjusted by the predetermined adjustment corresponding to the selected action. The determining, calculating, and selecting steps are repeated for a plurality of iterations, and the plurality of medical images are registered using final transformation parameters resulting from the plurality of iterations.

The machine learning based model used to calculate the action-values based on the current state observation may be a trained deep neural network (DNN). The trained DNN may be trained to predict action-values for the plurality of actions based on a plurality of training image pairs with known ground truth transformation parameters using reinforcement learning in which, for each training image pair, a reward for each action of the plurality of actions at a given state is used to train the DNN to learn an optimal registration policy. The trained DNN may be trained using supervised reinforcement learning, in which the reward for each action of the plurality of actions at a given state is directly calculated based on a decrease in a geodesic distance between the transformation parameters at the given a state and the ground truth transformation parameters for the training image pair resulting from applying the action. The plurality of training image pairs may include training image pairs synthetically generated by artificially de-aligning other training image pairs using randomly generated perturbations to the ground truth transformation parameters of the other training image pairs. The plurality of training image pairs may include training image pairs synthetically generated from other training image pairs to provide dense sampling close to the ground truth transformation parameters by co-deforming the other training image pairs by randomly generated affine transformations within a range of the ground truth transformation parameters. The plurality of training image pairs includes training image pairs synthetically generated by artificially altering image appearance of other training image pairs using synthetic image generators.

In an embodiment, the transformation may be a rigid-body transformation and the plurality of actions may comprise actions corresponding to predetermined adjustments of translation and rotation rigid-body transformation parameters. The plurality of actions may comprise respec-
tive actions corresponding to increasing and decreasing each of the translation and rotation rigid-body parameters by a constant or time-varying step size. The rigid-body transformation may be a 3D rigid-body transformation with rigid-body transformation parameters including three translation parameters and three rotation parameters. The rigid-body transformation may be a 2D rigid-body transformation with rigid-body transformation parameters including two translation parameters and one rotation parameter.

In an embodiment, wherein the plurality of medical images may include a first medical image and a second medical image and the transformation may be a dense deformation model that models deformations applied to the second medical image. The plurality of actions may comprise actions corresponding to adjustments to parameters of the deformation model. The first and second medical images may be registered by generating a dense deformation field corresponding to final parameters of the deformation model resulting from the plurality of iterations and warping the second medical image to register the second medical image with the first medical image by applying the dense deformation field corresponding to the final parameters of the deformation model.

In an embodiment, the intelligent artificial agent based image registration may be performed hierarchically using multi-scale image data. The determination of the current state observation, calculation of the action-values, and selection of the action having the highest action value may be repeated using a first image resolution of the plurality of medical images and a first machine learning based model trained using training images at the first image resolution until a first stop condition is reached. The determination of the current state observation, calculation of the action-values, and selection of the action having the highest action value may then be repeated using a second image resolution of the plurality of medical images and a second machine learning based model trained using training images at the second image resolution until a second stop condition is reached.

In another embodiment, a method for training an intelligent artificial agent to perform image registration according may include obtaining training image pairs and generating synthetic training image pairs, defining a state observation input for the artificial agent, defining a set of possible actions available to the artificial agent, defining a reward mechanism for learning a registration policy, and training a deep neural network (DNN) to predict action-values for the set of possible actions based on the state observation input using the training image pairs.

These and other advantages of the invention will be apparent to those of ordinary skill in the art by reference to the following detailed description and the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1A and 1B illustrate examples of medical image registration problems that present challenges to traditional optimization based image registration techniques;

FIG. 2 illustrates a method for training an intelligent artificial agent to perform image registration according to an embodiment of the present invention;

FIG. 3 illustrates a method for image registration using an intelligent artificial agent according to an embodiment of the present invention;

FIG. 4 illustrates a framework for artificial agent image registration using the method of FIG. 3 according to an embodiment of the present invention;

FIG. 5 illustrates a method for rigid registration of medical images using an intelligent artificial agent according to an embodiment of the present invention;

FIG. 6 illustrates exemplary deep neural network (DNN) for rigid 3D/3D medical image registration according to an embodiment of the present invention;

FIG. 7 illustrates a method of hierarchical image registration using multi-scale image data according to an embodiment of the present invention;

FIG. 8 illustrates exemplary registration results for spine computed tomography (CT) and cone beam CT (CBCT) registration and cardiac CT and CBCT registration;

FIG. 9 illustrates a comparison of supervised deep reinforcement learning and unsupervised deep reinforcement learning for 2D/2D spine image registration;

FIG. 10 illustrates a method for deformable registration of medical images using an intelligent artificial agent according to an embodiment of the present invention;

FIG. 11 an exemplary idealized deformation trajectory between a moving image and a fixed image;

FIG. 12 illustrates an exemplary DNN for deformable image registration according to an embodiment of the present invention;

FIG. 13 illustrates a Gaussian radial basis function (RBF);

FIG. 14 illustrates a framework for decoding encoded flow actions output from a trained DNN according to an embodiment of the present invention;

FIG. 15 illustrates examples of deforming a contour of an organ of interest using Gaussian kernels;

FIG. 16 illustrates patch extraction from landmark positions of a moving image;

FIG. 17 illustrates a framework for performing a second stage of a multi-stage deformable registration according to an embodiment of the present invention;

FIG. 18 illustrates a method of autonomous intelligent artificial agent based cognitive image fusion according to an embodiment of the present invention;

FIG. 19 illustrates a method of training a DNN for deformable image registration using weakly supervised deep dense correspondence learning according to an embodiment of the present invention;

FIG. 20 illustrates an exemplary network architecture for a Convolutional Encoder-Decoder Network for dense correspondence estimation;

FIG. 21 illustrates an exemplary Flow-Net like deep architecture for dense correspondence estimation;

FIG. 22 illustrates a method for deformable registration of medical images according to an embodiment of the present invention; and

FIG. 23 is a high-level block diagram of a computer capable of implementing the present invention.

DETAILED DESCRIPTION

The present invention relates to registration of medical images using an intelligent artificial agent. Embodiments of the present invention are described herein to give a visual understanding of the image registration methods. A digital image is often composed of digital representations of one or more objects (or shapes). The digital representation of an object is often described herein in terms of identifying
and manipulating the objects. Such manipulations are virtual manipulations accomplished in the memory or other circuitry/hardware of a computer system. Accordingly, is to be understood that embodiments of the present invention may be performed within a computer system using data stored within the computer system or available through a network system.

[0037] Image registration refers to the alignment of two or more images or transformation of different images into one coordinate system. For example, medical image registration can be used to recover correspondences between two or more images acquired using different patients, the same patient at different times, different medical imaging modalities (e.g., computed tomography (CT), magnetic resonance imaging (MRI), positron emission tomography (PET), ultrasound, etc.), and/or statistical or geometric models. The images can be brought into the same coordinate system via various transformation models, such as, but not limited to, rigid-body transformation, affine transformation, parametric splines, and dense motion fields. Medical image registration is utilized in many different applications. For example, the aligned images can provide complimentary information for fusion-based decision making (e.g., cardiac assessment from MR, CT and ultrasound), motion compensation in image reconstruction (e.g., to cope with breathing motion), enabling longitudinal change analysis (e.g., follow-up reading of cancer patients by registering new and past images of the same patient), or guiding minimally invasive therapy (e.g., fusion of preoperative medical image data into the surgical coordinate system for guidance).

[0038] In the following, embodiments of the present invention will be described using the pair-wise image registration case. However, the embodiments described herein can easily be extended to the case of group-based registration, where a group of images are all registered to the same reference image (e.g., one of the images in the group or an atlas image) simultaneously. Image registration has typically been formulated as an optimization problem, where a generic matching metric is defined to measure the similarity of the image pairs to be registered. The transformation parameters between the image pairs are then estimated via maximization of a pre-defined matching metric using an optimizer. This formulation faces significant challenges in registering medical images. FIGS. 1A and 1B illustrate examples of medical image registration problems that present challenges to traditional optimization based image registration techniques. One challenge of traditional optimization based image registration is that a generic matching metric is often non-convex for medical images, and generic optimizers typically perform poorly on non-convex problems. This may be an issue in cases in which there is a large difference in the field of view (FOV) of the images to be registered, such as example shown in FIG. 1A. FIG. 1A shows an overlay of a spine CT volume 102 and a Cone-beam CT (CBCT) volume 104 before registration (100) and after registration (105), with a large difference in FOV between the CT and CBCT volumes 102 and 104. The large difference in the FOV between the CT and CBCT volumes 102 and 104 to be registered can result an optimizer finding a number of local minimums of the matching metric due to the repetitive nature of the vertebra. Another challenge of traditional optimization based image registration is that a generic matching metric is often sensitive to image noise and artifacts, such as in the example of FIG. 1B, to partial coverage of the organ of interest (due to field of view or prior surgery for instance), and to drastically different appearances due to different imaging physics (e.g., ultrasound/MRI registration for cardiac image fusion). FIG. 1B shows a cardiac CT volume 110 with contrast enhanced vessels and a cardiac CBCT volume 112 with soft tissue contrast and streaking artifacts. This use case of registering cardiac CT and cardiac CBCT is very common for cardiac interventions, and is often used in a catheterization laboratory (cath lab) to fuse preoperative information to interventional images for guidance of valve replacement, PCI, and other interventions. In FIG. 1B, the differences in the CT and CBCT volumes 110 and 112 due to the streaking artifacts and the difference in appearance of the vessels may result in an inaccurate registration of the CT and CBCT volumes 110 and 112 using traditional optimization based image registration.

[0039] Embodiments of the present invention reformulate medical image registrations problems by training an intelligent artificial agent to more closely mimic how humans perform image registration as a process of sequential actions of object recognition and manipulation. Embodiments of the present invention train an intelligent artificial agent to register image pairs through a combination of supervised learning and hierarchical image processing. The embodiments can be extended to the registration of groups of images by different strategies, such as extending the number of actions so that there is a set of actions for each image or by running a set of agents together, at the same time and cooperatively. The intelligent artificial agent is implemented on one or more computers or processors by executing computer program instructions (code) loaded into memory. The intelligent artificial agent observes its environment (i.e., the images to be registered) and autonomously acts on that environment to register the images using a registration strategy (herein referred to as a “policy”) to be consistent with reinforcement learning terminology) learned using machine learning. The agent can be triggered on demand, or be persistent and always running in the background, ensuring robust image registration even if one of the image moves, for instance due to patient motion in the case of real-time imaging. The input for the intelligent artificial agent (the fixed image and the updated moving image as it is transformed by the current estimate of the transformation parameters) is used to determine its “state”, which corresponds to the current alignment of the raw image pairs. The output of the intelligent artificial agent is an “action” to improve the alignment between the fixed and moving image by changing the parameters that define the transformation between the images. In an advantageous embodiment of the present invention, a deep neural network (DNN) is used to approximate the state-value function which returns for each state, a value for each possible action which indicates how good that action is. Other approximation functions can be used in alternative embodiments. During training, the intelligent artificial agent learns a registration policy via a DNN that maps the current state to the optimal action that best improves the accuracy of the alignment. During testing, in order to register newly input images, the trained artificial agent applies the learned registration policy to improve the alignment of the images until it converges to the correct pose. By using this deep learning model, embodiments of the present invention are advantageous in that the intelligent artificial agent can inherently learn both a data-driven matching metric and a
task-driven policy from raw image data without hand-crafted engineering and perform robust medical image registration.

FIG. 2 illustrates a method for training an intelligent artificial agent to perform image registration according to an embodiment of the present invention. When registering a pair of images, one image is designated as the reference image or fixed image and the other image is designated as the moving image or floating image. The reference and moving images to be registered can be denoted as $I_{ref}: \mathbb{R}^N \rightarrow \mathbb{R}$ and $I_{mov}: \mathbb{R}^M \rightarrow \mathbb{R}$, respectively, where N and M are the respective dimensionalities of the two images to be registered. In medical images N and M are typically equal to 2, 3, or 4 (3D+time). For example, in 3D/3D registration, $N=M=3$. In 2D/2D registration, $N=M=2$. In 2D/3D, $N=2$ and $M=3$. Time series could be registered globally as well. In this case, $N=M=4$. The goal of image registration is to estimate a transformation, denoted as $T: \mathbb{R}^N \rightarrow \mathbb{R}^M$, that transforms the moving image $I_{mov}$ to be aligned with the reference image $I_{ref}$. The transformation, in general terms, can represent a curved manifold and can be modeled using K transformation parameters. The goal of the registration then becomes estimating the K transformation parameters such that the similarity between $I_{ref}$ and $I_{mov}$ is maximized. In some embodiments, various types of transformation models, such as an affine transformation, spline model, or biomechanical model, can be used to model the transformation of the moving image $I_{mov}$ to be aligned with the reference image $I_{ref}$. In other embodiments, a non-linear registration can be estimated with a dense motion field. In this case, motion parameters can be estimated for each pixel/voxel on the grid, and the motion parameters can be the displacement directly, stationary velocities, or kinetic moments, or any subspace representation of those (e.g., PCA modes among others). The method of FIG. 2 trains a deep neural network (DNN) to predict action-values for a set of actions corresponding to the transformation parameters. By parameterizing the action space, the DNN can be trained to perform any registration task using the method of FIG. 2.

Referring to FIG. 2, at step 202, training images are obtained and/or generated. In an advantageous embodiment, the DNN can be trained for a particular registration task based on training image pairs (i.e., a reference image $I_{ref}$ and a moving image $I_{mov}$) corresponding to the particular registration task and known ground truth transformations between the training image pairs. For example, the training image pairs may be medical images acquired using different imaging modalities (e.g., CT, MRI, ultrasound, PET, etc.), medical images acquired from the same patient (using the same imaging modality) at different times, or medical images acquired from different patients. The training image pairs can be pairs of 3D medical images for 3D/3D registration, pairs of 2D medical images for 2D/2D registration, or a 3D image and a 2D image for 2D/3D registration. The training image pairs can include actual medical images of patients acquired from medical image acquisition devices, such as a CT scanner, MRI scanner, C-arm image acquisition device, ultrasound device, etc. These training image pairs can be obtained by receiving the images from the image acquisition devices used to acquire the images or by loading previously acquired images from a storage or memory of a computer system. The ground truth transformation for these image pairs can be acquired by manual expert annotation or by applying an existing image registration method. In cases in which an existing registration method is used to compute the ground truth transformation for a training image pair, the reference image in the training image pair may be replaced with the transformed moving image using the computed transformation resulting from the existing registration method, in order to compensate for inaccuracies in the existing registration method.

The training image pairs can also include synthetic images which are generated by augmenting other training images rather than being acquired in a scan of a patient using an image acquisition device. It may be difficult to obtain a large number of labeled training pairs of actual scanned medical images of patients. According to an advantageous embodiment, a large training set can be synthetically generated from a small number of labeled training pairs. In order to generate synthetic training image pairs, each of the aligned training image pairs with a known ground truth transformation can be artificially de-aligned by transforming the image pairs that are close to the ground truth transformation in the transformation parameter space. Additional synthetic training images may also be generated by altering the appearance of one or both images in existing training pairs by adding noise and/or artifacts, or even by simulating other imaging modalities from unpaired training images using synthetic image generators including, but not limited to, physics-based simulators (e.g., MRI simulator, ultrasound simulator) or machine learning based simulators (e.g., training a generative adversarial network (GAN) to simulate an imaging modality from another one, the GAN being trained on paired images).

At step 204, the state input to the DNN is defined for the particular image registration task for which the DNN is being trained. The state that is input to the DNN is an observation of the current alignment of the two images. Given two images $I_{ref}$ and $I_{mov}$, the state to be registered and current and previous transformation parameters $\{m_i\}_{i=1}^\ldots$ or the intelligent artificial agent extracts an observed state of the current alignment, and inputs the state to the DNN. The state observation can include the current and previous transformation parameters $\{m_i\}_{i=1}^\ldots$; the whole image or a region of interest (ROI) of the reference image $I_{ref}$; the whole image or ROIs of the moving image $I_{mov}$; transformed by the transformations specified by $\{m_i\}_{i=1}^\ldots$; the whole image or ROIs of $J$ transformed by transformations derived from $\{m_i\}_{i=1}^\ldots$; etc., via perturbation; in the case of 2D/3D registration ($N=2, M=3$), the whole image or ROIs of 2D projections of $I_{mov}$, transformed by the transformation specified by $\{m_i\}_{i=1}^\ldots$; in the case of 2D/3D registration ($N=2, M=3$), the whole image or ROIs of 3D projections of $I_{mov}$, transformed by transformations derived from $\{m_i\}_{i=1}^\ldots$, etc., via perturbation; and/or the above images post-processed by operations such as filtering, subtraction, etc. In one embodiment, the state of the current alignment can be computed by comparing the transformed moving
image $I_{scm}$ using current transformation parameters (or projections of the transformed moving image in the case of 2D/3D registration) and the reference image $I_{ref}$ using a specified function or operation. For example, in an advantageous implementation, the state of the current alignment can be computed by subtracting the transformed moving image $I_{scm}$ using current transformation parameters from the reference image $I_{ref}$. In another embodiment, the reference image $I_{ref}$ and the transformed moving image $I_{scm}$ using current transformation parameters are passed to the neural network which features a multi-channel architecture (for example, in FIG. 12). The comparison of the images is then automatically performed and learned by the neural network.

At step 206, a set of possible actions are defined for the registration task. The set of possible actions include a set of actions that alter the transformation parameters. For example, to perform rigid registration, the set of actions can include actions that alter rigid body transformation parameters (e.g., 3 translation parameters and 3 orientation parameters for 3D/3D registration). For deformable registration, a deformation model can be used to model the deformation field and the set of actions can include actions that alter parameters of the deformation model used to model the deformation field. The set of possible actions can include actions to change (increase and decrease) individual transformation parameters by a certain step size $\delta_i$ actions to change multiple (i) transformation parameters simultaneously by a certain step size $\delta_i (i = 1, \ldots, k)$ for each transformation parameter, an action that determines that the correct registration is achieved and terminates the registration process, and an action that compounds the transformation resulting from the previously selected actions in the curved manifold of registration parameters to ensure that the entire path of corrective actions stay within the manifold. It is to be understood that the present invention is not limited to the above described actions and other actions may be included based on the particular registration task for which the intelligent artificial agent is trained.

At step 208, a reward mechanism is defined. A reward mechanism is defined that assigns a reward for each action, depending on the effect of that action of the resulting alignment of the images. A higher reward is assigned for actions that lead to a more accurate alignment, while a lower reward or penalty (negative reward) is assigned for actions that lead to less accurate alignment. Reinforcement learning can then be used to train the agent. In an advantageous embodiment, the reward mechanism can be defined as the reduction of L2 error in the transformation parameters:

$$\text{reward} = |m_{before} - m_{after}| - |m_{after} - m_{ground truth}|$$

(1)

where $m_{before}$ and $m_{after}$ are the transformation parameters before and after taking the action, and $m_{ground truth}$ is the ground truth parameters for the correct registration. In this case, the agent training is fully supervised and this type of reward can be thought of as a “GPS”, which directly tells the agent what is the best action to take. After performing several trials and learning from the “GPS” (training phase), one can turn off the “GPS” (testing phase) and the registration strategy learned from the “GPS” in the training phase can be applied to register images for which the transformation is not yet known.

At step 210, a DNN is trained to predict action-values for the set of possible actions based on the state input using the training images. A core part of the intelligent agent is a DNN (or possibly multiple DNNs) that takes the state as input and outputs action-values for all possible actions with proper parametrization for the particular image registration task. The action-value for an action can represent the highest possible future reward if an action is taken discounted based on the number of steps to reach the ground truth transformation parameters. With the reward mechanism described above (e.g., reduction of L2 error in the transformation parameters), a higher action-value indicates that the action is driving the registration toward the correct direction (i.e., toward the correct final registration result) and therefore is the preferred action to be taken. The action space can be discrete or continuous with parameterization.

According to an advantageous embodiment of the present invention, the DNN can be trained using a supervised Deep Reinforcement Learning (DRL) technique. Reinforcement Learning (RL) is a type of machine learning in which a software based artificial agent uses reward feedback to automatically learn ideal behavior in a specific context and for a specific task. In DRL, which combines DNNs with RL and has recently been applied to train an artificial agent to play Atari and Go games, a policy learning process is formulated as a RL problem and the action-value function (also known as Q function) is estimated following the Bellman equation as an iterative update. In DRL, the training of the agent is typically unsupervised and the agent is free to evolve in its environment according to its current policy estimate. However, training efficiency of the agent and iterative update of the Q function is relatively low, which could render DRL impractical or impossible for image registration tasks where the input data and the parameter space is large, such as registration of 3D medical image volumes. In an advantageous embodiment of the present invention the DRL training of the DNN is supervised based on the known ground truth transformations of the training image pairs using a greedy search strategy in which the action-values are approximated analytically. This supervised DRL has an advantage that the Q-network guarantees to converge and the behavior distribution can be arbitrarily smooth without the need to deploy a memory replay strategy which can have a very high memory footprint. The DNN can be trained in an end-to-end fashion, or can be trained separately for image feature extraction layers and policy learning layers in order to bring more robustness to variations in image content if needed.

In an alternative embodiment, the trained DNN can be trained to predict the action-values based on the training image pairs using evolution strategies (ES) to learn the parameters (e.g., weights) of the DNN. In ES, instead of using reinforcement learning, genetic-like algorithms or sampling strategies are used to optimize the parameters of the DNN directly based on the training data.

The trained DNN is stored, for example, in memory or storage of a computer system or on a remote “cloud-based” computer system. The trained DNN can then be loaded and used when registering two newly received images to iteratively predict action-values for each of the set of possible actions based on the current state of the images to be registered and execute the selected action having the highest predicted action-value.

FIG. 3 illustrates a method for image registration using an intelligent artificial agent according to an embodiment of the present invention. At step 302, first and second
medical images are received. For example, the first and second medical images can be images acquired using different imaging modalities (e.g., CT, MRI, ultrasound, PET, DynaCT, etc.), images of the same patient acquired at different times, or images acquired from different patients. The first and second medical images may both be 3D medical images (volumes) (3D/3D registration), both be 2D medical images (2D/2D registration), or may be one 2D medical image and one 3D medical image (2D/3D registration). The first and second medical images may also be image sequences (2D+t or 2D+t+), which can also be registered using the method of FIG. 3. The first and second medical images may be received directly from image acquisition devices, such as a CT scanner, MRI scanner, ultrasound device, C-arm image acquisition device, etc., or may be received by loading previously stored medical images from a memory or storage of a computer system or receiving the medical images in an electronic transmission from another computer system. One of the medical images is designated as the reference image \( I_{ref} \) and the other is designated as the moving image \( I_{mov} \).

At step 304, the current state is determined based on the first and second medical images and the current set of transformation parameters. At step 306, the current state is input to the trained deep neural network and action-values for the set of possible actions are calculated based on the current state using the trained DNN. The possible actions can correspond to adjustments to the transformation parameters. At step 308, the action with the highest action-value is selected and performed. The selected action will typically adjust at least one transformation parameter, which changes the transformation of the moving image \( I_{mov} \). At step 310, it is determined if a stop condition has been met. For example, the stop condition can be reached if it is determined that a correct registration is achieved or when a maximum number of iterations have been performed. It can be determined that a correct registration is achieved when a “stop registration” action is selected as the action with the highest action-score or by comparing an error value between the reference image and the transformed moving image to a predetermined threshold value. If the stop condition is not met, the method returns to step 304 and repeats steps 304-310. Accordingly, steps 304-310 are iterated until the stop condition is met. When the stop condition is met, the method proceeds to step 312. At step 312, the registration result is output. The moving image is transformed by the final transformation parameters, and the transformed moving image and the reference image can be displayed on a display of a computer system. For example, the transformed moving image can be overlaid on the reference image and be displayed as a fused image. The registered images can also be electronically transmitted to a remote computer system to be displayed on a display of the remote computer system. Although FIG. 3 only shows outputting the final registration result, it is also possible that the incremental registration results using the current transformation parameters can be output (e.g., displayed on a display of a computer system) as each iteration of steps 304-310 is performed. Such incremental results would allow a user to view each adjustment made by the intelligent artificial agent in real-time as the artificial agent is registering the images.

FIG. 4 illustrates a framework for artificial agent image registration using the method of FIG. 3 according to an embodiment of the present invention. As shown in FIG. 4, two medical images \( I_{mov} \) to be registered are received. The state \( 404 \), which is an observation of the current alignment of the images \( 402 \), is determined based on the current transformation parameters. For example the state observation \( 404 \) can be an image resulting from subtracting the moving image as transformed by the current transformation parameters from the reference image. The state observation \( 404 \) is input to the trained DNN \( 406 \), which acts as the “brain” of the intelligent artificial agent. The trained DNN \( 406 \) calculates a respective action-score for each action in a set of possible actions, and the action \( 408 \) with the highest action score is selected. The action \( 408 \) is performed to adjust at least one of the transformation parameters, and registration is performed with the updated transformation parameters, resulting in an updated state observation \( 404 \). This process is iterated until a stop condition is met. For example, the process can be iterated until a stop registration action is selected or until a predetermined maximum number of iterations are performed.

In a possible embodiment, multiple agents can be trained in a coordinated fashion to register multiple objects (e.g., organs, anatomical structures, etc.) in the images simultaneously. In one exemplary implementation, each object is aligned independently in each step by a corresponding agent (with a corresponding DNN) trained to register that object, and a master agent is trained to coordinate the actions suggested from the individual object-specific agents and output the optimal overall action given the constraints of the relative positions of the multiple objects to be registered. In another possible implementation, each agent can be trained to collaborate with other agents and/or unknown teammates. Similarly, multiple agents can also be trained in a coordinated fashion to register multiple images simultaneously by incorporating the constraints of the relative transformations among the images.

In another possible embodiment, a multi-task agent can be trained to perform registration of a variety of images coming from different sources, e.g., varying modalities, imaging protocols, and organs. Transfer and hierarchical reinforcement learning can be applied to train the multi-task agent by transferring the knowledge from agents trained for individual registration tasks (e.g., specific organs) and abstracting the features and policies for registration. New task-specific agents can also be trained more efficiently by transferring the knowledge from previously trained agents on similar registration tasks. In this context, in an advantageous implementation, an actor-mimic approach can be used to train a single intelligent artificial agent capable of registering multiple different types of image pairs. Let \( N \) be the number of registration tasks, between \( N \) number of imaging modality pairs. \( N \) different artificial agents \( A_i \) (i \( \in \{1, \ldots, N\} \)) can be trained as described above, each corresponding to a specific registration task between a specific type of imaging modality pairs. A “mimic” agent \( A_m \) is then trained whose objective is to be as accurate and robust as all of the artificial agents \( A_i \) in their respective tasks. In one embodiment, \( A_m \) is trained using \( N \) different types of training image pairs and the loss function to minimize is the sum of the least-square differences between the action-values of \( A_m \) and those of the respective individual agents \( A_i \). Other loss functions can be designed to enable domain transfer and task generalization. With such a framework, the mimic agent will learn generic features present in all imaging modalities that will enable the registration task.
[0055] In another possible embodiment, an intelligent artificial agent can be trained to register the medical images in a coarse-to-fine manner using different transformation models. For example, the intelligent artificial agent may first adjust rigid-body transformation parameters until a first stop condition is reached (e.g., a predetermined number of iterations or a switch transformation model action is selected), then affine transformation parameters until a second stop condition is reached (e.g., a predetermined number of iterations or a switch transformation model action is selected), then polyaffine transformation parameters until a third stop condition is reached (e.g., a predetermined number of iterations or a switch transformation model action is selected), and then dense deformation parameters until a final stop condition is reached (e.g., a predetermined number of iterations or a stop registration action is selected). In this case, the trained DNN can be trained to calculate the action-values for actions corresponding to adjustments to all of the various transformation models (e.g., rigid, affine, polyaffine, dense) as well as action-values for actions corresponding to switching between the various transformation models.

[0056] Rigid Registration Using an Intelligent Artificial Agent

[0057] In an advantageous embodiment of the present invention, an intelligent artificial agent is used to perform rigid registration of medical images. The rigid registration is described herein for 3D/3D medical image registration. It is to be understood that the methods for rigid registration described herein are not limited to 3D/3D medical image registration and can be similarly applied to 2D/2D medical image registration as well. The methods for rigid registration described herein register images using a rigid-body transformation including three translation parameters and three rotation parameters. Such methods can be similarly applied to perform registration using other types of parametric transformations, such as a nine parameter affine transformation (three translation parameters, three rotation parameters, and three scale parameters), a 12 parameter affine transformation (three translation parameters, three rotation parameters, three scale parameters, and three shear parameters), or a poly-affine transformation.

[0058] FIG. 5 illustrates a method for rigid registration of medical images using an intelligent artificial agent according to an embodiment of the present invention. At step 500 of FIG. 5, a DNN is trained to predict action-values for a set of actions corresponding to rigid-body transformation parameters. Step 500 is performed in an offline training stage prior to the online image registration for newly input/received images performed in steps 502-514.

[0059] A given reference image \( I_{ref} \) and a moving (floating) image \( I_{mov} \), the goal of 3D/3D rigid-body image registration is to transform \( I_{mov} \) using rigid-body transformation parameters \( m = [t_1, t_2, t_3, \theta_1, \theta_2, \theta_3] \), represented by a column-wise homogenous transformation matrix as:

\[
T_m = \begin{bmatrix}
1 & 0 & 0 & t_1 \\
0 & \cos \theta_1 & -\sin \theta_1 & t_2 \\
0 & \sin \theta_1 & \cos \theta_1 & t_3 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

so that \( I_{ref} \) and \( I_{mov} \) are anatomically aligned. Here, a point in \( I_{mov} \), represented in homogenous coordinates as \( \mathbf{P} = [x, y, z, 1]^T \), is transformed to location \( T_m \mathbf{P} \) in \( I_{mov} \). The problem can be cast as a Markov Decision Process (MDP), and the goal is to train an intelligent artificial agent that learns the policy to register two images by making a series of decisions based on the observation (state) of the current alignment. In an advantageous implementation, the current observation, or state \( s_n \), is the intensity difference between \( I_{ref} \) and \( I_{mov} \) transformed using the current transformation parameters \( m \):

\[
s_n = I_{ref} - I_{mov}(T_m).
\]

[0060] In an advantageous implementation, the decision, or action \( a_n \), is a change in one of the six transformation parameters (three translation parameters \( t_1, t_2, t_3 \) and three orientation parameters \( \theta_1, \theta_2, \theta_3 \) in \( m \), e.g., \( a_n = [1, 0, 0, 0, 0, 0] \) for translation along the x-axis by 1 mm and \( a_n = [0, 0, 1, 0, 1, 0] \) for rotation around the x-axis by 1°). The next state \( s_{n+1} \) is calculated via updating the moving image \( I_{mov} \) by applying the action \( a_n \):

\[
s_{n+1} = I_{ref} - I_{mov}(T_{m+a_n}).
\]

During training (step 500 of FIG. 5), the agent learns a registration policy using a DNN that maps the current state \( s_n \) to the optimal action \( a_{opt} \). During testing (steps 502-514 of FIG. 5), the agent applies the learned policy in a sequence of N actions \( \{a_{opt}, \ldots, a_{opt}\} \), to improve the alignment until it converges to the correct pose or a maximum number of iterations is reached.

[0061] The DNN can be trained using reinforcement learning. In an advantageous embodiment of the present invention, supervised DRL is used for training the DNN to predict action-values for the set of actions. The core problem is to find a policy that guides the decision process of the artificial agent. In previous DRL gaming applications, the policy learning is formulated as an RL problem with the action-value (also known as Q) function estimated following the Bellman equation as an iterative update. However, when relying on unguided explorations of the agent and iterative update of Q, training efficiency is relatively low. Indeed, this iterative update of Q is known to be unstable or even diverge when a nonlinear approximator is used to represent it, and there is no theoretical proof that such as convolutional neural network (CNN)-based deep network guarantees to converge to the correct Q-function for general applications. In an advantageous embodiment of the present invention, the training is supervised by instructing the agent to follow a greedy registration path, mimicking how humans register two objects in a most efficient manner. In particular, given the current transformation \( m \), and the ground truth registration pose \( m_x \), the optimal action \( a_{opt} \) at time \( t \) along the supervised registration path is defined as the action that minimizes the Euclidean distance between \( m \times a_{opt} \) and \( m_x \):

\[
a_{opt} = \min_{a_{opt}} \|m \times a_{opt} - m_x\|_2.
\]

In an advantageous implementation, there are 6x2x12 candidate actions in the action set A, corresponding to the change of ±1 mm for each of the translation parameters \( t_1, t_2, t_3 \) and ±1° for the orientation (rotation) parameters \( \theta_1, \theta_2, \theta_3 \), meaning that the movement of the agent is restricted to be on the grid with a step size 1 in the transformation
parameter space. By teaching the agent the registration path, the need to estimate \( Q \) through iterative update following the Bellman equation can be removed. Instead, the action-value \( Q \) function can be calculated explicitly via the following recursive function, assuming that the agent is allowed to run a sufficient number of steps to reach the ground truth pose \( m_g \) following the supervised greedy path specified in Equation (5):

\[
Q(s_t, a_t) = \begin{cases} 
\gamma Q(s_{t+1}, a_{t+1}) + \beta(Q(s_t, a_t)) & \text{if } ||m_{t+1} - m_g||_2 < \epsilon \\
\beta(Q(s_t, a_t)) & \text{otherwise}
\end{cases}
\]

(6)

where

\[
m_{t+1} = m_t + a_t,
\]

(7)

and the immediate reward \( r(s_t, a_t) \) for action \( a_t \) is proportional to the decrease of the distance of the transformation parameters to the ground truth pose \( m_g \) by applying action \( a_t \):

\[
r(s_t, a_t) = \beta(||m_t - m_g||_2 - ||m_{t+1} - m_g||_2).
\]

(8)

The reward is discounted by a predetermined factor \( \gamma \) (e.g., \( \gamma = 0.9 \)) to implicitly include the number of steps as a cost, and the agent is considered to reach the correct pose and receives a bonus reward \( R \) (e.g., \( R = 10 \)) when it is within a predetermined tolerance \( \epsilon \) (e.g., \( \epsilon = 0.5 \)) of the ground truth pose \( m_g \) in the transformation parameter space.

[0062] It can be shown that if the agent is allowed to take the greedyest path off the grid in the transformation parameter space to approach the ground truth pose \( m_g \) with step size \( 1 \), i.e., the only constraint on the action is \( ||a||_2 < 1 \), and the agent receives a proper bonus reward \( R \) when it reaches the target, then \( Q(s_t, a_t) = \beta(Q(0, 0)) \), meaning the trained agent can perform registration by simply choosing the action with the largest Q in the testing phase. In addition, \( Q(s_t, a_t) \) monotonically decreases with the increase in distance between \( m_t \) and \( m_g \), and approaches to a fixed value as the distance goes to infinity. Experimentally, it can be observed the following simplification of the Q-function: \( Q(s_t, a_t) = \beta(s_t, a_t) \) without recursive calculation works equally well due to this property, i.e., the term \( Q(s_t, a_t) \) in Equation (6) quickly approaches to a fixed offset that does not affect the selection of the optimal action at a given state.

[0063] A DNN is trained to represent the action-value Q-function in Equation (6). In an advantageous implementation, the DNN is a deep convolutional neural network (CNN). The input to the DNN is the current state \( s_t \) and the output of the DNN has 12 nodes, corresponding to one of the 12 actions in the action set \( A \), and the loss function can be defined as:

\[
\text{Loss} = \sum_{k=1}^{32} \sum_{i=1}^{k} ||s_k - Q(s_t, a_{t+1})||_2^2
\]

(9)

where \( s_k \) is the \( i \)-th output of the CNN for the \( k \)-th sample among M training samples. The DNN (e.g., deep CNN) can be trained using a gradient descent algorithm and backpropagation to learn weights for layers of the DNN that minimize the loss function over all of the training samples. The DNN training scheme herein has various advantages as compared to previous RL and DRL used in gaming applications. For example, the target Q-function described in the present disclosure is given analytically without iterative estimation, such that the network can be trained much more efficiently and with a more stable convergence property. In addition, the target Q calculation described herein does not require the exploration history of the agent, meaning that the data can be sampled arbitrarily randomly with little correlation, without the need for a large memory storage required by experience replay. These advantages are important to make this framework practical for 3D/3D registration applications dealing with large 3D volumes as input.

[0064] Labeled training image pairs (i.e., training image pairs with known ground truth transformations) of medical image may not be easy to obtain. According to an advantageous embodiment of the present invention, a limited set of labeled training data can be augmented to generate a large number synthetic training image pairs that can be used as training samples for training the DNN. In order to generate synthetic training image pairs, each of the aligned training image pairs with a known ground truth transformation can be artificially de-aligned by transforming one of the images with a set of transformations sampled in the transformation parameter space. For example, for each aligned training image pair, a predetermined number of rigid-body perturbations can be randomly generated within a predetermined range of each rigid-body transformation parameter. Since the original ground truth transformation is known, each of these transformation results in an additional training image pair for which the ground transformation is also known. In addition, for each aligned pair, denser sampling of the transformation parameter space close to the ground truth pose \( m_g \) can be performed in order to train the DNN efficiently and reliably, because the network input-output mapping in this space is more complicated and less smooth as compared to that for the transformation parameter space far away from the ground truth aligned pose. In order to provide denser sampling of the transformation parameter space close to the ground truth transformation, each of the aligned training image pairs can be geometrically co-deformed by affine transformations \( T_a \):

\[
T_a = \begin{bmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(10)

where \( \mathbf{I} \) is the 4x4 identity matrix and all the elements in \([t_{11}, t_{12}, t_{13}, t_{14}, t_{21}, t_{22}, t_{23}, t_{24}, t_{31}, t_{32}, t_{33}, t_{34}, t_{41}, t_{42}, t_{43}, t_{44}] \) for shearing are independently and randomly generated within a predetermined range (e.g., [−0.25, 0.25]), to cover possible anatomical variations among patients in terms of sizes and shapes.

[0065] The training (step 500 of FIG. 5) results in a trained DNN that predicts action-values (Q) for each of the set of actions based on the current state of the alignment of the images to be registered. FIG. 6 illustrates an exemplary DNN for rigid 3D/3D medical image registration according to an embodiment of the present invention. As shown in FIG. 6, the DNN 600 is a deep CNN with multiple hidden layers that inputs a 3D volume corresponding to the state of the alignment of the images \( I_1 \) and \( I_2 \) to be registered. In FIG. 6, \( I_1 \) is the reference image and \( I_f \) is the moving or floating image. The input 3D volume is generated by subtracting \( I_f \) transformed by the current rigid-body transformation
parameters from L. In the example of FIG. 6, the DNN 600 has five 3D convolutional layers followed by three fully connected layers, but the present invention is not limited to this particular network structure. The output layer of the DNN 600 has 12 nodes, each corresponding to an action in the action set. In particular, the 12 output nodes represent the 12 candidate actions corresponding to adjustments of ±1 mm for each of the translation parameters [t_x, t_y, t_z] and ±1° for the orientation (rotation) parameters [θ_x, θ_y, θ_z]. The output nodes of the DNN 600 output predicted action-values/rewards for the corresponding actions. The intelligent artificial agent then selects the action with the highest predicted action-value and performs the action (i.e., the corresponding adjustment to the transformation) to update the transformation of the moving image L.

Returning to FIG. 5, at step 502, first and second medical images are received. For example, the first and second medical images can be images acquired using different imaging modalities (e.g., CT, MRI, ultrasound, PET, DynaCT, etc.), images of the same patient acquired at different times, or images acquired from different patients. The first and second medical images may be received directly from image acquisition devices, such as a CT scanner, MRI scanner, ultrasound device, C-arm image acquisition device, etc., or may be received by loading previously stored medical images from a memory or storage of a computer system or receiving the medical images in an electronic transmission from another computer system. One of the medical images is designated as the reference image L_ref, and the other is designated as the moving image L_mov. The method of FIG. 5 is described for 3D/3D registration, but can be similarly applied for 2D/2D registration as well.

At step 504, the current state is determined based on the current rigid body transformation parameters. In an advantageous implementation, the current state is determined by subtracting the moving image transformed by the current rigid-body transformation parameters, L_mov(T_mov) from the reference image L_ref, i.e., using Equation (3). This results in a 3D state volume s. In the first iteration, before any of the rigid-body transformation parameters have been adjusted, the initial state can be calculated by subtracting the moving image L_mov from the reference image L_ref since no transformation has been applied to the moving image yet.

At step 506, action-values are calculated for each action in the set of possible actions based on the current state using the trained DNN. As described above, the set of possible actions includes actions corresponding to adjustments to each of the rigid-body transformation parameters. In particular, the set of possible actions can include 12 action actions corresponding to adjustments of ±1 mm for each of the translation parameters [t_x, t_y, t_z] and ±1° for the orientation (rotation) parameters [θ_x, θ_y, θ_z]. The trained DNN, such as the trained DNN 600 shown in FIG. 6, inputs the current state volume s and calculates a predicted action-value (Q value) for each action.

At step 508, the action with the highest predicted action value is selected and the rigid-body transformation parameters are updated by performing the selected action. In an advantageous implementation, the selected action will adjust one of the translation parameters by ±1 mm or adjust one of the orientation parameters by ±1°. At step 510, the moving image is transformed using the updated rigid-body transformation parameters. At step 512, it is determined whether a stop condition has been met. For example, the stop condition can be met when it is determined that the transformation parameters have converged to a correct pose or when a predetermined maximum number of iterations have been performed. If the stop condition has not been met, the method returns to step 504 and repeats steps 504-512. Accordingly, steps 504-512 are repeated until the stop condition is met. When the stop condition is met, the method proceeds to step 514.

At step 514, the registration result is output. The first and second medical images are registered by transforming the moving image by the final rigid-body transformation to align the moving image with the reference image. The registered first and second medical images can be output by displaying the registered first and second medical images on a display of a computer system. For example, the registered first and second medical images can be overlaid and displayed as a fused image. The registered first and second medical images can also be output by electronically transmitting the registered first and second images to a remote computer system to be displayed on a display of the remote computer system.

Although FIG. 5 only shows outputting the final registration result, it is also possible that the incremental registration results using the current rigid-body transformation parameters can be output (e.g., displayed on a display of a computer system) as each iteration of steps 504-512 is performed. Such incremental results would allow a user to view each adjustment made by the intelligent artificial agent to iteratively align the moving image to the fixed image in real-time as the artificial agent is registering the images.

Hierarchical Image Registration.

Since, in the case of 3D/3D registration, the input to the DNN is a large 3D volume instead of 2D images, the size of the volume is important for practical use. In order to achieve efficiency and accuracy, hierarchical image registration using multiple scale image data can be used. According to an advantageous embodiment of the present invention, two or more separate DNNs (e.g., deep CNNs) can trained at different image resolutions. For example, in the case of two resolutions, a first DNN can be trained with down-sampled volumes with a lower resolution, and a second DNN can be trained using high-resolution (i.e., original resolution without down-sampling) volumes. In an advantageous implementation, both of the first and second trained DNNs are trained using the same grid size (e.g., 64x64x64 volumes) as the input but with different resolutions. The first DNN is trained for coarse alignment using down-sampled training volumes with a lower resolution, and focuses on robust alignment of an object in the images to be registered even when the initial displacement is large. The second DNN is trained using high-resolution training volumes with a limited field of view (FOV) and focuses on aligning the object as accurate as possible despite the limited FOV. The first and second DNNs are each trained as described above in connection FIG. 1 and/or FIG. 5. For example, each of the first and second trained DNNs can have network architecture similar to the DNN 600 of FIG. 6. The trained first and second DNNs are then used for hierarchical image registration of newly received images. This hierarchical registration can be applied to any type of registration approach (e.g., rigid, affine, deformable) and any dimensionality (e.g., 2D/2D, 3D/3D, etc.).

FIG. 7 illustrates a method of hierarchical image registration using multi-scale image data according to an embodiment of the present invention. At step 702, first and
second medical images are received. For example, the first and second medical images can be images acquired using different imaging modalities (e.g., CT, MRI, ultrasound, PET, DynaCT, etc.), images of the same patient acquired at different times, or images acquired from different patients. The first and second medical images may be received directly from image acquisition devices, such as a CT scanner, MRI scanner, ultrasound device, C-arm image acquisition device, etc., or may be received by loading previously stored medical images from a memory or storage of a computer system or receiving the medical images in an electronic transmission from another computer system. One of the medical images is designated as the reference image \( I_{\text{ref}} \) and the other is designated as the moving image \( I_{\text{mov}} \). The method of FIG. 7 is described for 3D/3D registration using a rigid-body transformation, but can be similarly applied for 2D/2D registration and/or for other types of transformation parameterizations.

At step 704, the first and second medical images are down-sampled to generate first and second reduced-resolution images. Various well-known down-sampling techniques can be used to down-sample the first and second medical images.

At step 706, a current reduced registration state volume is generated using the first and second reduced resolution images and the current transformation parameters. The current reduced resolution state volume can be determined by subtracting the reduced-resolution moving image transformed by the current transformation parameters from the reduced resolution reference image. At step 708, action-values are calculated for each of the actions in the set of possible actions using the first trained DNN. As described above, the set of possible actions can include actions corresponding to adjustments to each of the rigid-body transformation parameters. In particular, the set of possible actions can include 12 action actions corresponding to adjustments of \( \pm 1 \) mm for each of the translation parameters \( t_x, t_y, t_z \) and \( \pm 1^\circ \) for the orientation (rotation) parameters \( \theta_x, \theta_y, \theta_z \). The first trained DNN, which is trained using down-sampled reduced resolution images, inputs the current reduced-resolution state volume calculated from the first and second reduced resolution images and calculates a predicted action-value (Q-value) for each action. At step 710, the action with the highest action value is selected and the transformation parameters are updated by performing the selected action.

At step 712, it is determined whether a stop condition is met. In an exemplary embodiment, the stop condition for registration using the first trained DNN is met when a first predetermined number \( N_1 \) of iterations using the first trained DNN have been performed. In this case, if \( N_1 \) iterations using the first trained DNN have not yet been performed, the stop conditions has not yet been met and the method returns to step 706 and repeats steps 706-712. Accordingly, steps 706-712 are repeated until \( N_1 \) iterations using the first trained DNN are performed. When \( N_1 \) iterations have been performed using the first trained DNN, the stop condition has been met and the method proceeds to step 714. In an exemplary implementation, \( N_1 = 200 \), such that 200 sequential actions are applied based on the reduced resolution images using the first trained DNN in order to roughly align the images. In other embodiments, other stop conditions for the registration using the first trained DNN may be used. For example, the stop condition may be met when the registration using first trained DNN achieves a predetermined accuracy threshold (e.g., an error value between the reduced-resolution reference image and the transformed reduced-resolution moving image is less than a threshold), when the registration using the first trained DNN converges (e.g., the transformation parameters converge or an error value between the reduced-resolution reference image and the transformed reduced-resolution moving image converges), or in a case in which the first trained DNN includes a “stop” action, then the “stop” action is selected as the action having the highest action value. Other stopping criteria, such as when loops in actions are detected, may be used as well.

At step 714, a region of interest (ROI) is defined based on the first trained DNN. The reduced resolution state volume is updated based on the current transformation parameters. A single back-propagation pass is then used to compute the derivative of the sum of the outputs of the layers of the first trained DNN with respect to the input reduced resolution state volume, resulting in a saliency map of the input reduced resolution state image. The resulting saliency map is then thresholded, for example using 95th percentile thresholding, and the weighted mean is calculated on the thresholded saliency map to localize an ROI to be used for the input to the second trained DNN.

At step 716, a current high-resolution state volume is generated using the first and second medical images and the current transformation parameters and the defined ROI is extracted from the current high-resolution state volume. The current high-resolution state volume can be generated by substracting the original resolution moving image transformed by the current transformation parameters from the original resolution reference image. The ROI defined step 714 is then extracted from the current high-resolution state volume. At step 718, action-values are calculated for each of the actions in the set of possible actions using the second trained DNN based on the ROI of the current high-resolution state volume. The set of possible actions can include actions corresponding to adjustments to each of the rigid-body transformation parameters. In particular, the set of possible actions can include 12 actions corresponding to adjustments of \( \pm 1 \) mm for each of the translation parameters \( t_x, t_y, t_z \) and \( \pm 1^\circ \) for the orientation (rotation) parameters \( \theta_x, \theta_y, \theta_z \). The second trained DNN, which is trained using high resolution images in a limited FOV, inputs only a portion of the current high-resolution state volume corresponding to the ROI defined in step 714, and calculates a predicted action-value (Q-value) for each action. Since the ROI is defined based on the saliency map of the first trained DNN, the ROI focuses the second trained DNN on the most salient portions of the input volume for image registration. At step 720, the action with the highest action value is selected and the transformation parameters are updated by performing the selected action.

At step 722, it is determined whether a stop condition has been met. In an exemplary embodiment, the stop condition for registration using the second trained DNN is met when a second predetermined number \( N_2 \) of iterations have been performed using the second trained DNN. In this case, if \( N_2 \) iterations have not yet been performed using the second trained DNN, the stop condition has not been met and the method returns to step 716 and repeats steps 716-722. Accordingly, steps 716-722 are repeated until \( N_2 \) iterations are performed using the second trained DNN. When \( N_2 \)
iterations have been performed using the second trained DNN, the stop condition has been met and the method proceeds to step 724. In an exemplary implementation, $N_s=100$, such that 100 sequential actions are applied using the second trained DNN. In other embodiments, other stop conditions for the registration using the second trained DNN may be used. For example, the stop condition may be met when the registration using second trained DNN achieves a predetermined accuracy threshold (e.g., an error value between the reference image and the transformed moving image is less than a threshold), when the registration using the second trained DNN converges (e.g., the transformation parameters converge or an error value between the reference image and the transformed moving image converges), or in a case in which the second trained DNN includes a “stop” action, when the “stop” action is the selected as the action having the highest action value. Other stopping criteria, such as when loops in actions are detected, may be used as well.

At step 724, the registration result is output. The first and second medical images are registered by transforming the moving image by the final rigid-body transformation to align the moving image with the reference image. The registered first and second medical images can be output by displaying the registered first and second medical images on a display of a computer system. For example, the registered first and second images can be overlaid and displayed as a fused image. The registered first and second medical images can also be output by electronically transmitting the registered first and second images to a remote computer system to be displayed on a display of the remote computer system.

Although FIG. 7 only shows outputting the final registration result, it is also possible that the incremental registration results using the current transformation parameters can be output (e.g., displayed on a display of a computer system) as each iteration of steps 704-710 and each iteration of steps 716-722 is performed. Such incremental results would allow a user to view each adjustment made by the intelligent artificial agent in real-time as the artificial agent is registering the images.

The present inventors evaluated the above described embodiments for 3D/3D rigid medical image registration on registration of abdominal spine CT and cone beam CT (CBCT) images and registration of cardiac CT and CBCT images. In abdominal spine CT and CBCT registration, a main challenge is that CT has a much larger view that CBCT, leading to many local optima in the registration space due to the repetitive nature of the spine. 87 image pairs were used for the abdominal spine CT and CBCT registration, with 82 image pairs used for training and 5 pairs used for testing. In cardiac CT and CBCT registration, a main challenge is the poor quality of CBCT with severe streaking artifacts and weak soft tissue contrast at the boundary of the object to be registered, i.e., the epicardium. 97 image pairs were used for the cardiac CT and CBCT registration, with 92 pairs used for training and 5 pairs used for testing. Expert manual annotations on spine landmarks and mesh delineation at the epicardium were used to run iterative closest point (ICP)-based registration followed by visual inspection to provide the ground truth alignment for the spine and cardiac image pairs, respectively.

The same network architecture was used for the DNN for both the spine and cardiac applications and both registration layers, as follows. The DNN trained for each application includes five convolutional layers followed by three fully connected layers. The five convolutional layers use 8, 32, 32, 128, and 128 filters, respectively, all with 3x3 convolution kernels. The first two convolutional layers are each followed by a 2x2 max-pooling layer. The three fully connected layers have 512, 512, and 64 activation neurons, respectively, and the output has 12 nodes corresponding to the possible actions in A. Each layer is followed by a non-linear rectified layer, and batch normalization is applied to each layer. During training, each training image pair was augmented 64,000 times, leading to ~5M training samples for each application. To train the DNN for coarse registration, rigid-body perturbation was randomly generated within $\pm 30\text{ }\text{mm}$, $\pm 30\text{ }\text{mm}$, $\pm 30\text{ }\text{mm}$, $\pm 30\text{ }\text{mm}$, and $\pm 30\text{ }\text{mm}$ for the cardiac data and $\pm 30\text{ }\text{mm}$, $\pm 30\text{ }\text{mm}$, $\pm 150\text{ }\text{mm}$, $\pm 30\text{ }\text{mm}$, $\pm 30\text{ }\text{mm}$, and $\pm 30\text{ }\text{mm}$ for the spine data to cover the large FOV in the head-foot direction in the spine CT. In addition, with a probability of 0.2, rigid-body perturbation was randomly generated within $\pm 10\text{ }\text{mm}$, $\pm 10\text{ }\text{mm}$, $\pm 10\text{ }\text{mm}$, $\pm 10\text{ }\text{mm}$, and $\pm 10\text{ }\text{mm}$, in order to more densely sample the transformation parameter space close to the correct alignment. To train the CNN for refinement registration, the rigid-body perturbation range was reduced to $\pm 5\text{ }\text{mm}$, $\pm 5\text{ }\text{mm}$, $\pm 5\text{ }\text{mm}$, $\pm 5\text{ }\text{mm}$, and $\pm 5\text{ }\text{mm}$. The DNN (both for coarse alignment and for refinement registration) was trained using RMSprop gradient descent update without momentum and a batch size of 32. The learning rate was 0.00006 with a decay of 0.7 every 100 mini-batch based back propagations. For each case, the training took approximately 24 hours on a single GeForce Titan X.

At the output of step 724, the registration result is output. The first and second medical images are registered by transforming the moving image by the final rigid-body transformation to align the moving image with the reference image. The registered first and second medical images can be output by displaying the registered first and second medical images on a display of a computer system. For example, the registered first and second images can be overlaid and displayed as a fused image. The registered first and second medical images can also be output by electronically transmitting the registered first and second images to a remote computer system to be displayed on a display of the remote computer system.

Although FIG. 7 only shows outputting the final registration result, it is also possible that the incremental registration results using the current transformation parameters can be output (e.g., displayed on a display of a computer system) as each iteration of steps 704-710 and each iteration of steps 716-722 is performed. Such incremental results would allow a user to view each adjustment made by the intelligent artificial agent in real-time as the artificial agent is registering the images.
CBCT registration example. Images 844 and 846 show the mesh overlay for the epicardium meshes in the CT and CBCT images before and after registration, respectively, for the second cardiac CT and CBCT registration example. [0086] The present inventors evaluated the efficiency of the supervised deep RL described herein in comparison with deep RL without supervision on a modified 2D/2D registration problem using the spine data, due to the un-affordable large memory storage required by experience replay in the unsupervised RL for 3D/3D registration. In the modified 2D/2D registration problem, 2D multiplanar reconstruction (MPR) image pairs were extracted from 82 aligned CT and CBCT spine pairs using various MPR cuttings. For the supervised learning (SL), these 2D images were artificially de-aligned in 2D by random perturbations within [±30 mm, ±30 mm, ±30°] to generate 2M image pairs for training. The network architecture was modified from the 3D/3D registration examples to take 128×128 2D images as the input, and the output has six nodes corresponding to 6 possible actions in changing [1, 1, 1, 0, 0]. The network architecture and training hyper-parameters were the same for SL and unsupervised RL. For SL, the present inventors also compared the training efficiency and accuracy with and without denser sampling of the transformation parameter space close to the ground truth alignments. FIG. 9 illustrates a comparison of supervised deep reinforcement learning (SL) and unsupervised deep reinforcement learning for the 2D/2D spine registration. FIG. 9 shows a plot of success rate versus the number of training steps for the 2D/2D spine registration using supervised learning (SL) 902, supervised learning without denser sampling 904, and unsupervised RL 906. It can be seen from FIG. 9 that SL is much more efficient than unsupervised RL and achieves significantly better results when the same number of training data are used. In addition, proper data distribution in training samples (by denser sampling close to the ground truth alignments) is shown to be beneficial for the agent to learn the complex mapping efficiently.

[0087] Deformable Registration of Medical Images Used Intelligent Artificial Agent

[0088] In an advantageous embodiment of the present invention, an intelligent artificial agent is used to perform deformable registration of medical images. A major difficulty in medical image registration is incorporating non-rigid deformations, which frequently occur in medical imaging due to different patient positioning, pathological and physiological changes (e.g. empty vs. filled bladder), and/or cardiac and respiratory motion. Current deformable registration algorithms based on variational approaches try to counter such problems in finding a transformation that maps one image to the other by solving an objective function typically consisting of a similarity measure (e.g., SSD, mutual information) and differently motivated regularizers (e.g., elastic, fluid, curvature-based models). However, these approaches have difficulties in modeling large deformations and sliding motions along the boundaries of different tissues, such as the lungs. Furthermore, the existing algorithms are engineered for specific applications and do not generalize well for other registration applications. By using deep-learning systems with automated feature design, embodiments of the present invention can overcome these limitations through learning the intrinsic and complex mapping in the spatial and intensity domain. Embodiments of the present invention utilize artificial deep neural networks to extract features from both objects/images to be registered and compare them to assess the similarity, followed by a prediction of an optimal way to change the features of one image should be changed to get closer to the other image. This pattern is applied in a step-by-step approach to approximate the registration in a coarse-to-fine manner. Embodiments of the present invention combine an efficient encoding/decoding of the deformation field with an intelligent artificial agent based trajectory learning that predicts parametric actions operating on the encoded parameters.

[0089] FIG. 10 illustrates a method for deformable registration of medical images using an intelligent artificial agent according to an embodiment of the present invention. The method of FIG. 10 can be applied to any deformable (non-rigid) registration task. For example, the method of FIG. 10 can be used for applications including, but not limited to, contour propagation between different medical imaging modalities or atlas-based segmentation (in which segmentation is performed by registering an atlas to a medical image a patient) for therapy planning. In contrast to other current deformable registration methods, the method of FIG. 10 is not engineered for a specific application and can be used to perform deformable registration in problematic cases, such as cases involving large deformations or sliding motion.

[0090] Referring to FIG. 10, at step 1000, a DNN is trained to predict action-values for a set of actions corresponding to parameters of a deformation model used to encode a deformation field. Step 1000 is performed in an offline training stage prior to the on-line image registration for newly input/received images performed in steps 1002-1014. The DNN is trained to predict action-values for the actions based on a reward function that evaluates the current state of the system.

[0091] In an advantageous embodiment of the present invention, supervised trajectory learning is used to train the DNN. As the ground truth flow field (image deformation field) between two images is typically not available for real medical images, supervised trajectory learning is used to train the DNN to learn steps on the trajectory of small deformations to reach the final deformation field and reward actions corresponding to the small deformations on the learned trajectory. Thus, at each iteration, a small deformation flow field (δDF), which is the outcome of taking one of the best actions based the rewards (action-values) computed by the agent-based network (DNN) and applying the action in the encoded dense deformation field space, is applied to the moving image to warp the moving image to be closer to the fixed image. In an advantageous implementation, the action selection can be performed in a probabilistic way to enable the intelligent artificial agent to not always select the best action in a specific state and allow circuitous routes to avoid local minima (ε-greedy selection). In this case, the probability of each action being selected is based on the action-value (reward) predicted for that action by the DNN. The composition of all of the δDFs over all of the iterations results in the final flow field that warps the moving image to register the moving image to the fixed image. FIG. 11 an exemplary idealized deformation trajectory between a moving image M and a fixed image F. As shown in FIG. 11, in each iteration the artificial intelligent agent selects an action based on the current reward determined by the DNN and applies the δDF corresponding to the selected action to warp the moving image M. In FIG. 11, the moving image is
registered to the fixed image F over four iterations, and the composition of \( \delta F_1, \delta F_2, \delta F_3, \) and \( \delta F_4 \) result in the final flow field that registers the moving image M with the fixed image F.

[0092] FIG. 12 illustrates an exemplary DNN for deformable image registration according to an embodiment of the present invention. As shown in FIG. 12, the DNN 1200 inputs a fixed image F and a moving image M. In the embodiment of FIG. 12, the DNN 1200 takes 64x64 2D images as input, but the present invention is not limited thereto. Features of both images are extracted with separate but identical, in points of network architecture, processing streams. In particular, the CNN 1200 uses multiple convolutional layers, whose weights are not shared between the fixed/reference image stream and the moving image stream, for feature extraction. That is separate weights are learned for the convolutional layers that extract features from the fixed image F and the convolutional layers that extracted features from the moving image M. In the embodiment of FIG. 12, the CNN 1200 includes three convolutional layers that use 128, 256, and 512 filters, respectively, in each of the fixed image stream and the moving image stream. The convolutional layers used for feature extraction are followed by fully connected layers, at which the extracted features from the fixed and moving images are compared at a higher level to compute reward values for various possible actions. The fully connected layers act as a learned similarity measure based on the features extracted from the fixed and moving images. In the embodiment of FIG. 12, the CNN 1200 includes three fully connected layers having 500, 128, and 64 activation neurons, respectively. An action prediction is retrieved/selected based on the action-values (rewards) output by the DNN 1200, and the action prediction can then be transferred to a low-dimensional deformation encoding. Denoise prediction follows from decoding the few parameters of the encoded action to a delta dense deformation field (\( \delta D \)) with help from a chosen parametric deformation model. The \( \delta D \) is then directly applied on the moving image to warp the moving image. Dependent on the training data, the reward can be computed directly at the level of encoded components. The DNN framework is trained to predict the next best action based on the current state (determined by the feature extraction from the fixed and moving images) from available actions corresponding to adjustments on the encoded parameters (i.e., the parameters of the parametric deformation model). Coarse-to-fine support may be given by joining actions that are “similar” in parametric space to enable faster convergence, avoid unrealistic states, and reduce dimensionality of otherwise huge parametric spaces. For training of the DNN, the loss function can be computed as:

\[
\text{Loss}(s, a, s') = \frac{1}{B} \sum_{r_{CF}} \left( r_{CF} - R(s, a, s') \right)^2
\]

where \( s \) is the current state, \( a \) is the action, \( s' \) is the next state if the agent takes action \( a \) from state \( s \), \( r_{CF} \) is the known ground truth reward, \( R \) is the learned reward computed by the trained DNN, and \( B \) is the number of landmarks or mesh points on the contour or surface being deformed. The DNN can be trained using a gradient descent algorithm and backpropagation to learn weights for layers of the DNN that minimize the loss function over all of the training samples.

[0093] A deformation model is used to encode the dense deformation field in order to reduce the dimensionality of the dense deformation field. In one embodiment of the present invention, a parametric deformation model whose parameters are applicable for smooth transitions from one state to its neighbor can be used to encode the dense deformation field. Radial Basis Functions (RBF) are an example of such a parametric deformation model that can be used to encode dense deformation field. FIG. 13 illustrates a Gaussian RBF. As shown in FIG. 13, the Gaussian RBF 1302 can be expressed as

\[
\phi(x) = \frac{1}{d^2 e^{-\frac{(x-x_p)^2 + (y-y_p)^2}{2\sigma^2}}}
\]

The Gaussian RBF 1302 models the deformation of pixels in a neighborhood of a location \((p_x, p_y)\) as having a Gaussian distribution 1304 centered at \((p_x, p_y)\) with magnitude \(d\) and standard deviation \(\sigma\). The Gaussian RBF 1302 computes the deformation \(\phi\) at a point \(x\) based on the distance of \(x\) from the location \((p_x, p_y)\), the magnitude \(d\), and the standard deviation \(\sigma\). In a possible implementation, multiple Gaussian RBFs can be used to approximate the dense deformation field for the moving image. In this case the set of possible actions can correspond to adjustments to the Gaussian parameters, such as location and magnitude, for each of the Gaussian RBFs.

[0094] In another embodiment, a free form deformation (FFD) approach can be used to encode the dense deformation field. In this case, the DNN learns the desired action for moving a limited number of points of a uniform hull while preserving topology. Dense deformation inside the whole is approximated, for example using B-splines or thin plate splines (TPS). In this model, the agent can learn actions that directly modify the B-splines parameters (e.g., direction, amplitude, and extent of the displacement at the B-spline node). In another embodiment, all B-spline parameters are projected onto a subspace representation (e.g., via PCA or any other manifold learning method) and the agent directly modify the transformation parameters in the subspace (e.g., by normalized increment/decrement along a PCA mode).

[0095] In another embodiment, various types of manifolds that reduce the dimensionality of the action space through encoding the dense deformation field can be used as the deformation model. In this case, the action space of deformations is learned from a set of training examples using manifold learning (linear or non-linear). Multiple possibilities exist for this purpose, such as principal component analysis (PCA), stacked denoising autoencoder, or deep learning based generative models. The agent actions are performed directly on the subspace parameters (e.g., via PCA or any other manifold learning method). The agent directly modifies the transformation parameters in the subspace (e.g., by normalized increment/decrement along a PCA mode) and the resulting deformation field is reconstructed from the updated subspace parameterization.

[0096] The deformation model can be dense model or a correspondence based model. In one embodiment, the deformation model is a dense model. In this case, the deformation model encodes the entire dense deformation field of the moving image (or image region/image patch) to be regis-
For a dense model, in addition to the two input images (i.e., fixed and moving images) in each training image pair, ground truth deformation fields ΔDFs are used to train the encoder/decoder and the DNN. ΔDFs can be small deformation updates or, in the case of diffeomorphic deformation, stationary velocity field updates or even kinetic moment updates in the case of time-varying velocity field representation of the deformation, like in the Large Deformation Diffeomorphic Metric Mapping (LDDMM). As only small deformation fields (resulting from applying one action) are required, the ground truth ΔDFs can be obtained from existing deformable registration algorithms. According to an advantageous implementation, to avoid learning possible insufficient deformation fields resulting from such existing deformable registration algorithms, the algorithm’s output can be used to produce a new warped version of the fixed image (generated by warping the moving image by the deformation field output by the algorithm) which can be used in the training instead of the original fixed image. The new fixed training image may be different that the original fixed image, but by applying this scheme it is guaranteed that the real ground truth deformation field is used for training, as long as any reasonable deformation field is provided by the existing deformable registration algorithm used.

In another embodiment, the deformation model is a correspondence based model. In this case, the deformation model encodes a sparse deformation field corresponding to deformations of the particular points (e.g., landmarks or control points) or structures in the moving image that having correspondences in the fixed image. In addition to the two input images (i.e., fixed and moving images) of each training image pair, point correspondences or segmentations of deforming structures in the images are also used for training. The segmentations can be performed manually, automatically, or semi-automatically using various segmentation algorithms. In the case of precise segmentations, exact point correspondences exist and can be used as the ground truth sparse deformation field for training. It is also possible to establish point correspondences between the fixed and moving images in the training image pairs using a ray-shooting algorithm. Given a segmentation mask, in order to retrieve distributed points on the surface of a convex structure of interest, a ray-shooting algorithm can be performed that shoots rays from the center of mass to the surface with equal angular distances and selects the points where the rays leave the mask as landmark positions. By applying this procedure, the topology of landmarks is guaranteed. If the landmark positions are extracted in the same way across the whole training data set, the DNN learns the topology in training and may learn to connect landmarks to specific landmarks.

Once the sparse deformation field for the point correspondences is obtained, the dense flow field can be obtained by interpolation and extrapolation, for example using RBFs. In another possible implementation, a neural network, such as an autoencoder, can be trained to find a mapping between the sparse deformation field and the dense flow field. FIG. 14 illustrates a framework for encoding flow actions output from a trained DNN according to an embodiment of the present invention. As shown in FIG. 14, a fixed image F and a moving image M are input to the trained DNN 1400. The DNN 1400 extracts features from the fixed and moving images and predicts best flow action based on the current state of the fixed and moving images.

A deformation model is selected for flow encoding, and the trained DNN 1400 outputs encoded flow actions 1402 in the parameter space/component space of the deformation model used for the flow encoding. The encoded flow action 1402 is then used to perform decoding of the encoded flow 1404, and flow decoding is performed to decode the encoded flow 1404 into a decoded flow field 1406. Path A represents the case in which the deformation model is a dense model. In this case, the decoded flow field 1406 is a dense deformation field and is applied to the moving image to generate the warped moving image 1408, which is input to the DNN 1400 as the moving image M for the next iteration. Path B represents the case in which the deformation model is correspondence based model. In this case, the decoded flow field is used to transform a mesh (1410) of a segmented structure in the moving image. A dense deformation field is then computed based on the deformation of the mesh using interpolation and/or extrapolation 1412, and the dense deformation field is applied to the moving image to generate the warped moving image 1408, which is input to the DNN 1400 as the moving image M for the next iteration.

The action design is highly related to the choice of encoding method. In particular, for each type of deformation model that can be used for the encoding, a set of actions can be defined by small adjustments (+/-) to various parameters or components of that deformable model. In an advantageous embodiment, RBFs, such as Gaussian functions are used and a subspace of their parameters space is used as the action space. For example, the location (mean) and magnitude parameters of the Gaussian RBFs can be used to define the set of actions. In particular, the set of actions can be include +/- predetermined adjustments of the location (mean) and magnitude parameters for each Gaussian RBF used to model the deformation of the moving image.

In an advantageous implementation, Gaussian kernels can be placed at landmark positions in the moving image, such as at control points on a contour or mesh of a segmented organ of interest, and the agent can be driven to align the contours of the of the organ of interest as in an FFD approach. FIG. 15 illustrates examples of deforming a contour of an organ of interest using Gaussian kernels. As shown in example 1500 of FIG. 15, contour F represents a contour of a segmented target organ in the fixed image and contour M represents a contour of the segmented target organ in the moving images. Gaussian kernels are placed at each of a plurality of landmarks 1501, 1502, 1503, 1504, 1505, 1506, 1507, and 1508 and the parameters of the Gaussian kernels are adjusted to iteratively deform contour M to align contour M with contour F. Coarse-to-fine registration can be reached by combining or joining neighboring Gaussian kernels and moving them together, such as in Example 1510 of FIG. 15. That is when an action is selected to move a Gaussian kernel at one landmark point, the Gaussian kernels at neighboring landmark points may be moved as well. The magnitude of movement can be controlled by a separate Gaussian process such that movements of the neighboring Gaussian kernels decrease with a distance to the chosen Gaussian kernel. Neighbor relationships can be fixed by predefining the topology. In order to achieve coarse-to-fine registration, when the contour in the moving image is close to the contour in the fixed, the Gaussian kernels may be moved without the joint movement of the neighboring Gaussian kernels. As shown in example 1510 of FIG. 15, in a first stage of deforming the contour M in the
moving image, when an action is selected to move the Gaussian kernel at landmark 1511 by 1 mm, the Gaussian kernels at landmarks 1512 and 1513 are each moved by 0.72 mm and the Gaussian kernels at landmarks 1514 and 1515 are each moved by 0.26 mm. In the last stage, when the contour M is close to the contour F, the same action only causes the Gaussian kernel at landmark 1511 to move 1 mm.

[0101] In an advantageous implementation, a fixed step size can be used for action values on a pixel level (e.g., +/-1 pixel movements) that can be adjusted through the above described joint action method. The step size can be used to control convergence speed in contrast to precision. Bigger step sizes may be used in early deformations to roughly approach the fixed structure and then smaller step sizes can be used combined with smaller impact on the neighbors and joining less actions to reach a finer registration. In another possible implementation, adjusted step sizes may be applied in relation to the reward either using a fixed set of step sizes or using continuous action spaces. In the case of using principal components actions, which are either increasing or decreasing the components action values, a fixed number (e.g., +/-1) can be used to increase or decrease the components action values. As the action space can be large, and a greedy agent exploration scheme may be computationally inefficient and lead to long training times, sparse exploration schemes can be used. This can be achieved by applying a hierarchical approach on the parameters (multi-scale parameter representation). Different DNNs are trained with different step sizes. The first DNN with largest step size starts, the second takes over, and so on. Alternatively, an actor-critic architecture can be applied, where the actor (a first trained DNN) decides which action to take and the critic (a second trained DNN) evaluates the value of the action. This makes the training of continuous step sizes possible, as the two deep neural networks are trained iteratively, one to pick the action, the second one to choose the step size.

[0102] Various types of reward functions can be used for training the DNN. The reward function may be based on human-level recognition or may be a reward that is directly obtained from available ground truth deformation fields. Direct reward functions require the knowledge of the ground truth deformation field during training. As such ground truth data is not typically available for real medical image data, artificially generated deformation fields which are generated under controlled conditions can be used instead. In one embodiment, in the case of parametric deformation models, the distance of encoded components: $|c_{vr} - c_{current}|$, $|c_{vr} - c_{move}|$ can be directly used as the reward, where $c_{vr}$ is the ground truth encoded components or parameters of the deformation model.

[0103] Reward functions can also be designed based on human-level recognition, that is, the deformation is considered satisfactory when the image content (anatomic structures and boundaries) are well aligned. In one embodiment, the image difference: $-\sum |I_{ref} - I_{move(t)}|^2$ can be used as the reward function. In another embodiment, landmark/mesh differences: $\sum |P_{ref} - P_{move(t)}|$ can be used as the reward function, where $P_{ref}$ denotes a set of landmarks or mesh points in the reference image and $P_{move(t)}$ denotes the set of landmarks or mesh points in the current moving image. In another embodiment, the image difference+the landmark/mesh differences: $\sum |I_{ref} - I_{move(t)}|^2 + \mu \sum |P_{ref} - P_{move(t)}|$ can be used as the reward function, where $\mu$ is a weighting factor. In another embodiment, instead of the image difference, a deep learned similarity measure: $\text{sim}(I_{ref}, I_{move(t)})$ can be used as the reward function.

[0104] Once the DNN is trained (in step 1000 of FIG. 10) to predict action values for the actions in the defined action space, the trained DNN is then used in the registration of newly received images. Returning the FIG. 10, at step 1002, first and second medical images are received. For example, the first and second medical images can be 2D or 3D images acquired using different imaging modalities (e.g., CT, MRI, ultrasound, PET, DynaCT, etc.), images of the same patient acquired at different times, or images acquired from different patients. The first and second medical images may be received directly from image acquisition devices, such as a CT scanner, MRI scanner, ultrasound device, C-arm image acquisition device, etc., or may be received by loading previously stored medical images from a memory or storage of a computer system or receiving the medical images in an electronic transmission from another computer system. One of the medical images is designated as the reference/fixed image $I_{ref}$ and the other is designated as the moving image $I_{move}$.

[0105] A pre-processing stage may be performed before proceeding to step 1004. For example, one or more anatomical objects of interest (e.g., organs) can be segmented in each of the first and second medical images in order to define contours or meshes in the first and second images so that a contour or mesh in the moving image can be deformed to match the contour or mesh in the fixed image. A landmark or point of interest, such as a center of mass of an organ of interest, can be detected in each of the first and second images, and the first and second images can be initially aligned with respect to the point of interest.

[0106] At step 1004, action values for possible actions can be calculated based on the current by the trained DNN. The trained DNN inputs the fixed image and the current moving image which is warped based on a current dense deformation field. In the first iteration, the current moving image is not yet warped. The trained DNN extracts features from the fixed and moving images, which provide an observation of the current state, and computes action-values for actions corresponding to adjustments of parameters in a parameter space of a deformation model used to encode the deformation of the moving image. The trained DNN may apply a probabilistic model to determine the action-values for the set of actions.

[0107] At step 1006, an action is selected based on the action-values calculated by the trained DNN. The action corresponds to an adjustment to a parameter in the parameter space of the deformation model used to encode the deformation of the moving image. The action with the highest predicted action-value may be selected.

[0108] At step 1008, a delta dense deformation field $\Delta DF$ is computed based on the selected action and the deformable model used to encode the deformation of the moving image. The $\Delta DF$ is a small dense deformation field corresponding to the selected action that provides an incremental adjustment to the overall deformation of the moving image. In one embodiment, when the deformation model used to encode the deformation of the moving image is a dense model that represents an entire deformation field of the moving image, the adjustment to the parameter in the parameter space of the deformation model corresponding to the selected action is performed and the change in the parameter space of the
A deformation model is decoded which maps the change in the parameter space of the deformation model to the $\delta F$. In another embodiment, the deformation model used to encode the deformation of the moving image is a correspondence-based model that models deformation of landmark or control points of a structure of interest in the moving image. In this case, the adjustment to the parameter in the parameter space of the deformation model corresponding to the selected action is performed and the change in the parameter space of the deformation model is decoded, which maps the change in the parameter space of the deformation model to movement of the landmarks or control points to deform a contour or mesh of the structure of interest in the moving image. The $\delta F$ for the entire moving image is then calculated from the deformation of the contour or mesh in the moving image, for example using interpolation and/or extrapolation.

At step 1010, the delta dense deformation field $\delta F$ is applied to the moving image to warp the moving image. At step 1012, it is determined whether a stop condition has been met. For example, the stop condition can be met a predetermined maximum number of iterations has been performed, when the moving image converges, or when an error value between the fixed and moving images or between landmarks or mesh points in the fixed and moving images is less than a threshold value. If the stop condition has not yet been met, the method returns to step 1004 and repeats steps 1004-1012. Accordingly, the moving image is iteratively warped until the stop condition is met. When the stop condition is met, the method proceeds to step 1014.

At step 1014, the registration result is output. The registered first and second medical images (i.e., the fixed image and the final warped moving image) can be output by displaying the registered first and second medical images on a display of a computer system. The registered first and second medical images can be displayed in the same coordinate system. For example, the registered first and second images can be overlaid and displayed as a fused image. In addition to displaying the registered first and second images, the final dense deformation field used to warp the moving image, which is a composition of all the $\delta F$ applied to the moving image, can be visualized and displayed on the display of the computer system. The individual $\delta F$s applied to the moving image can also be visualized and displayed. The registered first and second medical images, as well as the final dense deformation field and/or the individual $\delta F$s can also be output by being electronically transmitting to a remote computer system to be displayed on a display of the remote computer system.

Although FIG. 10 only shows outputting the final registration result, it is also possible that the incremental registration results resulting from warping the moving image using the current dense deformation field can be output (e.g., displayed on a display of a computer system) as each iteration of steps 1004-1012 is performed. Such incremental results would allow a user to view each adjustment made by the intelligent artificial agent to the deformation of the moving image in real-time as the artificial agent iteratively warps the moving image to register the moving image to the fixed image.

As described above, the point correspondence between the fixed and the moving images can be established using a ray-shooting algorithm that, given a segmentation mask of an object of interest shoots rays from the center of mass of the object to the surface with equal angular distances and selects the points where the rays leave the segmentation mask and landmark positions. This ray-shooting algorithm can be performed in the pre-processing phase prior to performing the registration. As these landmarks are not anatomically distinct points and are more utilized as regions for which actions can be selected by the trained DNN, this approach can be extended to shoot rays multiple times for the same landmark region with slightly varying angles from the center. That is, in a possible embodiment, the registration using the method of FIG. 10 can be performed multiple times using different landmarks acquired by ray-shooting with different angles to drive the registration to provide better representation of the shape of the object of interest in between the original landmark locations. The registration results from the various registrations can then be combined. After running the registration process individually for each set of landmarks, multiples of the number of landmarks can be retrieved as point correspondences, which can result in a more accurate registration.

In an advantageous embodiment, in order to increase the registration accuracy a hierarchical (multi-stage) framework based on higher resolution image patches may be utilized to perform deformable image registration. The first stage of the multi-stage deformable image registration method is performed on the full moving and fixed images using a first trained DNN. For example, the first stage can be performed as describe above in the method of FIG. 10. A second stage performs refinement then performs refinement of the registration estimated in the first stage based on higher resolution image patches extracted from the fixed and moving images using a second trained DNN. After the first stage registration on the full moving and fixed images, patches centered at the new landmark positions of the moving image are extracted from higher resolution versions of the fixed image and the current moving image. For example the higher resolution versions of the fixed and moving images can have high-resolution images generated by up-sampling the fixed and moving images. Alternatively, the first stage can be performed on reduced resolution fixed and moving images generated by down-sampling the fixed and moving images acquired from the image acquisition devices, and the higher resolution versions are the original resolution fixed and moving images acquired from the image acquisition devices. FIG. 16 illustrates patch extraction from landmark positions of the moving image. As shown in FIG. 16, patches 1602, 1604, 1606, 1608, and 1610 are extracted at landmark locations in the moving image. Each of the image patches 1602, 1604, 1606, 1608, and 1610 is centered at the respective landmark and is oriented to be aligned with a normal of the contour at the respective landmark location. The image patches are extracted from the same locations in the fixed image.

FIG. 17 illustrates a framework for performing the second stage of the multi-stage deformable registration according to an embodiment of the present invention. As shown in FIG. 17, the image patches (F) extracted from the higher resolution fixed image and the image patches (M) extracted from the higher resolution moving image are input to a trained DNN 1700. All of the patches are input to the DNN 1700 in different channels. The deformation model, reward system, and action definitions can stay the same as in the first stage. However, the image warping is executed on
a higher resolution. As the network is likely slower due to patch extraction, multiple channels, and higher resolution warping, in an advantageous embodiment, the method of FIG. 17 is used as a refinement step after the first stage is used to perform rough registration. The DNN 1700 extracts features from the input higher resolution image patches and calculates rewards for the set of actions. The best action is selected and the higher resolution moving image is warped based on the selected action, which results in movement of one or more of the landmark positions. Updated input image patches are obtained from the higher resolution moving image at the locations of the updated landmark locations in the moving image, and updated image patches at the same locations are obtained from the higher resolution fixed image. This process then repeats until a stop condition is reached. The step size for the actions can also be increased to reduce the number of steps at higher resolution or decreased to reach a higher accuracy.

[0116] Clinical Workflow for Autonomous Artificial Intelligence Based Image Registration

[0117] Due to the vast number of applications to which image fusion/registration can be applied, it is challenging to develop a general method that works robustly for all cases. According to an advantageous embodiment of the present invention, various trained intelligent artificial agents can be used to autonomously implement a clinical workflow that recognizes the registration task or tasks to be performed to achieve fusion of two or more medical images without the need of user interaction. FIG. 18 illustrates a method of autonomous artificial intelligence (AI)-based image registration according to an embodiment of the present invention. The method of FIG. 18 utilizes various intelligent artificial agents to perform various tasks related to image registration. Each intelligent artificial agent is implemented by one or more processors of one or more computer systems executing computer program instructions defining operations the artificial agent. In order to perform its designated task, each artificial agent autonomously observes a state of its environment and performs actions learned via artificial intelligence/machine learning techniques.

[0118] At step 1802, two or more medical images to be fused are received. The medical images may be 2D or 3D images acquired using any medical imaging modality. The medical images may be received directly from one or more medical imaging acquisition devices, received by loading previously stored medical images from a memory or storage of a computer system, or received via one or more electronic transmissions from a remote computer system.

[0119] At step 1804, an imaging modality is detected for each of the medical images to be fused. A trained intelligent artificial agent automatically detects the imaging modality (e.g., CT, MRI, Ultrasound, DynaCT, PET, etc.) for each image to be fused. In an exemplary implementation, the trained artificial agent can utilize one or more trained deep neural networks (DNN) to detect the imaging modalities of the medical images.

[0120] At step 1806, body parts are detected in each of the medical images to be fused. For each image, a trained intelligent artificial agent corresponding to the imaging modality detected for that agent automatically detects a region of the body (e.g., cardiac, abdominal, head, full body, etc.) present in that image. In an alternative implementation, it is possible that an intelligent artificial agent can be trained to perform the modality and the body region detection in the same step. In addition to detecting the body region present in each image, a trained artificial agent corresponding to the detected body region and imaging modality can be used to detect and/or segment specific anatomical structures, such as organs, vessels, landmarks, etc. in each image. For example, a trained artificial agent may use deep learning based segmentation.

[0121] At step 1808, rigid-body alignment of the medical images is performed by a trained artificial agent. In particular, for a given pair of images (or given configuration of multiple images), a trained artificial agent corresponding to the right configuration (i.e., imaging modality and anatomy) aligns the images by performing rigid-body registration of the images, as described above in the embodiment FIG. 5. Multiple intelligent artificial agents can be trained using supervised deep reinforcement learning as described above, each trained to perform rigid-body registration for a different configuration of imaging modality and anatomy. In a possible implementation, the medical images can be downsampled to generate reduced-resolution images can the rigid registration can be performed based on the reduced-resolution images for fast alignment.

[0122] At step 1810, an accuracy analysis of the alignment is performed and it is determined whether the accuracy of the alignment is sufficient. A trained artificial agent can evaluate the accuracy of the alignment and assign an accuracy measure or confidence value to the alignment. The trained artificial agent may also be trained to consider whether the alignment would be improved by deformable registration. If the accuracy of the alignment is determined to be sufficient, the method proceeds to step 1818. If the accuracy of the alignment is determined to be insufficient and considered to be improvable by deformable registration, the method proceeds to step 1812.

[0123] At step 1812, sparse parametric alignment of the medical images is performed by a trained artificial agent. In particular, a trained artificial agent corresponding to the right configuration (i.e., imaging modality and anatomy) can perform the sparse deformable image registration of the medical images using the method of FIG. 10 with a sparse parametric deformation model. For example, a thin plate spline (TPS) model can be used as the deformation model. The trained artificial agent can be trained using supervised trajectory learning, as described above, with the movement (action) in each step corresponding to movement of one of the TPS control points. The total maximum movement of a TPS control point can be constrained since rigid-body alignment is performed beforehand.

[0124] At step 1814, an accuracy analysis of the alignment is performed and it is determined whether the accuracy of the alignment is sufficient. A trained artificial agent can evaluate the accuracy of the alignment and assign an accuracy measure or confidence value to the alignment. The trained artificial agent may also be trained to consider whether the alignment would be improved by dense deformable registration. If the accuracy of the alignment is determined to be sufficient, the method proceeds to step 1818. If the accuracy of the alignment is determined to be insufficient and considered to be improvable by dense deformable registration, the method proceeds to step 1816.

[0125] At step 1816, dense field alignment of the medical images is performed by a trained artificial agent. In one embodiment, a trained artificial agent corresponding to the right configuration (i.e., imaging modality and anatomy) can
perform the sparse deformable image registration of the medical images using the method of FIG. 10 with a dense deformation model. Although not shown in FIG. 18, in a possible implementation, a final alignment accuracy evaluation may be performed by a trained artificial agent before proceeding to step 1818.

[0126] At step 1818, modality and anatomy specific fusion is performed for the aligned medical images. A trained intelligent artificial agent fuses the information from all of the images using learned proper visualization and quantification methods according to the detected modality, anatomy, and alignment accuracy. For example, the trained artificial agent can tune cinematic rendering based on the fused knowledge for hyper-realistic accuracy. Data enhancement can be achieved by the trained artificial agent selecting, for each voxel, which information (from which of the aligned medical images) to show, such as an ultrasound image with scar tissue highlighted.

[0127] At step 1820, procedure phase detection and phase-specific fusion are performed. A trained intelligent artificial agent detects the phase of the procedure (e.g., surgery/intervention) based on the medical images and fuses information associated with the current phase in the aligned medical images.

[0128] At step 1822, longitudinal trend analysis and prediction are performed. A trained intelligent artificial agent learns trends from longitudinal data and predicts a next step to guide procedure based on the learned trends.

[0129] According to an advantageous implementation, a “master” intelligent artificial agent can be trained to control the workflow of FIG. 18. Various trained artificial agents for various registration tasks and various modality/anatomy configurations can be stored in one or more databases on a storage device of a computer system or networked “cloud”-based storage. The master intelligent artificial agent is trained to determine which other trained intelligent artificial agents are retrieved to perform the various steps of the method of FIG. 18.

[0130] Direct Regression of Regression Parameters

[0131] In the above described embodiments, in order to perform registration of medical images, artificial agents use trained DNNs to iteratively select actions that adjust the transformation parameters. In an alternative embodiment, medical image registrations can be performed using a DNN that is trained to directly regress the transformation parameters given two (or more) input images to be registered. In this case, instead of iteratively selecting registration actions, the first and second images (i.e., fixed and moving images) are input into the trained DNN and the trained DNN directly outputs the transformation parameters that register the moving image to the fixed image. In an exemplary implementation, for a parametric transformation (e.g., rigid transformation, affine transformation, or parametric deformation), a deep neural network for regression can be trained based on training pairs with known ground truth transformations with the loss function being calculated on the transformation parameters. In another exemplary implementation, for dense deformation fields, a deep encoder-decoder can be trained based on training pairs with known ground truth transformations to directly output the deformation field. A method for training such a deep neural network using weakly supervised deep dense correspondence learning is described below.

[0132] Deformable Image Registration Using Weakly Supervised Deep Dense Correspondence Learning

[0133] Deep Learning methods typically require a large number of labeled images to supervise the training, and such data is often not available and difficult to obtain for deformable image registration (i.e., estimating dense correspondence between images). Specifically, the “label” for deformable image registration is a dense vector field, which is very difficult to manually annotate. In an advantageous embodiment of the present invention, cycle consistency of dense correspondences among multiple images is exploited to supervise deep dense correspondence learning for deformable image registration without the need for manually annotated labels.

[0134] FIG. 19 illustrates a method of training a deep neural network (DNN) for deformable image registration using weakly supervised deep dense correspondence learning according to an embodiment of the present invention. At step 1902, a first pool (A) of medical images with unknown dense correspondence is obtained. The medical images in pool A can be obtained from a database of stored medical images. Alternatively, the medical images in pool A can be obtained by acquiring images using an image acquisition device. The medical images in pool A can be any type of medical images depending on a registration task for which the DNN is being trained.

[0135] At step 1904, a second pool (B) of medical image pairs with known dense correspondence is obtained. The medical image pairs can be acquired using one or more image acquisition devices or can be obtained from a database of stored medical images. The size of pool B will likely be much smaller than the data pool (A) with unknown dense correspondence. Various techniques can be used to obtain the dense correspondence between the medical image pairs in pool B. In one possible implementation, the dense correspondence between the medical image pairs can be manually annotated. In another possible implementation, one medical image can be artificially deformed via a deformation model, such as a spline model, statistical model biomechanical model, etc. The original image and the deformed image form a pair with a known dense correspondence. In another possible implementation, image pairs can from the same patient can be acquired with a certain motion tracking method that provides the dense correspondence between the images. For example, tagged cardiac MRIs, or CT/MR images acquired with respiratory and/or cardiac phase recorded as a surrogate signal of the underlying motion can be used to obtain paired images with known dense correspondence.

[0136] At step 1906, M image pairs that form a loop are selected from pool B. For example, image pairs (I1, I0), (I2, I1), (In, In-1) can be selected from pool B if M=3. The dense correspondences for the selected image pairs (I1, I0), (I2, I1), (In, In-1) are denoted as F(x,y), F(x,y), F(x,y) respectively. The image pairs can be picked randomly. M can be any integer greater than 1. In an exemplary implementation, M=3 and the method of FIG. 19 is described using the example of M=3.

[0137] At step 1908, N images are selected from pool A. The N images selected from pool A are referred to as I0, I1, . . . , In. These images can be selected randomly from pool A.

[0138] At step 1910, the image pairs selected from pool B and the images selected from pool A are combined to form a training dataset. In particular, the images from pool B and pool A are combined and ordered as I0, I1, . . . , In, I0, I1, I2, . . . , In, I0, I1, I2, . . . , I1, I0, In, . . . , In, I0, I1, I2, . . . , I1. The images I0, I1, . . . , In, I0, I1, I2, . . . , I1, I0, In, . . . , In, I0, I1, I2, . . . , I1.
At step 1912, steps 1906-1910 are repeated multiple times to generate a plurality of training datasets. Each of these training datasets formed by combining the image pairs selected from pool B and the images selected from pool A is treated as a single training example for training the DNN. Accordingly, in an advantageous implementation, steps 1906-1910 are repeated a large number of times to generate a large number of training datasets (training examples).

At step 1914, a deep neural network (DNN) is constructed. In particular, a DNN is constructed that takes two images as an input, and outputs a 3D vector field, which represents the dense correspondence between the two input images. In one embodiment, the DNN can be a Convolutional-Encoder-Decoder Network. FIG. 20 illustrates an exemplary network architecture for Convolutional Encoder-Decoder Network 2000 for dense correspondence estimation. In another embodiment, the DNN can use a FlowNet-like architecture. FIG. 21 illustrates an exemplary FlowNet-like deep architecture 2100 for dense correspondence estimation. Other types of DNN architectures can be used as well. The DNN is denoted as $F_{\theta}(\ast, \ast)$, where $W$ denotes the weights of the DNN that are learned in training.

Returning to FIG. 19, at step 1916, for each training dataset, dense correspondences are estimated for each neighboring pair of images in the training dataset. For a given training dataset, the DNN is applied on every neighboring pair of images in $(I_{\alpha}, I_{\beta}, I_{\gamma}, I_{\delta}, I_{\epsilon}, I_{\zeta}, I_{\eta}, I_{\theta}, I_{\iota}, I_{\kappa}, I_{\lambda}, I_{\mu}, I_{\nu}, I_{\xi}, I_{\sigma}, I_{\tau}, I_{\upsilon}, I_{\phi}, I_{\chi}, I_{\psi}, I_{\omega})$, resulting in an estimated an estimated dense correspondence being calculated by the DNN for each neighboring image pair in the training dataset, i.e. $F_{\theta}(I_{\alpha}, I_{\beta}), F_{\theta}(I_{\alpha}, I_{\gamma}), F_{\theta}(I_{\alpha}, I_{\delta}), F_{\theta}(I_{\alpha}, I_{\epsilon}), F_{\theta}(I_{\alpha}, I_{\zeta}), F_{\theta}(I_{\alpha}, I_{\eta}), F_{\theta}(I_{\alpha}, I_{\theta}), F_{\theta}(I_{\alpha}, I_{\iota}), F_{\theta}(I_{\alpha}, I_{\kappa}), F_{\theta}(I_{\alpha}, I_{\lambda}), F_{\theta}(I_{\alpha}, I_{\mu}), F_{\theta}(I_{\alpha}, I_{\nu}), F_{\theta}(I_{\alpha}, I_{\xi}), F_{\theta}(I_{\alpha}, I_{\sigma}), F_{\theta}(I_{\alpha}, I_{\tau}), F_{\theta}(I_{\alpha}, I_{\upsilon}), F_{\theta}(I_{\alpha}, I_{\phi}), F_{\theta}(I_{\alpha}, I_{\chi}), F_{\theta}(I_{\alpha}, I_{\psi}), F_{\theta}(I_{\alpha}, I_{\omega})$.

At step 1918, distance metrics are computed to compare the known dense correspondences for the image pairs selected from pool B in each training dataset to dense correspondences artificially generated by concatenating the dense correspondences estimated by the DNN. In a given training dataset, the dense correspondences estimated for the neighboring image pairs by the DNN in step 1916 can be concatenated to artificially generate dense correspondences for the image pairs $(I_{\alpha}, I_{\beta}), (I_{\alpha}, I_{\gamma}), (I_{\alpha}, I_{\delta}), (I_{\alpha}, I_{\epsilon}), (I_{\alpha}, I_{\zeta}), (I_{\alpha}, I_{\eta}), (I_{\alpha}, I_{\theta}), (I_{\alpha}, I_{\iota}), (I_{\alpha}, I_{\kappa}), (I_{\alpha}, I_{\lambda}), (I_{\alpha}, I_{\mu}), (I_{\alpha}, I_{\nu}), (I_{\alpha}, I_{\xi}), (I_{\alpha}, I_{\sigma}), (I_{\alpha}, I_{\tau}), (I_{\alpha}, I_{\upsilon}), (I_{\alpha}, I_{\phi}), (I_{\alpha}, I_{\chi}), (I_{\alpha}, I_{\psi}), (I_{\alpha}, I_{\omega})$.

At step 1920, the DNN is trained based on a loss function constructed from the distance metrics. If the dense correspondences produced by the DNN are correct, i.e., they represent the real correspondences between the images, the concatenated dense correspondence between two images should be the same as the real dense correspondence. This property is referred to as Cycle Consistency. The distance metrics $D_{\alpha\beta}, D_{\beta\gamma}, D_{\gamma\delta}, \ldots, D_{\alpha\omega}$ are used to construct the loss function for training the DNN. For example, the loss function can be a linear combination of $D_{\alpha\beta}, D_{\beta\gamma}, D_{\gamma\delta}, \ldots, D_{\alpha\omega}$. The DNN is then trained (e.g., using backpropagation and gradient descent techniques) to learn weights that minimize the loss function over all of the training datasets.

FIG. 22 illustrates a method for deformable registration of medical images according to an embodiment of the present invention. At step 2202, first and second medical images are received. At step 2204, a DNN trained using weakly supervised deep dense correspondence learning calculates a dense correspondence between the first and second medical images. In particular, the first and second medical images are input to a DNN trained using the method of FIG. 19, and the trained DNN outputs a 3D vector field representing the dense correspondence (i.e., dense deformation field) between the first and second images. At step 2206, the first and second medical images are registered using the dense correspondence. For example, the first image can be registered to the second image by warping the first medical image using the dense correspondence between the first and second medical images. At step 2208, registration result is output, for example, by displaying the registered first and second images on a display of a computer system.

The above described methods for intelligent agent based image registration can be applied to many different medical image registration applications. Various registrations applications for which the above described methods for intelligent agent based image registration can be advantageously applied are described herein. It is to be understood that the above described methods are not limited to these examples and may be applied for other medical imagem registrations applications as well.

In one embodiment, the above described methods for intelligent agent based image registration may be applied to perform fusion of ultrasound and volumetric cardiac images (e.g., MR or CT) for joint function, flow, anatomy, and coronary assessment. Previous registrations techniques require explicitly defining a segmentation of a coronary structure (e.g., full heart, chamber(s), valve) or anatomical landmarks. The above described methods enable the fusion of ultrasound and volumetric cardiac image (e.g., MR or CT) without the need to explicitly define a segmentation or landmarks.

In another embodiment, the above described methods for intelligent agent based image registration may be applied to register CT or MR images to ConeBeam CT images. Interventional ConeBeam CT is often used to guide surgeries or interventions (e.g., cardiac interventions, spine surgery, etc.). Interventional ConeBeam CT often suffers from image artifacts due to device, which makes robust image registration difficult using previous registration tech-
techniques. The above described methods provides robust registration of CT or MR images to Conebeam CT images even in images with noise or image artifacts, which allows to image data from the pre-operative CT or MR images to be fused with the interventional ConeBeam CT images used for guiding an intervention or surgical procedure.

In another embodiment, the above described methods of intelligent agent based image registration may be applied to perform automatic change detection through deformable registration. For example, a previously acquired medical image of a patient and a follow-up medical image of the same patient can be registered using the above described methods for intelligent agent based deformable image registration in order to determine a deformation field that shows changes to the anatomy of the patient over time. Such automatic change detection can be used in cancer screening to detect tumor growth or reduction over time, to track changes in stenoses, plaques, or other abnormalities in coronary arteries or other vessels, or to track changes in any other anatomical structure of patient due to disease or treatment.

In another embodiment, the above described methods for intelligent agent based image registration can be used to perform motion compensation. For example, when registering a pre-operative medical image (e.g., CT or MR) to intraoperative/interventional medical images acquired during a procedure, a trained intelligent artificial agent for image registration can be kept always running in a perpetual state as real-time interventional medical images are acquired and the images are always registered even when movement occurs in the real-time interventional images (e.g., due to patient movement, respiratory motion, or cardiac motion). Using the above described methods, the intelligent artificial agent automatically re-registers the images as the interventional medical images are received in real-time, such that the registration immediately “catches up” to the movement in the real-time images, thus allowing for real-time perpetual compensation of respiratory motion.

The above-described methods for intelligent agent based image registration can be implemented on one or more computers using well-known computer processors, memory units, storage devices, computer software, and other components. A high-level block diagram of such a computer is illustrated in FIG. 23. Computer 2302 contains a processor 2304, which controls the overall operation of the computer 2302 by executing computer program instructions which define such operation. The computer program instructions may be stored in a storage device 2312 (e.g., magnetic disk) and loaded into memory 2310 when execution of the computer program instructions is desired. Thus, the method steps illustrated in FIGS. 2, 3, 4, 5, 6, 7, 10, 12, 14, 17, 18, 19, and 22 may be defined by the computer program instructions stored in the memory 2310 and/or storage 2312 and controlled by the processor 2304 executing the computer program instructions. One or more image acquisition devices 2320, such as a CT scanning device, C-arm image acquisition device, MR scanning device, Ultrasound device, etc., can be connected to the computer 2302 to input image data to the computer 2302. It is possible that the computer and one or more of the image acquisition devices 2320 may be implemented as one device. It is also possible that the image acquisition devices 2320 and the computer 2302 communicate wirelessly through a network or wireless communication protocol. In a possible embodiment, the computer 2302 may be located remotely with respect to the image acquisition devices 2320 and may perform some or all of the method steps of FIGS. 2, 3, 4, 5, 6, 7, 10, 12, 14, 17, 18, 19, and 22 as part of a server or cloud based service. The computer 2302 also includes one or more network interfaces 2306 for communicating with other devices via a network. The computer 2302 also includes other input/output devices 908 that enable user interaction with the computer 2302 (e.g., display, keyboard, mouse, speakers, buttons, etc.). One skilled in the art will recognize that an implementation of an actual computer could contain other components as well, and that FIG. 9 is a high level representation of some of the components of such a computer for illustrative purposes.

The above described methods for intelligent artificial agent based image registration and/or training deep neural networks may be implemented in network-based cloud computing system. In such a network-based cloud computing system, a server communicates with one or more client computers via a network. A client computer may communicate with the server via a network browser application residing and operating on the client computer, for example. A client computer may store data on the server and access the data via the network. A client computer may transmit requests for data, or requests for online services, to the server via the network. The server may perform requested services and provide data to the client computer(s). The server may also transmit data adapted to cause a client computer to perform a specified function, e.g., to perform a calculation, to display specified data on a screen, etc. Certain steps of the above described methods may be performed by a server or by other computers/processors in the network-based cloud-computing system. Certain steps of the above described methods may be performed locally by a client computer in a network-based cloud computing system. The steps of the above described methods for intelligent artificial agent based image registration and/or training deep neural networks may be implemented in network-based cloud computing system may be performed by the network-based cloud-computing system or by a local client computer in any combination. In one embodiment, one or more trained artificial intelligent agents are stored on a server or other remote computer device in the network-based cloud-computing system, and a client computer electronically transmits two or more medical images to be registered to the server of the network-based cloud-computing system. The server and/or other computers/processors in the network-based cloud-computing system performs the registration of the medical images using the one or more trained artificial agents and electronically transmits the registration results to the client computer, which then displays the registration results on a display of the client computer. The method steps to perform the registration in the network-based cloud-computing system can be performed by a single computer device in the network-based cloud-computing system (e.g., the server) or may be distributed on multiple computer devices or processors in the network-based cloud-computing system.

The foregoing Detailed Description is to be understood as being in every respect illustrative and exemplary, but not restrictive, and the scope of the invention disclosed herein is not to be determined from the Detailed Description, but rather from the claims as interpreted according to the full breadth permitted by the patent laws. It is to be understood that the embodiments shown and described herein are only
illustrative of the principles of the present invention and that various modifications may be implemented by those skilled in the art without departing from the scope and spirit of the invention. Those skilled in the art could implement various other feature combinations without departing from the scope and spirit of the invention.

1. A method for intelligent artificial agent based registration of medical images, comprising:
   determining a current state observation of an artificial agent based on a plurality of medical images and current transformation parameters;
   calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained based on a plurality of registered training images, wherein the plurality of actions correspond to predetermined adjustments of the transformation parameters;
   selecting an action having a highest action-value from the plurality of actions and adjusting the transformation parameters by the predetermined adjustment corresponding to the selected action;
   repeating the determining, calculating, and selecting steps for a plurality of iterations; and
   registering the plurality of medical images using final transformation parameters resulting from the plurality of iterations.

2. The method of claim 1, wherein the plurality of medical images includes a first medical image and a second medical image and registering the plurality of medical images using final transformation parameters resulting from the plurality of iterations comprises:
   transforming the second medical image using the final transformation parameters to align the second medical image with the first medical image.

3. The method of claim 1, wherein the plurality of medical images includes a first medical image and a second medical image and determining a current state observation of an artificial agent based on a plurality of medical images and current transformation parameters comprises:
   determining the current state observation by comparing the second medical image transformed by the current transformation parameters and the first medical image.

4. The method of claim 3, wherein determining the current state observation by comparing the second medical image transformed by the current transformation parameters and the first medical image comprises:
   determining the current state observation by subtracting the second medical image transformed by the current transformation parameters from the first medical image.

5. The method of claim 1, wherein the transformation is a rigid-body transformation and the plurality of actions comprises actions corresponding to predetermined adjustments of translation and rotation rigid-body transformation parameters.

6. The method of claim 5, wherein the plurality of actions comprises respective actions corresponding to increasing and decreasing each of the translation and rotation rigid-body parameters by a constant or time-varying step size.

7. The method of claim 6, wherein the transformation is a 3D rigid-body transformation and the rigid-body transformation parameters include three translation parameters and three rotation parameters.

8. The method of claim 6, wherein the transformation is a 2D rigid-body transformation and the rigid-body transformation parameters include two translation parameters and one rotation parameter.

9. The method of claim 1, wherein calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained based on a plurality of registered training images comprises:
   calculating action-values for the plurality of actions available to the artificial agent based on the current state observation using a trained deep neural network (DNN).

10. The method of claim 9, wherein the trained DNN is trained to predict action-values for the plurality of actions based on a plurality of training image pairs with known ground truth transformation parameters using reinforcement learning in which, for each training image pair, a reward for each action of the plurality of actions at a given state is used to train the DNN to learn an optimal registration policy.

11. The method of claim 10, wherein the trained DNN is trained using supervised reinforcement learning, in which the reward for each action of the plurality of actions at a given state is directly calculated based on a decrease in a geodesic distance between the transformation parameters at the given a state and the ground truth transformation parameters for the training image pair resulting from applying the action.

12. The method of claim 11, wherein the plurality of training image pairs includes training image pairs synthetically generated by artificially de-aligning other training image pairs using randomly generated perturbations to the ground truth transformation parameters of the other training image pairs.

13. The method of claim 11, wherein the plurality of training image pairs includes training image pairs synthetically generated from other training image pairs to provide dense sampling close to the ground truth transformation parameters by co-deforming the other training image pairs by randomly generated affine transformations within a range of the ground truth transformation parameters.

14. The method of claim 11, wherein the plurality of training image pairs includes training image pairs synthetically generated by artificially altering image appearance of other training image pairs using synthetic image generators.

15. The method of claim 1, wherein the plurality of medical images includes a first medical image and a second medical image, the transformation is a dense deformation model that models deformations applied to the second medical image, the plurality of actions comprises actions corresponding to adjustments to parameters of the deformation model, and registering the plurality of medical images using final transformation parameters resulting from the plurality of iterations comprises:
   generating a dense deformation field corresponding to final parameters of the deformation model resulting from the plurality of iterations; and
   warping the second medical image to register the second medical image with the first medical image by applying the dense deformation field corresponding to the final parameters of the deformation model.

16. The method of claim 1, wherein calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine
learning based model trained based on a plurality of registered training images comprises:
calculating action-values for each action in an action set including actions to adjust each of the transformation parameters individually by a respective step size, actions to adjust multiple transformation parameters simultaneously by their respective step sizes, and actions to optimize the respective step size for each of the transformation parameters.

17. The method of claim 1, wherein calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained based on a plurality of registered training images comprises:
calculating the action-values for the plurality of actions corresponding to the predetermined adjustments of the transformation parameters and an action-value for a stop registration action based on the current state observation using the trained machine learning based model.

18. The method of claim 17, wherein repeating the determining, calculating, and selecting steps for a plurality of iterations comprises:
repeating the determining, calculating, and selecting steps until the action-value calculated by the trained DNN for the stop registration action is higher than the action-values calculated by the trained DNN for each of the plurality of actions corresponding to the predetermined adjustments of the transformation parameters.

19. The method of claim 1, wherein repeating the determining, calculating, and selecting steps for a plurality of iterations comprises:
repeating the determining, calculating, and selecting steps using a first image resolution of the plurality of medical images and a first machine learning based model trained using training images at the first image resolution until a first stop condition is reached; and
repeating the determining, calculating, and selecting steps using a second image resolution of the plurality of medical images and a second machine learning based model trained using training images at the second image resolution until a second stop condition is reached.

20. An apparatus for intelligent artificial agent based registration of medical images, comprising:
a processor; and
a memory storing computer program instructions, which when executed by the processor cause the processor to perform operations comprising:
determining a current state observation of an artificial agent based on a plurality of medical images and current transformation parameters;
calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained based on a plurality of registered training images, wherein the plurality of actions correspond to predetermined adjustments of the transformation parameters;
selecting an action having a highest action-value from the plurality of actions and adjusting the transformation parameters by the predetermined adjustment corresponding to the selected action;
repeating the determining, calculating, and selecting operations for a plurality of iterations; and
registering the plurality of medical images using final transformation parameters resulting from the plurality of iterations.

21. The apparatus of claim 20, wherein the plurality of medical images includes a first medical image and a second medical image and determining a current state observation of an artificial agent based on a plurality of medical images and current transformation parameters comprises:
determining the current state observation by comparing the second medical image transformed by the current transformation parameters and the first medical image.

22. The apparatus of claim 20, wherein the transformation is a rigid-body transformation and the plurality of actions comprises actions corresponding to predetermined adjustments of translation and rotation rigid-body transformation parameters.

23. The apparatus of claim 20, wherein calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained based on a plurality of registered training images comprises:
calculating action-values for the plurality of actions available to the artificial agent based on the current state observation using a trained deep neural network (DNN).

24. The apparatus of claim 23, wherein the trained DNN is trained to predict action-values for the plurality of actions based on a plurality of training image pairs with known ground truth transformation parameters using reinforcement learning in which, for each training image pair, a reward for each action of the plurality of actions at a given state is used to train the DNN to learn an optimal registration policy.

25. The apparatus of claim 24, wherein the trained DNN is trained using supervised reinforcement learning, in which the reward for each action of the plurality of actions at a given state is directly calculated based on a decrease in a geodesic distance between the transformation parameters at the given state and the ground truth transformation parameters for the training image pair resulting from applying the action.

26. The apparatus of claim 25, wherein the plurality of training image pairs includes training image pairs synthetically generated by artificially de-aligning other training image pairs using randomly generated perturbations to the ground truth transformation parameters of the other training image pairs.

27. The apparatus of claim 25, wherein the plurality of training image pairs includes training image pairs synthetically generated from other training image pairs to provide dense sampling close to the ground truth transformation parameters by co-deforming the other training image pairs by randomly generated affine transformations within a range of the ground truth transformation parameters.

28. The apparatus of claim 20, wherein the plurality of medical images includes a first medical image and a second medical image, the transformation is a dense deformation model that models deformations applied to the second medical image, the plurality of actions comprises actions corresponding to adjustments to parameters of the deformation model, and registering the plurality of medical images using final transformation parameters resulting from the plurality of iterations comprises:
generating a dense deformation field corresponding to final parameters of the deformation model resulting from the plurality of iterations; and warping the second medical image to register the second medical image with the first medical image by applying the dense deformation field corresponding to the final parameters of the deformation model.

29. The apparatus of claim 20, wherein repeating the determining, calculating, and selecting operations for a plurality of iterations comprises:

repeating the determining, calculating, and selecting operations using a first image resolution of the plurality of medical images and a first machine learning based model trained using training images at the first image resolution until a first stop condition is reached; and repeating the determining, calculating, and selecting operations using a second image resolution of the plurality of medical images and a second machine learning based model trained using training images at the second image resolution until a second stop condition is reached.

30. A non-transitory computer readable medium storing computer program instructions for intelligent artificial agent based registration of medical images, the computer program instructions defining operations comprising:

determining a current state observation of an artificial agent based on a plurality of medical images and current transformation parameters;

calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained on a plurality of registered training images, wherein the plurality of actions correspond to predetermined adjustments of the transformation parameters;

selecting an action having a highest action-value from the plurality of actions and adjusting the transformation parameters by the predetermined adjustment corresponding to the selected action; repeating the determining, calculating, and selecting operations for a plurality of iterations; and registering the plurality of medical images using final transformation parameters resulting from the plurality of iterations.

31. The non-transitory computer readable medium of claim 30, wherein the plurality of medical images includes a first medical image and a second medical image and determining a current state observation of an artificial agent based on a plurality of medical images and current transformation parameters comprises:

determining the current state observation by comparing the second medical image transformed by the current transformation parameters and the first medical image.

32. The non-transitory computer readable medium of claim 30, wherein the transformation is a rigid-body transformation and the plurality of actions comprises actions corresponding to predetermined adjustments of translation and rotation rigid-body transformation parameters.

33. The non-transitory computer readable medium of claim 30, wherein calculating action-values for a plurality of actions available to the artificial agent based on the current state observation using a machine learning based model trained on a plurality of registered training images comprises:

calculating action-values for the plurality of actions available to the artificial agent based on the current state observation using a trained deep neural network (DNN).

34. The non-transitory computer readable medium of claim 33, wherein the trained DNN is trained to predict action-values for the plurality of actions based on a plurality of training image pairs with known ground truth transformation parameters using reinforcement learning in which, for each training image pair, a reward for each action of the plurality of actions at a given state is used to train the DNN to learn an optimal registration policy.

35. The non-transitory computer readable medium of claim 34, wherein the trained DNN is trained using supervised reinforcement learning, in which the reward for each action of the plurality of actions at a given state is directly calculated based on a decrease in a geodesic distance between the transformation parameters at the given state and the ground truth transformation parameters for the training image pair resulting from applying the action.

36. The non-transitory computer readable medium of claim 35, wherein the plurality of training image pairs includes training image pairs synthetically generated by artificially de-aligning other training image pairs using randomly generated perturbations to the ground truth transformation parameters of the other training image pairs.

37. The non-transitory computer readable medium of claim 35, wherein the plurality of training image pairs includes training image pairs synthetically generated from other training image pairs to provide dense sampling close to the ground truth transformation parameters by co-deforming the other training image pairs by randomly generated affine transformations within a range of the ground truth transformation parameters.

38. The non-transitory computer readable medium of claim 30, wherein the plurality of medical images includes a first medical image and a second medical image, the transformation is a dense deformation model that models deformations applied to the second medical image, the plurality of actions comprises actions corresponding to adjustments to parameters of the deformation model, and registering the plurality of medical images using final transformation parameters resulting from the plurality of iterations comprises:

generating a dense deformation field corresponding to final parameters of the deformation model resulting from the plurality of iterations; and warping the second medical image to register the second medical image with the first medical image by applying the dense deformation field corresponding to the final parameters of the deformation model.

39. The non-transitory computer readable medium of claim 30, wherein repeating the determining, calculating, and selecting operations for a plurality of iterations comprises:

repeating the determining, calculating, and selecting operations using a first image resolution of the plurality of medical images and a first machine learning based model trained using training images at the first image resolution until a first stop condition is reached; and repeating the determining, calculating, and selecting operations using a second image resolution of the plurality of medical images and a second machine
learning based model trained using training images at the second image resolution until a second stop condition is reached.

* * * * *