SYSTEM AND METHOD FOR ACCESSING A STORAGE AREA NETWORK AS NETWORK ATTACHED STORAGE:

Abstract: A method, system, and apparatus for accessing a plurality of storage devices in a storage area network (SAN) as network attached storage (NAS) in a data communication network is described. A SAN server includes a first interface and a second interface. The first interface is configured to be coupled to the SAN. The second interface is coupled to a first data communication network. A NAS server includes a third interface and fourth interface. The third interface is configured to be coupled to a second data communication network. The fourth interface is coupled to the first data communication network. The SAN server allocates a first portion of the plurality of storage devices in the SAN to be accessible through the second interface to at least one first host coupled to the first data communication network. The SAN server allocates a second portion of the plurality of storage devices in the SAN to the NAS server. The NAS server configures access to the second portion of the plurality of storage devices to at least one second host coupled to the second data communication network.
For two-letter codes and other abbreviations, refer to the "Guidance Notes on Codes and Abbreviations" appearing at the beginning of each regular issue of the PCT Gazette.
System and Method for Accessing a Storage Area Network as Network Attached Storage

Background of the Invention

Field of the Invention

The invention relates generally to the field of storage area networks, and more particularly to providing access to a storage area network as network attached storage.

Related Art

Network attached storage (NAS) is a term used to refer to storage elements or devices that connect to a network and provide file access services to computer systems. NAS devices attach directly to networks, such as local area networks, using traditional protocols such as Ethernet and TCP/IP, and serve files to any host or client connected to the network. A NAS device typically consists of an engine, which implements the file access services, and one or more storage devices, on which data is stored. A computer host system that accesses NAS devices uses a file system device driver to access the stored data. The file system device driver typically uses file access protocols such as Network File System (NFS) or Common Internet File System (CIFS). NAS devices interpret these commands and perform the internal file and device input/output (I/O) operations necessary to execute them.

Because NAS devices independently attach to the network, the management of these devices generally occurs on a device-by-device basis. For instance, each NAS device must be individually configured to attach to the network. Furthermore, the copying of a NAS device for purposes of creating a back-up must be configured individually.

Storage area networks (SANs) are dedicated networks that connect one or more hosts or servers to storage devices and subsystems. SANs may utilize a
storage appliance to provide for management of the SAN. For instance, a storage appliance may be used to create and manage back-up copies of the data stored in the storage devices of the SAN by creating point-in-time copies of the data, or by actively mirroring the data. It would be desirable to provide these and other SAN-type storage management functions for storage devices attached to a network, such as a local area network.

Summary of the Invention

The present invention is directed to a system and method for interfacing a storage area network (SAN) with a first data communication network. One or more hosts coupled to the first data communication network can access data stored in one or more of a plurality of storage devices in the SAN. The one or more hosts access one or more of the plurality of storage devices as network attached storage (NAS). A SAN server is coupled to a SAN. A NAS server is coupled to the SAN server through a second data communication network. The NAS server is coupled to the first data communication network. A portion of at least one of the plurality of storage devices is allocated from the SAN server to the NAS server. The allocated portion is configured as NAS storage in the NAS server. The configured portion is exported from the NAS server to be accessible to the one or more hosts coupled to the first data communication network.

In a further aspect of the present invention, a system and method for managing the allocation of storage from a storage area network (SAN) as network attached storage (NAS) to a data communication network, is described. A storage management directive is received from a graphical user interface. A message corresponding to the received storage management directive is sent to a NAS server. A response corresponding to the sent message is received from the NAS server.

In still a further aspect of the present invention, an apparatus for accessing a plurality of storage devices in a storage area network (SAN) as network attached
storage (NAS) in a data communication network is described. A SAN server includes a first interface and a second interface. The first interface is configured to be coupled to the SAN. The second interface is coupled to a first data communication network. A NAS server includes a third interface and a fourth interface. The third interface is configured to be coupled to a second data communication network. The fourth interface is coupled to the first data communication network. The SAN server allocates a first portion of the plurality of storage devices in the SAN to be accessible through the second interface to at least one first host coupled to the first data communication network. The SAN server allocates a second portion of the plurality of storage devices in the SAN to the NAS server. The NAS server configures access to the second portion of the plurality of storage devices to at least one second host coupled to the second data communication network.

In still a further aspect of the present invention, a storage appliance for accessing a plurality of storage devices in a storage area network (SAN) as network attached storage (NAS) in a data communication network is described. A first SAN server is configured to be coupled to the plurality of storage devices in the SAN via a first data communication network. The first SAN server is configured to be coupled to a second data communication network. A second SAN server is configured to be coupled to the plurality of storage devices in the SAN via a third data communication network. The second SAN server is configured to be coupled to a fourth data communication network. A first NAS server is configured to be coupled to a fifth data communication network. The first NAS server is coupled to the second and the fourth data communication networks. A second NAS server is configured to be coupled to the fifth data communication network. The second NAS server is coupled to the second and the fourth data communication networks. The first SAN server allocates a first portion of the plurality of storage devices in the SAN to be accessible to at least one first host coupled to the second data communication network. The first SAN server allocates a second portion of the plurality of storage devices in the SAN to
the first NAS server. The first NAS server configures access to the second portion of the plurality of storage devices to at least one second host coupled to the fifth data communication network. The second NAS server assumes the configuring of access to the second portion of the plurality of storage devices by the first NAS server during failure of the first NAS server. The second SAN server assumes allocation of the second portion of the plurality of storage devices by the first SAN server during failure of the first SAN server.

The present invention provides many advantages. These include:

1. Ease of use. A graphical user interface (GUI) of the present invention provides a convenient administrative interface. A system administrator may allocate a NAS file system with a single press of a mouse button.

2. Seamless integration into an existing SAN appliance administrative interface. The NAS functionality may be added as a new window in an existing administrative GUI, for example.

3. Maintaining the benefits of a single appliance. In a preferred embodiment, a single appliance is presented that contains data management function and NAS capabilities.

4. Full use of existing SAN appliance data management functions. The features of a SAN appliance (such as data mirroring, virtualization of storage, and instant snapshot copying of storage) are made available to NAS file systems.

5. High-availability. With multiple NAS server capability, the implementation is resistant to single points of failure.

6. High capacity. The NAS implementation is capable of providing data to a large number of clients. It is capable of providing data to UNIX and Windows hosts.

7. Minimal impact on an existing SAN appliance architecture. The NAS implementation has a minimal impact on any existing SAN appliance software code. Addition of the NAS servers does not appreciably degrade the performance of existing features of the SAN appliance.
Further aspects of the present invention, and further features and benefits thereof, are described below. The accompanying drawings, which are incorporated herein and form a part of the specification, illustrate the present invention and, together with the description, further serve to explain the principles of the invention and to enable a person skilled in the pertinent art to make and use the invention.

**Brief Description of the Figures**

In the drawings, like reference numbers indicate identical or functionally similar elements. Additionally, the left-most digit(s) of a reference number identifies the drawing in which the reference number first appears.

FIG. 1 illustrates a storage appliance coupling computer hosts to storage devices in a storage area network, using a communication protocol such as fibre channel or SCSI, according to an example environment.

FIG. 2 illustrates a storage appliance coupling computer hosts to storage devices in a storage area network, as shown in FIG. 1, and further coupling computer hosts in a local area network to the storage area network, according to an exemplary embodiment of the present invention.

FIG. 3A illustrates a block diagram of a storage appliance.

FIG. 3B illustrates a block diagram of a storage appliance with network attached storage server, according to an exemplary embodiment of the present invention.

FIG. 4 illustrates a block diagram of a storage area network (SAN) server, according to an exemplary embodiment of the present invention.

FIG. 5 illustrates a block diagram of a network attached storage (NAS) server, according to an exemplary embodiment of the present invention.

FIG. 6 illustrates a storage appliance coupling hosts in two network types to storage devices in a storage area network, with redundant connections, according to an exemplary embodiment of the present invention.
FIG. 7 illustrates a block diagram of a storage appliance with redundant SAN and NAS servers, according to an exemplary embodiment of the present invention.

FIG. 8 illustrates an example data communication network, according to an embodiment of the present invention.

FIG. 9 shows a simplified five-layered communication model, based on an Open System Interconnection (OSI) reference model.

FIG. 10 shows an example of a computer system for implementing aspects of the present invention.

FIG. 11 illustrates the connection of SAN and NAS servers to zoned switches, according to an exemplary embodiment of the present invention.

FIG. 12 illustrates an example graphical user interface, according to an exemplary embodiment of the present invention.

FIGS. 13A-B show a flowchart providing operational steps of an example embodiment of the present invention.

FIGS. 14A-B show a flowchart providing operational steps of an example embodiment of the present invention.

FIG. 15 illustrates a block diagram of a NAS server, according to an exemplary embodiment of the present invention.

FIGS. 16-29 show flowcharts providing operational steps of exemplary embodiments of the present invention.

The present invention will now be described with reference to the accompanying drawings.
Detailed Description of the Preferred Embodiments
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1.0 Overview

The present invention is directed toward providing full storage area network (SAN) functionality in for Network Attached Storage (NAS) that is attached to, and operating in a network. The present invention utilizes a SAN. The SAN may be providing storage to hosts that communicate with the SAN according to Small Computer Systems Interface (SCSI), Fibre Channel, and/or other data communication protocols on a first network. A storage appliance couples the SAN to the hosts. The present invention attaches the storage appliance to a second network, such that storage in the SAN may be accessed by hosts in the second network as one or more NAS devices. The second network may be a local area network, wide area network, or other network type.

According to an aspect of the present invention, the storage appliance provides data management capabilities for an attached SAN. Such data management capabilities may include data mirroring, point-in-time imaging (snapshot) of data, storage virtualization, and storage security. A storage appliance managing a SAN may also be referred to as a SAN appliance. Typically, these functions are controlled by one or more SAN servers within the SAN appliance. According to the present invention, the SAN appliance also provides NAS capabilities, such as access to file systems stored in the SAN over the second network.

According to an aspect of the present invention, NAS functionality is provided by one or more NAS servers within the SAN appliance. The NAS servers are attached to the SAN servers. The SAN servers communicate with the NAS servers using a protocol containing commands that the NAS servers understand. For instance, these commands may direct the NAS servers to allocate and deallocate storage from the SAN to and from the second network.

In a preferred embodiment, the NAS servers appear as separate hosts to the SAN servers. The SAN servers allocate storage to the NAS servers. In turn, the NAS servers allocate the storage to the second network. For instance, storage
may be allocated in the form of logical unit numbers (LUNs) to the NAS servers. According to the present invention, the NAS server LUNs are virtualized on the second network, instead of being dedicated to a single host. Thus, the SAN appliance can export LUNs to the entire second network.

According to an embodiment of the present invention, a user, such as a system administrator, can control NAS functions performed by the SAN appliance through an administrative interface, which includes a central graphical user interface (GUI). A GUI presents a single management console for controlling multiple NAS servers.

In accordance with the present invention, the SAN appliance allows storage in a SAN to be accessed as one or more NAS devices. The SAN appliance creates local file systems, and then grants access to those file systems over the second network through standard protocols, such as Network File System (NFS) and Common Internet File System (CIFS) protocols. As such, the present invention unifies local SAN management and provides file systems over the second network.

Terminology related to the present invention is described in the following subsection. Next, an example storage area network environment is described, in which the present invention may be applied. Detailed embodiments of the SAN appliance, SAN server, and NAS server of the present invention are presented in the subsequent sections. Sections follow which describe how storage is allocated and de-allocated, and otherwise managed. These sections are followed by sections which describe configuring a NAS server, and handling failure of a NAS server, followed by a summary of NAS protocol messages. Finally, an exemplary computer system in which aspects of the present invention may be implemented is then described.
2.0 **Terminology**

To more clearly delineate the present invention, an effort is made throughout the specification to adhere to the following term definitions as consistently as possible.

- **Arbitrated** A shared 100MBps Fibre Channel transport supporting up to 126 devices and 1 fabric attachment.
- **Fabric** One or more Fibre Channel switches in a networked topology.
- **HBA** Host bus adapter; an interface between a server or workstation bus and a Fibre Channel network.
- **Hub** In Fibre Channel, a wiring concentrator that collapses a loop topology into a physical star topology.
- **Initiator** On a Fibre Channel network, typically a server or a workstation that initiates transactions to disk or tape targets.
- **JBOD** Just a bunch of disks; typically configured as an Arbitrated Loop segment in a single chassis.
- **LAN** Local area network; A network linking multiple devices in a single geographical location.
- **Logical Unit** The entity within a target that executes I/O commands. For example, SCSI I/O commands are sent to a target and executed by a logical unit within that target. A SCSI physical disk typically has a single logical unit. Tape drives and array controllers may incorporate multiple logical units to which I/O commands can be addressed. Typically, each logical unit exported by an array controller corresponds to a virtual disk.
- **LUN** Logical Unit Number; The identifier of a logical unit within a target, such as a SCSI identifier.
NAS  Network Attached Storage; Storage elements that connect to a network and provide file access services to computer systems. A NAS storage element typically consists of an engine, which implements the file services, and one or more devices, on which data is stored.

Point-to-point  A dedicated Fibre Channel connection between two devices.

Private  A free-standing Arbitrated Loop with no fabric attachment.

Public loop  An Arbitrated Loop attached to a fabric switch.

RAID  Redundant Array of Independent Disks.

SCSI  Small Computer Systems Interface; both a protocol for transmitting large blocks of data and a parallel bus architecture.

SCSI-3  A SCSI standard that defines transmission of SCSI protocol over serial links.

Storage  Any device used to store data; typically, magnetic disk media or tape.

Switch  A device providing full bandwidth per port and high-speed routing of data via link-level addressing.

Target  Typically a disk array or a tape subsystem on a Fibre Channel network.

TCP  Transmission Control Protocol; TCP enables two hosts to establish a connection and exchange streams of data; TCP guarantees delivery of data and also guarantees that packets will be delivered in the same order in which they were sent.

Topology  The physical or logical arrangement of devices in a networked configuration.
**UDP**  User Datagram Protocol; a connectionless protocol that, like TCP, runs on top of IP networks. Unlike TCP/IP, UDP/IP provides very few error recovery services, offering instead a direct way to send and receive datagrams over an IP network.

**WAN**  Wide area network; a network linking geographically remote sites.

### 3.0 Example Storage Area Network Environment

In a preferred embodiment, the present invention is applicable to storage area networks. As discussed above, a storage area network (SAN) is a high-speed sub-network of shared storage devices. A SAN operates to provide access to the shared storage devices for all servers on a local area network (LAN), wide area network (WAN), or other network coupled to the SAN.

It is noted that SAN attached storage (SAS) elements can connect directly to the SAN, and provide file, database, block, or other types of data access services. SAS elements that provide such file access services are commonly called Network Attached Storage, or NAS devices. NAS devices can be coupled to the SAN, either directly or through their own network configuration. NAS devices can be coupled outside of a SAN, to a LAN, for example. A SAN configuration potentially provides an entire pool of available storage to each network server, eliminating the conventional dedicated connection between server and disk. Furthermore, because a server's mass data storage requirements are fulfilled by the SAN, the server's processing power is largely conserved for the handling of applications rather than the handling of data requests.

FIG. 8 illustrates an example data communication network 800, according to an embodiment of the present invention. Network 800 includes a variety of devices which support communication between many different entities, including businesses, universities, individuals, government, and financial institutions. As
shown in FIG. 8, a communication network, or combination of networks, interconnects the elements of network 800. Network 800 supports many different types of communication links implemented in a variety of architectures.

Network 800 may be considered to include an example of a storage area network that is applicable to the present invention. Network 800 comprises a pool of storage devices, including disk arrays 820, 822, 824, 828, 830, and 832. Network 800 provides access to this pool of storage devices to hosts/servers comprised by or coupled to network 800. Network 800 may be configured as point-to-point, arbitrated loop, or fabric topologies, or combinations thereof.

Network 800 comprises a switch 812. Switches, such as switch 812, typically filter and forward packets between LAN segments. Switch 812 may be an Ethernet switch, fast-Ethernet switch, or another type of switching device known to persons skilled in the relevant art(s). In other examples, switch 812 may be replaced by a router or a hub. A router generally moves data from one local segment to another, and to the telecommunications carrier, such as AT & T or WorldCom, for remote sites. A hub is a common connection point for devices in a network. Suitable hubs include passive hubs, intelligent hubs, and switching hubs, and other hub types known to persons skilled in the relevant art(s).

Various types of terminal equipment and devices may interface with network 800. For example, a personal computer 802, a workstation 804, a printer 806, a laptop mobile device 808, and a handheld mobile device 810 interface with network 800 via switch 812. Further types of terminal equipment and devices that may interface with network 800 may include local area network (LAN) connections (e.g., other switches, routers, or hubs), personal computers with modems, content servers of multi-media, audio, video, and other information, pocket organizers, Personal Data Assistants (PDAs), cellular phones, Wireless Application Protocol (WAP) phones, and set-top boxes. These and additional types of terminal equipment and devices, and ways to interface them with network 800, will be known by persons skilled in the relevant art(s).
Network 800 includes one or more hosts and/or servers. For example, network 800 comprises server 814 and server 816. Servers 814 and 816 provide devices 802, 804, 806, 808, and 810 with network resources via switch 812. Servers 814 and 816 are typically computer systems that process end-user requests for data and/or applications. In one example configuration, servers 814 and 816 provide redundant services. In another example configuration, server 814 and server 816 provide different services and thus share the processing load needed to serve the requirements of devices 802, 804, 806, 808, and 810. In further example configurations, one or both of servers 814 and 816 are connected to the Internet, and thus server 814 and/or server 816 may provide Internet access to network 800. One or both of servers 814 and 816 may be Windows NT servers or UNIX servers, or other servers known to persons skilled in the relevant art(s).

A SAN appliance or device as described elsewhere herein may be inserted into network 800, according to embodiments of the present invention. For example, a SAN appliance 818 may be implemented to provide the required connectivity between the storage device networking (disk arrays 820, 822, 824, 828, 830, and 832) and hosts and servers 814 and 816, and to provide the additional functionality of SAN and NAS management of the present invention described elsewhere herein. Hence, the SAN appliance interfaces the storage area network, or SAN, which includes disk arrays 820, 822, 824, 828, 830, and 832, hub 826, and related networking, with servers 814 and 816.

Network 800 includes a hub 826. Hub 826 is connected to disk arrays 828, 830, and 832. Preferably, hub 826 is a fibre channel hub or other device used to allow access to data stored on connected storage devices, such as disk arrays 828, 830, and 832. Further fibre channel hubs may be cascaded with hub 826 to allow for expansion of the SAN, with additional storage devices, servers, and other devices. In an example configuration for network 800, hub 826 is an arbitrated loop hub. In such an example, disk arrays 828, 830, and 832 are organized in a ring or loop topology, which is collapsed into a physical star
configuration by hub 826. Hub 826 allows the loop to circumvent a disabled or disconnected device while maintaining operation.

Network 800 may include one or more switches in addition to switch 812 that interface with storage devices. For example, a fibre channel switch or other high-speed device may be used to allow servers 814 and 816 access to data stored on connected storage devices, such as disk arrays 820, 822, and 824, via appliance 818. Fibre channel switches may be cascaded to allow for the expansion of the SAN, with additional storage devices, servers, and other devices.

Disk arrays 820, 822, 824, 828, 830, and 832 are storage devices providing data and application resources to servers 814 and 816 through appliance 818 and hub 826. As shown in FIG. 8, the storage of network 800 is principally accessed by servers 814 and 816 through appliance 818. The storage devices may be fibre channel-ready devices, or SCSI (Small Computer Systems Interface) compatible devices, for example. Fibre channel-to-SCSI bridges may be used to allow SCSI devices to interface with fibre channel hubs and switches, and other fibre channel-ready devices. One or more of disk arrays 820, 822, 824, 828, 830, and 832 may instead be alternative types of storage devices, including tape systems, JBODs (Just a Bunch Of Disks), floppy disk drives, optical disk drives, and other related storage drive types.

The topology or architecture of network 800 will depend on the requirements of the particular application, and on the advantages offered by the chosen topology. One or more hubs 826, one or more switches, and/or one or more appliances 818 may be interconnected in any number of combinations to increase network capacity. Disk arrays 820, 822, 824, 828, 830, and 832, or fewer or more disk arrays as required, may be coupled to network 800 via these hubs 826, switches, and appliances 818.

Communication over a communication network, such as shown in network 800 of FIG. 8, is carried out through different layers. FIG. 9 shows a simplified five-layered communication model, based on Open System Interconnection (OSI) reference model. As shown in FIG. 9, this model includes
an application layer 908, a transport layer 910, a network layer 920, a data link layer 930, and a physical layer 940. As would be apparent to persons skilled in the relevant art(s), any number of different layers and network protocols may be used as required by a particular application.

Application layer 908 provides functionality for the different tools and information services which are used to access information over the communications network. Example tools used to access information over a network include, but are not limited to Telnet log-in service 901, IRC chat 902, Web service 903, and SMTP (Simple Mail Transfer Protocol) electronic mail service 906. Web service 903 allows access to HTTP documents 904, and FTP (File Transfer Protocol) and Gopher files 905. Secure Socket Layer (SSL) is an optional protocol used to encrypt communications between a Web browser and Web server.

Transport layer 910 provides transmission control functionality using protocols, such as TCP, UDP, SPX, and others, that add information for acknowledgments that blocks of the file had been received.

Network layer 920 provides routing functionality by adding network addressing information using protocols such as IP, IPX, and others, that enable data transfer over the network.

Data link layer 930 provides information about the type of media on which the data was originated, such as Ethernet, token ring, or fiber distributed data interface (FDDI), and others.

Physical layer 940 provides encoding to place the data on the physical transport, such as twisted pair wire, copper wire, fiber optic cable, coaxial cable, and others.

Description of this example environment in these terms is provided for convenience only. It is not intended that the invention be limited to application in this example environment. In fact, after reading the description herein, it will become apparent to persons skilled in the relevant art(s) how to implement the invention in alternative environments. Further details on designing, configuring,
and operating storage area networks are provided in Tom Clark, "Designing Storage Area Networks: A Practical Reference for Implementing Fibre Channel SANs" (1999).

3.1 Example Storage Appliance

The present invention may be implemented in and operated from a storage appliance or SAN appliance that interfaces between the hosts and the storage subsystems comprising the SAN. The present invention is completely host (operating system) independent and storage system independent. The NAS functionality of the storage appliance according to the present invention does not require special host software. Furthermore, the NAS functionality according to the present invention is not tied to a specific storage vendor and operates with any type of storage, including fibre channel and SCSI.

The present invention may be implemented in a storage, or SAN, appliance, such as the SANLink™ appliance, developed by StorageApps Inc., located in Bridgewater, New Jersey. In embodiments, a storage appliance-based or web-based administrative graphical interface may be used to centrally manage the SAN and NAS functionality.

A storage appliance, such as the SANLink™, unifies SAN management by providing resource allocation to hosts. In the case of the SANLink™, for instance, it also provides data management capabilities. These data management capabilities may include:

1. Storage virtualization/mapping. All connected storage in the SAN is provided as a single pool of storage, which may be partitioned and shared among hosts as needed.

2. Data mirroring. An exact copy of the data stored in the SAN storage devices is created and maintained in real time. The copy may be kept at a remote location.
3. Point-in-time copying (Snapshot). An instantaneous virtual image of the existing storage may be created. The virtual replica can be viewed and manipulated in the same way as the original data.

4. Storage security. Access to particular storage devices, or portions thereof, may be restricted. The storage devices or portions may be masked from view of particular hosts or users.

Further data management capabilities may also be provided by a storage appliance. According to the present invention, these SAN data management capabilities are now applicable to NAS storage. In embodiments described below, a NAS server may be incorporated into a conventional storage appliance, according to the present invention. In alternative embodiments, the SAN servers and/or NAS servers may be located outside of the storage appliance. One or more SAN servers and/or NAS servers may be geographically distant, and coupled to the other SAN/NAS servers via wired or wireless links.

4.0 Network Attached Storage Embodiments of the Present Invention

FIG. 1 illustrates an example computer environment 100, which may be considered to include a storage area network (SAN). In FIG. 1, storage appliance 108 couples hosts 102, 104, and 106 to storage devices 110, 112, and 114. Storage devices 110, 112, and 114 are coupled to storage appliance 108 via a first data communication network 118. Storage devices 110, 112, and 114 and first data communication network 118 form the storage portion of computer environment 100, and are referred to collectively as SAN 120 herein. Storage appliance 108 manages SAN 120, allocating storage to hosts 102, 104, and 106. Hosts 102, 104, and 106 may be any type of computer system. Hosts 102, 104, and 106 are coupled to storage appliance 108 via a second data communication network 116. First and second data communication networks 118 and 116 typically transport data using a data storage communication protocol such as fibre channel or SCSI.
FIG. 2 illustrates an example computer environment 200, according to an embodiment of the present invention. In computer environment 200, hosts 202, 204, and 206 attached to a network 208 may access the storage devices in SAN 120 as if they are one or more network attached storage (NAS) devices attached directly to network 208.

In FIG. 2, similarly to FIG. 1, a storage appliance 210 couples hosts 102, 104, and 106 to storage devices 110, 112, and 114. Storage devices 110, 112, and 114 are coupled to storage appliance 210 via a first data communication network 118. As described above, storage devices 110, 112, and 114 and first data communication network 118 are referred to collectively as SAN 120. Hosts 102, 104, and 106 are coupled to storage appliance 210 via second data communication network 116. Furthermore, example computer environment 200 shows hosts 202, 204, and 206 coupled to storage appliance 210 via a third data communication network 208.

Hosts 202, 204, and 206, include hosts, servers, and other computer system types that may be present in a data communication network. For instance, one or more of hosts 202, 204, and 206 may be workstations or personal computers, and/or may be servers that manage network resources. For instance, one or more of the servers of hosts 202, 204, and 206 may be network servers, application servers, database servers, or other types of server. Hosts 202, 204, and 206 output requests to storage appliance 210 to write to, or read data from storage devices 110, 112, and 114 in SAN 120. The present invention is applicable to additional or fewer hosts than shown in FIG. 2.

Storage appliance 210 receives storage read and write requests from hosts 202, 204, and 206 via third data communication network 208. The storage read and write requests include references to one or more storage locations in storage devices 110, 112, and 114 in SAN 120. Storage appliance 210 parses the storage read and write requests by extracting various parameters that are included in the requests. In an embodiment, storage appliance 210 uses the parsed read and write request to determine physical storage locations corresponding to the target
locations in a logical data space of SAN 120. The structure and operation of storage appliance 210 is further described below. Storage appliance 210 outputs read and write requests to physical storage/LUNs.

Third data communication network 208 typically is an Ethernet, Fast Ethernet, or Gigabit Ethernet network, or other applicable type of communication network otherwise known or described elsewhere herein. The transport protocol for data on third data communication network 208 is typically TCP/IP, but may also be any applicable protocol otherwise known or mentioned herein.

SAN 120 receives storage read and write requests from storage appliance 210 via first data communication network 118. First data communication network 118 routes the received physical storage read and write requests to the corresponding storage device(s), which respond by reading or writing data as requested. Storage devices 110, 112, and 114 comprise one or more storage devices that may be individually coupled directly to storage appliance 210, and/or may be interconnected in a storage area network configuration that is coupled to storage appliance 210. For example, storage devices 110, 112, and 114 comprise one or more of a variety of storage devices, including tape systems, JBODs (Just a Bunch Of Disks), floppy disk drives, optical disk drives, disk arrays, and other applicable types of storage devices otherwise known or described elsewhere herein.

First data communication network 118 typically includes one or more fibre channel links, SCSI links, and/or other applicable types of communications link otherwise known or described elsewhere herein. SAN 120 may further include switches and hubs, and other devices, used to enhance the connectivity of first data communication network 118.

Redundant configurations may be used to increase system reliability. FIG. 6 illustrates example computer environment 200, according to an exemplary embodiment of the present invention. In FIG. 6, storage appliance 210 couples with hosts 102, 104, 106, 202, 204, and 206, and storage devices 110, 112, and 114, using redundant connections. Storage devices 110, 112, and 114 are coupled
to storage appliance 210 through primary first data communication network 118a and redundant first data communication network 118b. Hosts 102, 104, and 106 are coupled to storage appliance 210 through primary second data communication network 116a and redundant second data communication network 116b. Hosts 202, 204, and 206 are coupled to storage appliance 210 through primary third communications link 602a and redundant third communications link 604, which are each coupled to third data communication network 208. Further details of providing NAS functionality according to the configuration shown in FIG. 6 are provided in sections below.

Description in these terms is provided for convenience only. It is not intended that the invention be limited to application in these example environments. In fact, after reading the following description, it will become apparent to a person skilled in the relevant art how to implement the invention in alternative environments known now or developed in the future. Further detailed embodiments of the elements of computer environment 200 are discussed below.

5.0 Storage Appliance Embodiments According to the Present Invention

Structural implementations for the storage appliance of the present invention are described at a high-level and at a more detailed level. These structural implementations are described herein for illustrative purposes, and are not limiting. In particular, the present invention as described herein can be achieved using any number of structural implementations, including hardware, firmware, software, or any combination thereof. For instance, the present invention as described herein may be implemented in a computer system, application-specific box, or other device. Furthermore, the present invention may be implemented in one or more physically separate devices or boxes. In an embodiment, the present invention may be implemented in a SAN appliance, as described above, which provides for an interface between host servers and storage. Such SAN appliances include the SANLink™ appliance.
According to the present invention, a storage appliance attached to a SAN provides NAS functionality. One or more SAN servers are present in the SAN appliance to provide data management functionality. One or more NAS servers, as further described below, may be installed in the SAN appliance, to provide the NAS functionality. In alternative embodiments, the NAS server may be physically separate from the SAN appliance, and may be connected to the SAN appliance by wired or wireless links. Furthermore, additional components may be present in the SAN appliance, such as fibre channel switches, to provide enhanced connectivity.

FIG. 3A shows an example embodiment of a storage appliance 108, which includes a SAN server 302. SAN server 302 is coupled between first data communication network 118 and second data communication network 116. SAN server 302 allocates storage of SAN 120 to hosts 102, 104, and 106, on an individual or group basis, as shown in FIG. 1. SAN server 302 receives read and write storage requests from hosts 102, 104, and 106, and processes and sends these storage requests to the applicable storage device(s) of storage devices 110, 112, and 114 in SAN 120. Storage devices 110, 112, and 114 process the received storage requests, and send resulting data to SAN server 302. SAN server 302 sends the data to the applicable host(s) of hosts 102, 104, and 106. SAN server 302 also performs data management functionality for SAN 120, as described above.

Note that storage appliance 108 may include more than one SAN server 302. Additional SAN servers 302 may be provided for reasons of redundancy, greater bandwidth and I/O capability, and for additional reasons.

FIG. 3B illustrates an example of a storage appliance 210, according to an embodiment of the present invention. Storage appliance 210 includes a SAN server 302 and a NAS server 304. SAN server 302 is coupled between first data communication network 118 and second data communication network 116, similarly to the configuration shown in FIG. 3A. NAS server 304 is coupled
between second data communication network 116 and third data communication network 208.

In an embodiment, SAN server 302 views NAS server 304 as a host. Storage is allocated by SAN server 302 to NAS server 304, in a manner similar to how SAN server 302 would allocate storage to one of hosts 102, 104, and 106. In other words, SAN server 302 requires little or no modification to interact with NAS server 304. The storage may be allocated in the form of LUNs, for example.

NAS server 304 configures the storage allocated to it by SAN server 302, and exports it to third data communication network 208. In this manner, hosts 202, 204, and 206, shown in FIG. 2, can access the storage in SAN 120.

FIG. 14A shows a flowchart 1400 providing operational steps of an example embodiment of the present invention. FIG. 14B provides additional steps for flowchart 1400. FIGS. 14A-B show a process for interfacing a SAN with a first data communication network. One or more hosts coupled to the first data communication network can access data stored in one or more of a plurality of storage devices in the SAN. The one or more hosts access one or more of the plurality of storage devices as a NAS device. The steps of FIGS. 14A-B may be implemented in hardware, firmware, software, or a combination thereof. Furthermore, the steps of FIGS. 14A-B do not necessarily have to occur in the order shown, as will be apparent to persons skilled in the relevant art(s) based on the teachings herein. Other structural embodiments will be apparent to persons skilled in the relevant art(s) based on the discussion contained herein. These steps are described in detail below.

The process begins with step 1402. In step 1402, a SAN server is coupled to a SAN. For example, SAN server 302 is coupled to SAN 120.

In step 1404, a NAS server is coupled to the SAN server through a second data communication network. For example, NAS server 304 is coupled to SAN server 302 via second data communication network 116.
In step 1406, the NAS server is coupled to the first data communication network. For example, NAS server is coupled to third data communication network 208.

In step 1408, a portion of at least one of the plurality of storage devices is allocated from the SAN server to the NAS server. For example a portion or all of storage devices 110, 112, and 114 are allocated to NAS server 304 by SAN server 302. In an embodiment, the NAS server is viewed from the SAN server as a host attached to the second data communication network. In this manner, SAN server 302 does not require additional configuration in order to be able to allocate NAS storage. For example, the portion of at least one of the plurality of storage devices is allocated from the SAN server to the NAS server in the same manner as the portion would be allocated from the SAN server to a host attached to the second data communication network.

In step 1410, the allocated portion is configured as NAS storage in the NAS server. For example, NAS server 304 configures the allocated portion as NAS storage. Configuration of storage as NAS storage is described in further detail below.

In step 1412, the configured portion is exported from the NAS server to be accessible to the one or more hosts coupled to the first data communication network. For example, NAS server 304 exports the configured portion of storage on third data communication network 208, to be available to one or more of hosts 202, 204, and 206.

In an embodiment, the SAN server is configured to allocate storage from the SAN to at least one host attached to the second data communication network. For example, SAN server 302 is configured to allocate storage from SAN 120 to one or more of hosts 102, 104, and 106 on second data communication network 116. The SAN server is coupled to the second data communication network.

FIG. 14B provides additional exemplary steps for flowchart 1400 of FIG. 14A:
In step 1414, an administrative interface is coupled to the SAN server. For example, in an embodiment, an administrative interface is coupled to SAN server 302. The administrative interface allows for user control of storage allocation by the present invention. The administrative interface may include a graphical user interface. The administrative interface is described in more detail below. In an alternative embodiment, the administrative interface is coupled directly to NAS server 304.

In step 1416, a storage allocation directive is received from the administrative interface by the SAN server. For example, a user graphically or textually inputs a command to effect NAS or SAN storage management, according to the present invention.

In embodiments, redundant NAS servers may be used in a single SAN appliance, and/or each NAS server may itself provide redundant features. For example, in an embodiment, each NAS server 304 includes two Host Bus Adaptors (HBAs) that interface with second communications network 118, for redundancy and fail-over capabilities. Examples of these capabilities are further described in the sections below.

FIG. 7 illustrates a block diagram of storage appliance 210, according to an exemplary embodiment of the present invention. Storage appliance 210 includes a primary SAN server 302a, a redundant SAN server 302b, a primary NAS server 304a, a redundant NAS server 304b, and switches 702a, 702b, 704a, and 704b. Switches 702a, 702b, 704a, and 704b are optional, as required by the particular application. Switches 702a, 702b, 704a, and 704b are preferably fibre channel switches, used for high data rate communication with hosts and storage, as described above. Storage appliance 210 of FIG. 7 is applicable to computer system environment 200 shown in FIG. 6, for example.

Switch 704a is coupled to primary first data communication network 118a. Primary SAN server 302a and redundant SAN server 302b are coupled to switch 704a. Switch 704a couples SAN servers 302a and 302b to primary first
data communication network 118a, as a primary mode of access to storage devices 110, 112, and 114.

Switch 704b is coupled to redundant first data communication network 118b. Primary SAN server 302a and redundant SAN server 302b are coupled to switch 704b. Switch 704b couples SAN servers 302a and 302b to redundant first data communication network 118b, so that they can redundantly access storage devices 110, 112, and 114.

Primary SAN server 302a is coupled to redundant SAN server 302b by SAN server communication link 414. Primary SAN server 302a and redundant SAN server 302b each include two interfaces, such as two HBAs, that allow each of them to be coupled with both of switches 704a and 704b. Additional SAN servers and switches may be coupled in parallel with SAN servers 302a and 302b and switches 704a and 704b, as represented by signals 708a and 708b. In further embodiments, additional switches and SAN servers in storage appliance 210 may be coupled to further redundant networks, or to networks coupled to further storage devices.

Switch 702a is coupled to primary SAN server 302a. Primary NAS server 304a, redundant NAS server 304b, and switch 702a are coupled to primary second data communication network 116a. Switch 702a allows for communication between primary SAN server 302a and primary and redundant NAS servers 304a and 304b, and between SAN server 302a and hosts attached to primary second data communication network 116a.

Switch 702b is coupled to redundant SAN server 302b. Primary NAS server 304a, redundant NAS server 304b, and switch 702b are coupled to redundant second data communication network 116b by switch 702b. Switch 702b allows for communication between redundant SAN server 302b and primary and redundant NAS servers 304a and 304b, and between SAN server 302b and hosts attached to redundant second data communication network 116b.

Primary NAS server 304a and redundant NAS server 304b each include two interfaces, such as two HBAs, that allow each of them to be coupled with
both of primary and redundant second data communication network 116a and 116b. Additional NAS servers and switches may be coupled in parallel with NAS servers 304a and 304b and switches 702a and 702b. In further embodiments, additional switches and NAS servers in storage appliance 210 may be coupled to further redundant networks, or to networks coupled to additional hosts.

Primary NAS server 304a is coupled to primary third communications link 602. Redundant NAS server 304b is coupled to redundant third communications link 604. In further embodiments, additional switches and NAS servers in storage appliance 210 may be coupled to third data communication network 208 through links.

NAS servers 304a and 304b are considered to be peer NAS servers for each other. SAN servers 302a and 302b are considered to be peer SAN servers for each other. In an embodiment, primary NAS server 304a operates to supply NAS functionality to storage appliance 210, as described for NAS server 304 above. In this configuration, redundant NAS server 304b operates as a back-up for primary NAS server 304a, and takes over some or all of the NAS functionality of primary NAS server 304a when NAS server 304a fails. SAN servers 302a and 302b may have a similar relationship. In an alternative embodiment, primary and redundant NAS servers 304a and 304b share the NAS functionality for storage appliance 210. For instance, each of NAS servers 304a and 304b may configure and export some amount of storage to third data communication network 208. Furthermore, NAS servers 304a and 304b may operates as back-up NAS servers for each other. SAN servers 302a and 302b may have a similar relationship.

Further detail on the operation the elements of storage appliance 210 shown in FIG. 7 are provided in sections below.

FIG. 11 illustrates a pair of NAS servers 304a and 304b coupled to a pair of SAN servers 302a and 302b via a pair of fibre channel switches 702a and 702b, according to an embodiment of the present invention. In order to enhance performance, the fibre channel switches 702a and 702b may be zoned to allow NAS servers 304a and 304b to reserve a target on the SAN servers 302a and
302b. FIG. 11 shows the zoning of fibre channel switches 702a and 702b. The first three ports of each fibre channel switch 702a and 702b are zoned into a NAS zone 704a and 704b. This provides NAS servers 304a and 304b uncontented access to target 0 of SAN servers 302a and 302b. Further zoning arrangements for switches are within the scope and spirit of the present invention. Furthermore, the present invention is applicable to additional redundant configurations.

5.1 Example SAN Server Embodiments According to the Present Invention

Exemplary implementations for a SAN server are described in more detail as follows. These structural implementations are described herein for illustrative purposes, and are not limiting. In particular, the present invention as described herein can be achieved using any number of structural and operational implementations, including hardware, firmware, software, or any combination thereof. For instance, a SAN server as described herein may be implemented in a computer system, application-specific box, or other device. Furthermore, the SAN server may be implemented in a physically separate device or box from the SAN appliance and NAS server(s). In a preferred embodiment, the SAN server is implemented in a SAN appliance, as described above.

FIG. 4 illustrates an exemplary block diagram of a SAN server 302, according to an embodiment of the present invention. SAN server 302 comprises a first network interface 406, a second network interface 402, a SAN storage manager 404, a SAN server interface 408, and an operating system 410. FIG. 4 also shows an administrative interface 412, that is coupled to SAN server 302 through GUI communication link 426. Administrative interface 412 may be coupled to SAN server 302 if SAN server 302 is a primary SAN server for a SAN appliance. Administrative interface 412 is more fully described below.

First network interface 406, second network interface 402, and SAN server interface 408 each include one or more host bus adaptors (HBA), network interface cards (NICs), and/or other adaptors/ports that interface the internal
architecture of SAN server 302 with first data communication network 118. First
and second network interfaces 406 and 402, and SAN server interface 408, may
each support fibre channel, SCSI, Ethernet, TCP/IP, and further data
communication mediums and protocols on first data communication network 118,
second data communication network 116, and SAN server communication link
414, respectively.

Operating system 410 provides a platform on top of which application
programs executing in SAN server 302 can run. Operating system 410 may be
a customized operating system, and may be any available operating system, such
as Linux, UNIX, DOS, OS/2, and Windows NT.

SAN storage manager 404 provides data management functionality for
SAN server 302. SAN storage manager 404 includes one or more modules that
are directed towards controlling aspects of data management for the SAN. In the
embodiment shown in FIG. 4, SAN storage manager 404 includes a storage
allocator module 416, a storage mapper module 418, a data mirror module 420,
a snapshot module 422, and a storage security module 424.

Storage allocator module 416 controls the allocation and deallocation of
storage in SAN 120, shown in FIG. 2, to hosts 102, 104, and 106, and to NAS
server 304. Further details about the operation of storage allocator module 416
are described below.

Storage mapper module 418 controls the mapping of logical storage
addresses received from hosts 102, 104, and 106, and from NAS server 304, to
actual physical storage addresses for data stored in the storage devices of SAN
120.

Data mirror module 420 controls the mirroring of data stored in SAN 120
with a remote SAN, when such data mirroring is desired. For instance, data
mirror module 420 may communicate with a data mirror module located in a
remote SAN server, via SAN server interface 408. The remote SAN server is
typically located in a remote SAN appliance, and manages data stored in the
remote SAN. Data mirror module 420 interacts with the remote data mirror module to mirror data back and forth between the local and remote SANs.

Snapshot module 422 controls single point-in-time copying of data in one or more storage devices of SAN 120 to another location, when a snapshot of data is desired.

Storage security module 424 controls the masking of storage devices, or portions of storage devices in SAN 120, from particular hosts and users.

Second network interface 402 receives read and write storage requests from hosts, and from NAS server 304, via second data communication network 116. Second network interface 402 also sends responses to the read and write storage requests to the hosts and NAS server 304 from SAN server 302.

SAN storage manager 404 receives the read and write storage requests from second network interface 402, and processes them accordingly. For instance, SAN storage manager 404 may map the received storage request from a logical storage address to one or more physical storage address. The SAN storage manager 404 outputs the physical storage address(s) to first network interface 406.

First network interface 406 receives a physical read/write storage request from SAN storage manager 404, and transmits it on first data communication network 118. In this manner, first network interface 406 issues the received read/write storage request to the actual storage device or devices comprising the determined physical storage address(s) in SAN 120. First network interface 406 also receives responses to the read/write storage requests from the storage devices in SAN 120. The responses may include data stored in the storage devices of SAN 120 that is being sent to a requesting host, and/or may include an indication of whether the read/write storage request was successful. First network interface 406 outputs the responses to SAN storage manager 404.

SAN storage manager 404 receives the responses from first network interface 406, and processes them accordingly. For example, SAN storage manager 404 may output data received in the response to second network
interface 402. Second network interface 402 outputs the request to second data communication network 116 to be received by the requesting host, or by NAS server 304.

SAN storage manager 404 also communicates with NAS server 304 through second network interface 402, to allocate and deallocate storage from NAS server 304. SAN storage manager 404 may send allocation and deallocation directives, and status directives, to NAS server 304. Network interface 402 may receive responses from NAS server 304, and send these to SAN storage manager 404. In an embodiment, storage allocator module 416 controls this NAS related functionality. Further details of storage allocation and deallocation are provided in sections below.

5.2 Example NAS Server Embodiments According to the Present Invention

Structural implementations for the NAS server of the present invention are described as follows. These structural implementations are described herein for illustrative purposes, and are not limiting. In particular, the present invention as described herein can be achieved using any number of structural implementations, including hardware, firmware, software, or any combination thereof. For instance, a NAS server as described herein may be implemented in a computer system, application-specific box, or other device. Furthermore, the NAS server may be implemented in a physically separate device or box from the SAN appliance and SAN server(s). In a preferred embodiment, the NAS server is implemented in a SAN appliance, as described above,

FIG. 5 illustrates a block diagram of NAS server 304, according to an exemplary embodiment of the present invention. NAS server 304 includes a first network interface 508, a second network interface 502, a NAS file manager 512, and an operating system 510.

First network interface 508 includes one or more host bus adaptors (HBA), network interface cards (NICs), and/or other adaptors/ports that interface
the internal architecture of NAS server 304 with second data communication network 116. First network interface 508 may support fibre channel, SCSI, and further data communication mediums and protocols on second data communication network 116.

Second network interface 502 includes one or more host bus adaptors (HBA), network interface cards (NICs), and/or other adaptors/ports that interface the internal architecture of NAS server 304 with third data communication network 208. Second network interface 502 may support Ethernet, Fast Ethernet, Gigabit Ethernet, TCP/IP, and further data communication mediums and protocols on third data communication network 208.

Operating system 510 provides a platform on top of which application programs executing in NAS server 304 can run. Operating system 510 may be a customized operating system, and may be any commercially available operating system, such as Linux, UNIX, DOS, OS/2, and Windows NT. In a preferred embodiment, operating system 510 includes Linux OS version 2.2.18 or greater. Operating system 510 includes a kernel. Linux provides an advantage over the file system limitations of NT, and allows access to kernel source code.

NAS file manager 512 provides file management functionality for NAS server 304. NAS file manager 512 includes one or more modules that are directed towards keeping a record of exported files, and configuring and managing the files exported to third data communication network 208. In the embodiment shown in FIG. 5, NAS file manager 512 includes a NFS protocol module 504, a CIFS protocol module 506, and a storage configuration module 514.

Storage configuration module 514 configures storage allocated by SAN server 302 to NAS server 304, to be made available to hosts on third data communication network 208. Further description of storage configuration module 514 is provided in sections below.

NFS protocol module 504 allows NAS server 304 to use Network File System (NFS) protocol to make file systems available to UNIX hosts on third data
communication network 208. CIFS protocol module 506 allows NAS server 304 to use Common Internet File System (CIFS) protocol to make file systems available to Windows clients. For instance, NAS server 304 may include a product called Samba, which implements CIFS.

Second network interface 502 receives read and write storage requests from hosts attached to third data communication network 208. The requests relate to storage exported to third data communication network 208 by NAS server 304. Second network interface 502 also sends responses to the read and write storage requests to the hosts.

NAS file manager 512 receives the read and write storage requests from second network interface 502, and processes them accordingly. For instance, NAS file manager 512 may determine whether the received storage request related to storage exported by NAS server 304. NAS file manager 512 outputs the storage request to first network interface 508.

First network interface 508 receives a physical read/write request from NAS file manager 512, and transmits it on second data communication network 116. In this manner, first network interface 508 issues the received read/write storage request to the SAN server 302. First network interface 508 also receives responses to the read/write storage requests from SAN server 302 on second data communication network 116. The responses may include data stored in the storage devices of SAN 120. First network interface 508 outputs the responses to NAS file manager 512.

NAS file manager 512 receives the responses from first network interface 508, and processes them accordingly. For example, NAS file manager 512 may output data received in the response to second network interface 502 through one or both of NFS protocol module 504 and CIFS protocol module 506. NFS protocol module 504 formats the response per NFS protocol. CIFS protocol module 506 formats the response per CIFS protocol. Second network interface 502 outputs the formatted response on third data communication network 208 to be received by the requesting host.
First network interface 508 also receives storage allocation and deallocation directives, and status directives from SAN server 302, and sends them to NAS file manager 512. Note that in embodiments, second network interface 502 may also or alternatively receive these storage allocation and deallocation directives. Responses to these received storage allocation and deallocation directives, and status directives are generated by NAS file manager 512. NAS file manager 512 sends these responses to first network interface 508, which outputs the responses onto second communication network 116 for SAN server 302.

5.3 Administrative Interface of the Present Invention

In a preferred embodiment, the present invention includes an administrative interface to allow a user to configure aspects of the operation of the invention. The administrative interface includes a graphical user interface to provide a convenient location for a user to provide input. As shown in FIG. 4, an administrative interface 412 is coupled to SAN storage manager 404 of SAN server 302. When present, the administrative interface couples to the primary SAN server in the storage appliance 210. The primary SAN server forwards directives to NAS servers. The directives are forwarded to the NAS servers via second data communication network 116 and/or third data communication network 208, and may include a common or custom SAN-to-NAS protocol. An exemplary NAS protocol is described below. Many features of the present invention are described below in relation to the administrative interface. However, in alternative embodiments, an administrative interface is not required and therefore is not present.

In an embodiment, an existing administrative interface that accommodates SAN servers may not require any modification to handle allocation of storage to NAS servers. However, although the SAN servers view the NAS servers as separate hosts, in an embodiment, an existing administrative interface may be
enhanced to allow integration of NAS functionality. For example, in an embodiment, the administrative interface may be configured to show the NAS servers as themselves, rather than as hosts. For instance, the administrative interface may allow the storage appliance administrator to allocate a storage portion, such as a LUN, to a NAS server, as a NAS LUN. Any LUN mapping may be done automatically. Once the administrator chooses a LUN to be a NAS LUN, the NAS servers create a file system for that LUN and export that file system to the network. This process is described in further detail below.

In order to represent the NAS servers as NAS servers in the administrative interface, the administrative interface must be able to differentiate NAS servers from hosts. In an embodiment, the NAS servers issue a special registration command via second communications interface 116 to the SAN servers, to identify themselves. For example, in a SAN appliance that includes two NAS servers, the first NAS server may identify itself to the SAN servers as "NASServerNASOne", while the second NAS server may identify itself as "NASServerNASTwo." These names are special identifiers used by the SAN servers when allocating storage to the NAS servers.

FIG. 12 illustrates a graphical user interface (GUI) 1200 for administrative interface 412 of FIG. 4, according to an exemplary embodiment of the present invention. In particular, GUI 1200 in FIG. 12 displays panels related to management of NAS storage. This is because a NAS button 1214 has been selected in a GUI mode select panel 1216 of GUI 1200. Additional features related to SAN management may be displayed by selecting other buttons in GUI mode select panel 1216.

In the embodiment of GUI 1200 shown in FIG. 12, two NAS servers, labeled NAS1 and NAS2, are available for storage allocation. GUI 1200 further includes a first panel 1202, a second panel 1204, a third panel 1206, a fourth panel 1208, and a fifth panel 1210. Each of these panels are more fully described in the following text and sections. In alternative embodiments, fewer or more
panels may be displayed in GUI 1200, and fewer or more features may be
displayed in each panel, as required by the particular application.

Panel 1202 displays available storage units, in the form of LUNs, for
example. In the example panel 1202 of FIG. 12, six LUNs are available for
allocation: LUN0, LUN1, LUN2, LUN3, LUN4 and LUN5. The storage units,
or LUNs, displayed in panel 1202 may be virtual storage units, or actual physical
storage units. Any of the storage units displayed in panel 1202 may be allocated
as network attached storage via one or more NAS servers.

A LUN may be allocated to NAS using panel 1202, by selecting the box
in the NAS1 column, or the box in the NAS2 column next to the LUN to be
allocated, and then pressing the box labeled "Assign." If the box in the NAS1
column was checked, the first NAS server will be instructed to create a file
system on the LUN. If the box in the NAS2 column was checked, the second
NAS server will be instructed to create a file system on the LUN. For example,
the instructed NAS server will create a file system named /exportxxxx, where
xxxx is a four-digit representation of the LUN number, such as 0001 for LUN1.
After the NAS server creates the file system, it exports the file system via NFS
and/or CIFS. For example, the file system is exported by NFS protocol module
504 and/or CIFS protocol module 506. Hence, the file system will be available
to one or more hosts and users on third data communication network 208.

A LUN may be deallocated by clearing the box next to the LUN in the
NAS1 or NAS2 column of panel 1202, and pressing the box labeled "Assign."
That instructs the NAS server to relinquish the file system created for the
deallocated LUN, making the file system inaccessible on third data
communication network 208.

Panel 1204 displays all NAS file systems that are currently exported by
NAS servers. There is one file system for each exported NAS LUN. In an
embodiment, an administrator may select a file system name in panel 1204, and
GUI 1200 will fill the properties of the selected file system into third, fourth, and
fifth panels 1206, 1208, and 1210.
Panel 1206 displays the size, NAS server, ownership, group, and permission attributes of the file system selected in panel 1204. Panel 1206 allows an administrator to change ownership, group, and permission attributes of the file system selected in panel 1204 by modifying these entries in panel 1206.

Panel 1208 displays whether the file system selected in panel 1204 is exported by NFS, whether the NFS file system is read-only, and a list of hosts which may access the file system via NFS. Additional access rights, such as root access, may be selectable for file systems. Panel 1208 allows an administrator to change whether the file system is exported by NFS, whether the file system is read-only, and to modify the list of users and hosts which may access the file system via NFS. Once an administrator has made the desired changes, the changes are implemented by selecting "Commit" in panel 1204.

Panel 1210 displays whether the file system selected in panel 1204 is exported by CIFS, whether the CIFS file system is read-only, and a list of users and hosts which may access the file system via CIFS. Panel 1210 allows an administrator to change whether the file system is exported by CIFS, whether the file system is read-only, and to modify the list of users and hosts which may access the file system via CIFS. Once an administrator has made the desired changes, the changes are implemented by selecting "Commit" in panel 1204.

GUI 1200 has numerous advantages. First, an administrator can allocate a NAS LUN with a single click of a mouse button. Second, GUI 1200 hides that the storage appliance has separate NAS servers (the NAS servers do not appear as hosts, but rather as network interfaces). Third, the administrator can easily provide or eliminate access via NFS and CIFS, restrict permissions, and limit access over the network for a file system. Further advantages are apparent from the teachings herein.

FIG. 13A shows a flowchart 1300 providing operational steps of an example embodiment of the present invention. FIG. 13B provides additional steps for flowchart 1300. FIGS. 13A-B show a process for managing the allocation of storage from a storage area network (SAN) as network attached
storage (NAS) to a data communication network. The steps of FIGS. 13A-B may be implemented in hardware, firmware, software, or a combination thereof. Furthermore, the steps of FIGS. 13A-B do not necessarily have to occur in the order shown, as will be apparent to persons skilled in the relevant art(s) based on the teachings herein. Other structural embodiments will be apparent to persons skilled in the relevant art(s) based on the discussion contained herein. These steps are described in detail below.

The process begins with step 1302. In step 1302, a storage management directive is received from a graphical user interface. For example, directives are received from a GUI such as GUI 1200, over GUI communication link 426. For example, the storage management directive may be received by SAN server 302. Example storage management directives that may be received from GUI 1200 are described below. In an embodiment, storage allocator module 416 in SAN storage manager 404 of SAN server 302 processes received storage management directives.

In step 1304, a message corresponding to the received storage management directive is sent to a NAS server. For example, the NAS server is NAS server 304. Example messages that may be received by the NAS server are described below. In an embodiment, storage allocator module 416 in SAN storage manager 404 of SAN server 302 generates messages corresponding to received storage management directives to be sent to NAS server 304.

In step 1306, a response corresponding to the sent message is received from the NAS server. For example, SAN server 302 may receive the response from NAS server 304. Example responses are described below. In an embodiment, storage configuration module 514 receives messages from SAN server 302, processes them, and generates the response for SAN server 302.

In an embodiment, the SAN server sends the response received from NAS server 304 to GUI 1200. GUI 1200 can then display the received response information. In an embodiment, storage allocator module 416 receives the
response form NAS server 304, processes the response, and sends the response to GUI 1200.

FIG. 13B provides additional exemplary steps for flowchart 1300 of FIG. 13A:

In step 1308, a command line interface (CLI) may be provided at the graphical user interface. For example, GUI 1200 may include a command line interface where a user may input textual storage management instructions. An example command line interface is described below.

In step 1310, a user is allowed to input the storage directive as a CLI command into the CLI.

In an embodiment, communication between GUI 1200 and the SAN servers may use an existing storage appliance management communication facility. GUI 1200 sends management directives to SAN server 302, via GUI communication link 426, shown in FIG. 4. For example, the management directives may be network messages that start with the letter "c", immediately followed by an integer, and then followed by parameters. When the SAN servers receive a management directive, they perform actions defined by that directive.

The following sections explain the management directives that GUI 1200 sends to the SAN servers when the administrator performs NAS administrative functions. The NAS protocol messages that the SAN servers send to the NAS servers are also described. A complete listing of example NAS Protocol directives is given in a section below. The directives/messages presented herein are provided for purposes of illustration, and are not intended to limit the invention. Alternate directives/messages, differing slightly or substantially from those described herein, will be apparent to persons skilled in the relevant art(s) based on the teachings contained herein. Furthermore, the description herein often refers to storage portions as LUNs, for purposes of illustration. The present invention as described herein, however, is applicable to allocating storage portions of any size or type.
6.0 Allocation and Deallocation of NAS Storage

This section, and those that follow, provide exemplary operational steps for embodiments of the present invention. The embodiments presented herein are provided for purposes of illustration, and are not intended to limit the invention. The steps provided below may be implemented in hardware, firmware, software, or a combination thereof. For instance, steps provided in this and following sections, may be implemented by SAN server 302 and/or NAS server 304. Furthermore, the steps of the various embodiments below do not necessarily have to occur in the order shown, as will be apparent to persons skilled in the relevant art(s) based on the teachings herein. Other structural embodiments will be apparent to persons skilled in the relevant art(s) based on the discussions contained herein.

Description of the allocation and deallocation of NAS storage through input applied to GUI 1200 is provided in this section, and following sub-sections, and elsewhere herein. After reading the description herein, it will become apparent to a person skilled in the relevant art how to implement NAS storage allocation and deallocation using any number of processes and structures, in accordance with the present invention.

When an administrator selects the box in the NAS1 column or the NAS2 column next to a LUN in panel 1202 of FIG. 12, and presses "Assign," the LUN is allocated to the NAS server. For example, GUI 1200 may send a c35 storage allocation management directive to the SAN server 302, via GUI communication link 426. The c35 management directive includes three parameters: the LUN number, a flag specifying whether to enable or disable the LUN, and a NAS server number.

For example, if the administrator selects the box in the NAS2 column next to LUN number 15 and press "Assign," GUI 1200 sends the following management directive to SAN server 302:
The directive instructs SAN server 302 to allocate LUN 15 to NAS server NAS2. In embodiments, the directive may be expanded to include further information, such as a directory name to be associated with the LUN. If no directory name is given, a default directory name may be used. For example, the default directory name may be /exportxxxx, where xxxx is the LUN number (the use of this directory name is shown elsewhere herein for example purposes).

Similarly, if the administrator selects the box in the NAS1 column next to LUN number 4 and press "Assign," GUI 1200 sends the following management directive to the SAN server 302:

c35 4 0 1

The directive instructs SAN server 302 to remove LUN 4 from NAS server NAS1, such that LUN4 is no longer allocated to NAS server NAS1.

In an embodiment, when SAN server 302a receives the c35 management directive, SAN server 302a executes the steps shown in flowchart 1600 of FIG. 16, and further described below. For example, the steps below may be executed by SAN storage manager 404 in NAS server 304a. In particular, the steps below may be executed by storage allocator module 416 of SAN storage manager 404 to allocate and deallocate storage:
In step 1602, the NAS servers are found within one or more host mapping tables. SAN server 302a does this by looking up the special names of the NAS servers registered with SAN server 302a. The names of the NAS servers are registered with SAN servers 302a and 302b when the NAS servers boot up, as described above. For example, the registered names of NAS servers 304a and 304b are NASServerNASOne and NASServerNASTwo.

In step 1604, the value of the second parameter is determined, indicating whether the LUN is enabled. If the second parameter is a 1, SAN server 302a maps the LUN to NASServerNASOne and NASServerNASTwo. The LUN is mapped to both servers in the event of fail-over, as described in further detail below. If SAN server 302a determines that the second parameter is a 0, indicating that the LUN is not enabled, SAN server 302a removes the LUN from the host map for NAS servers 304a and 304b.

In step 1606, a network message is sent to the redundant SAN server, requesting that the redundant SAN server perform steps 1602 and 1604.

In step 1608, a network message is sent to NAS servers 304a and 304b, to inform them that the LUN is available.

The following sub-sections describe an example NAS Protocol for LUN allocation and de-allocation, and the actions taken by the NAS servers.

6.1 Example Protocol For NAS LUN Allocation And De-allocation

When LUNs are being allocated by SAN server 302 to NAS server 304, SAN server 302 sends NAS servers 304a and 304b a packet containing the following string:

LUN:Enable:LunNumber:CreateFsFlag

The LunNumber parameter is the identifier for the LUN being allocated, and the CreateFsFlag parameter is a "0" or a "1", depending upon whether the NAS server
should create a file system on the LUN. Further information, such as a directory name, may also be provided with the LUN:Enable string.

For example, suppose SAN server 302a received the following management directive:

c35 15 1 2

That instructs SAN server 302a to allocate LUN 15 to NAS server 304b. After mapping the LUN to both NAS servers (as described in steps 1 through 4 above), SAN server 302a sends the following string to NAS server 304a:

LUN:Enable:15:0

The string informs NAS server 304a that LUN 15 is available, and that NAS server 304a should configure the LUN into its kernel in case of fail-over. However, NAS server 304a will not create a file system on the LUN, nor export the LUN as a NAS device.

SAN server 302a sends the following string to NAS server 304b:

LUN:Enable:15:1

The string inform NAS server 304b that LUN 15 is available, and that NAS server 304b should configure the LUN into its kernel, create a file system on the LUN, and export the file system via CIFS and NFS.

If successful, NAS servers 304a and 304b respond with a packet containing the following string:

NAS:1:0
If unsuccessful, NAS servers 304a and 304b respond with two messages. The first packet contains the following string:

NAS:0:NumBytes

The NumBytes parameter is the number of bytes in the second message to follow. The second message contains strings describing why the operation failed.

When LUNs are being deallocated by SAN server 302a, SAN server 302a sends each of NAS servers 304a and 304b a packet containing the following string:

LUN:Disable:LunNumber

The string instructs NAS servers 304a and 304b to remove the LUN from their kernels. Also, if either NAS server had exported the LUN, the NAS server un-exports it.

The response to the LUN:Disable string is the same as to the LUN:Enable string. That is, if the operation is successful, the NAS servers respond with a packet containing the "NAS:1:0" string. If unsuccessful, the NAS servers respond with the "NAS:0:NumBytes" string, followed by a string that describes the error.

6.2 **NAS Server Configuration of Allocated Storage**

When a NAS server receives a LUN:Enable string, it configures that LUN from each interface with second data communication network 116. For instance, first network interface 508 may include two HBAs that each interface with second data communication network 116. Each HBA is configured into the NAS server’s operating system, creating two new disk devices. The first disk device refers to the LUN on the first HBA, and the second disk device refers to the same LUN on the second HBA.
In an embodiment, a NAS server uses a Linux operating system. The Linux operating system uses symbolic names for disk devices, such as /dev/sda, /dev/sdb, and /dev/sdc. Because of this, it is difficult to determine the LUN number from the symbolic name. To overcome this difficulty, the NAS server maintains a map of LUN numbers to symbolic names. For example, the map may be maintained via Linux symbolic links. The symbolic links may be kept in a directory named /dev/StorageDir, and contain the HBA number, the controller number, the target number, and the LUN number.

For example, NAS server 304a may receive a directive to enable LUN 15. After NAS server 304a configured LUN 15 on HBA 1 into the kernel of operating system 510 of NAS server 304a, the kernel may assign LUN 15 the device name of /dev/sde. To maintain the mapping of LUN 15 on HBA 1 to device /dev/sde, NAS server 304a may create a symbolic link to /dev/sde named /dev/StorageDir/1.0.0.15. Subsequent NAS operations may be performed on /dev/StorageDir/1.0.0.15.

In an embodiment, when the NAS servers receive the LUN:Enable string, NAS servers 304a and 304b may execute the steps shown in flowchart 1700 of FIG. 17, and further described below, for configuring and exporting allocated storage. In particular, the steps for below may be executed by NAS file manager 512 in each NAS server. For example, steps 1702-1718, and 1722-1724 may be executed by storage configuration module 514. Furthermore, the steps below are adaptable to one or more NAS servers:

In step 1702, the LUN is configured on the first HBA into the operating system. For example, the LUN is configured on the first HBA into operating system 510.

In step 1704, the LUN is configured on the second HBA into the operating system. For example, the LUN is configured on the second HBA into operating system 510.

In step 1706, a symbolic link is created in /dev/StorageDir, linking the LUNs with the Linux symbolic device names.
In step 1708, a directory is created, named /exportxxxx, where xxxx is a 4-digit representation of the LUN number (as mentioned elsewhere herein, alternative directory names may be specified).

In step 1710, the value of CreateFSFlag is determined. If CreateFSFlag is 0, then processing is complete. In this case, the NAS:1:0 string is sent to the SAN server. If CreateFSFlag is 1, the processing continues to step 1712.

In step 1712, the IP address upon which the request arrived is determined. The IP address is important to determine, because the NAS server may be in a recovery mode, and may have several IP addresses. The recovery mode is described in a section below.

In step 1714, the LUN number is inserted into a file, for example, named /usr/StorageFile/etc/IpAddress.NASvolumes, where Ipaddress is the IP address upon which the request arrived. This file is important when fail-over occurs.

In step 1716, a file system is created on the LUN.

In step 1718, the file system is mounted on /exportxxxx.

In step 1720, the file system is exported via NFS and CIFS. For example, NFS protocol module 504 exports the file via NFS, and CIFS protocol module 506 exports the file via CIFS.

In step 1722, files storing NFS and CIFS exported file systems are updated. A file named /usr/StorageFile/etc/IpAddress.NFSexports is updated. This file contains a list of all file systems exported via NFS, along with their attributes. A file named /usr/StorageFile/etc/IpAddress.CIFSexports is updated. This file contains a list of all file systems exported via CIFS.

In step 1724, a response is sent to the SAN server. The NAS:1:0 string is sent to the SAN server if the previous steps were successful. Otherwise, the NAS:0:NumBytes string, followed by the error strings, are sent to the SAN server.

Note that when all processing is complete, one or the NAS servers will have been instructed to export the LUN, while the other will not. For example, NAS server 304a may have been instructed to export the LUN, while NAS server 304b was not. Per the steps above, NAS server 304a will have updated the
following files: Ipaddress.NASvolumes, Ipaddress.NFSexports, and Ipaddress.CIFSexports. NAS servers 304a and 304b both would have the LUN configured in their operating system (with symbolic links in /dev/StorageDir). One or more of these files may be used for fail-over and recovery, described in further detail in a section below.

In an embodiment, when a NAS server receives the LUN:Disable string, the steps shown in flowchart 1800 of FIG. 18, and further described below, are executed by the NAS server, for deconfiguring and unexporting unallocated storage. In particular, the steps below may be executed by NAS file manager 512 in the NAS server. For example, steps 1802-1808 may be executed by storage configuration module 514. Furthermore, the steps below are adaptable to one or more NAS servers:

In step 1802, the IP address upon which the request arrived is determined.

In step 1804, whether the corresponding file system is exported is determined. If the NAS server exports the file system, it unexports it from NFS, unexports it from CIFS, unmounts the file system, and removes the information from Ipaddress.NASvolumes, Ipaddress.NFSexports, and Ipaddress.CIFSexports.

In step 1806, the LUN is removed from the kernel configuration.

In step 1808, the symbolic links for the LUN in /dev/StorageDir are removed.

To summarize, the administrator selects a single box in panel 1202 of GUI 1200 to have a LUN become a NAS LUN. However, the processing described above occurs within the NAS servers, and is not visible to, and does not require interaction with the administrator.
6.3  **Listing Volumes**

After an administrator assigns a NAS LUN, GUI 1200 may display the resultant file system in panel 1204. GUI 1200 also may show the size of the file system, the NAS server that owns the file system, the protocols upon which the file system is exported, and various security attributes in panel 1206. To obtain that information, GUI 1200 sends a c36 list file systems management directive to SAN server 302a. The c36 management directive includes one parameter that specifies the type of information being requested. The parameter may be one of the following keywords: PERM, NFS, or CIFS.

If the parameter used is PERM, the SAN server returns a string including the number of NAS file systems, followed by a space character, followed a list of strings that correspond to all NAS file systems. The strings may be of the following form:

```
/exportxxxx servernum size owner group perm
```

The `/exportxxxx` string is the file system name (where `xxxx` corresponds to the LUN number). The `servernum` parameter is either 1 or 2, which corresponds to the NAS server (NAS server 304a or NAS server 304b) to which the file system is allocated. The `size` parameter is the size of the file system. The `owner` parameter is the username that owns the file system. The `group` parameter is the group name of the file system. The `perm` parameter is a string that lists the permissions on the file system.

For example, suppose an administrator assigned LUN 1 and LUN 3 to NAS server 304a, and LUN 2 and LUN 4 to NAS server 304b. To determine the file systems assigned to NAS, and hence populate the list of file systems in panel 1204, GUI 1200 would issue the following management directive:

```
c36 PERM
```
The directive instructs SAN server 302a to return the following strings:

4
/export0001 1 67G root root rwxrwxrwx
/export0002 2 70G root root rwxrwxrwx

5
/export0003 1 63G root root rwxrwxrwx
/export0004 2 10G root root rwxrwxrwx

This information is used by GUI 1200 to build the list of file systems in panel 1204.

When a user clicks on a file system in panel 1204, additional information is displayed in panels 1208 and 1210. For example, panel 1208 displays whether the file system is exported via NFS, and, if so, displays a host-restriction list and whether the file system is read-only. Furthermore, panel 1210 displays whether the file system is exported via CIFS, and attributes of that protocol as well. Note that in an embodiment, when a LUN is initially allocated, it is automatically exported via NFS and CIFS by the NAS server. However, as further described below, the administrator can choose to restrict the protocols under which the file system is exported.

To obtain protocol information, GUI 1200 may send the c36 directive to SAN server 302a using one of the keywords NFS and CIFS as the parameter. If the parameter is NFS, the SAN server returns a string containing the number of NFS file systems, followed by a space character, followed a list of strings that correspond to all NFS file systems. The strings may be of the following form:

/exportxxxxx servernum flag hostlist

The servernum parameter is the same as was returned with a c36 directive using the PERM parameter. The flag parameter is the string "rw" or "ro" (for read-write
or read-only). The hostlist parameter is a comma-separated list of hosts (or IP addresses) that have access to the file system via NFS.

If the parameter used is CIFS, the directive returns a string containing the number of CIFS file systems, followed by a space character, followed a list of strings that correspond to all CIFS file systems. The strings may be of the following form:

```
/exportxxxxx servernum flag userlist
```

The userlist parameter is a comma-separated list of user names that can access the file system via CIFS.

Hence, through the use of the c36 directive with the PERM, NFS, and CIFS parameters, GUI 1200 can fill in panels 1206, 1208, and 1210.

When SAN server 302a receives the c36 management directive, it creates a NAS protocol message and forwards it to NAS servers 304a and 304b. The message may contain a string of the following form:

```
LUN:ListVols:type
```

Where the type parameter is one of the keywords PERM, NFS, and CIFS.

In an embodiment, when the NAS servers receive the LUN:ListVols:type, NAS servers 304a and 304b may execute the steps shown in flowchart 1900 of FIG. 19, and further described below. In particular, the steps below may be executed by NAS file manager 512 in each NAS server. For example, steps 1902-1908 may be executed by storage configuration module 514:

In step 1902, the IP address upon which the request arrived is determined.

In step 1904, the value of the type parameter is determined. If the type parameter is PERM, the file /usr/StorageFile/etc/Ipaddress.NASvolumes is opened to obtain the list of NAS LUNs, and the required information is returned to the SAN server.
In step 1906, if the type parameter is NFS, the file /usr/StorageFile/etc/Ipaddress.NFSExports is opened to obtain the list of file systems exported via NFS, and the required information is returned.

In step 1908, if the type parameter is CIFS, the file /usr/StorageFile/etc/Ipaddress.CIFSExports is opened to obtain the list of file systems exported via CIFS, and the required information is returned.

If the above steps are successful, the NAS servers respond with a packet containing the "NAS:1:0" string. If the steps are unsuccessful, the NAS servers respond with the "NAS:0:NumBytes" string, followed by a string that describes the error.

As described above, a NAS server makes a NAS LUN available via NFS and CIFS when the corresponding file system is created and exported. However, an administrator may unselect the NFS box in panel 1208, or the CIFS box in panel 1210, for a file system selected in panel 1204. This causes the file system to be unexported, making it unavailable via the unselected protocol. Further details regarding the unexporting of a file system are provided in the following section.

6.4 Unexporting File Systems

After an administrator assigns a NAS LUN, GUI 1200 may show the resulting file system in panel 1204. If the administrator selects the file system in panel 1204, panels 1208 and 1210 indicate that the file system is exported via NFS and/or CIFS. An administrator may choose to deny access to the file system via NFS or CIFS by unselecting the NFS box in panel 1208, or the CIFS box in panel 1210, respectively.

When the administrator denies access to NFS or CIFS in this manner, GUI 1200 sends a c38 management directive to SAN server 302a. The c38 unexport file system management directive includes three parameters: the file system name,
the protocol from which to unexport the file system, and the number of the NAS server that owns the file system.

For example, the administrator may allocate LUN 15 to NAS server 304a, creating file system /export0015. The administrator may want to deny access via CIFS to file system /export0015. The administrator may select /export0015 in panel 1204, unselect the CIFS box in panel 1210, and press "Commit" in panel 1204. GUI 1200 sends the following management directive to SAN server 302a:

```c38 /export0015 CIFS 1```

The directive instructs SAN server 302a to deny CIFS access for file system /export0015. Similarly, GUI 1200 may send the following management directive to SAN server 302a:

```c38 /export0015 NFS 1```

The directive instructs SAN server 302a to deny NFS access for file system /export0015.

When SAN server 302a receives the c38 management directive, SAN server 302a creates a NAS protocol message, and forwards the message to the NAS server (NAS server 304a or 304b) that is specified by the third parameter. The message may contain a string of the following forms:

```
NFS:Unexport:fileSystemName
```

Or

```
CIFS:Unexport:fileSystemName
```

In an embodiment, when the NAS servers receive one of these strings, NAS servers 304a and 304b may execute the steps shown in flowchart 2000 of FIG. 20, and further described below. In particular, the steps below may be
executed by NAS file manager 512 in each NAS server. For example, steps 2002-2008 may be executed by storage configuration module 514:

In step 2002, the IP address upon which the request arrived is determined.

In step 2004, whether the NAS server has been allocated the LUN associated with the file system is determined. If the NAS server has not been allocated the LUN, an error string is returned, and the process ends.

In step 2006, if the message specifies CIFS, the related file system information is removed from the system file that lists all CIFS exported file systems (referred to as the CIFS configuration file elsewhere herein), and the file system is removed from /usr/StorageFile/etc/Ipaddress.CIFSexports.

In step 2008, if the message specifies NFS, the related file system information is removed from the system file that lists all NFS exported file systems (referred to as the NFS configuration file elsewhere herein), and the file system is removed from /usr/StorageFile/etc/Ipaddress.NFSexports.

If these steps are successful, the NAS servers respond with a packet containing the "NAS:1:0" string. If the steps are unsuccessful, the NAS servers respond with the "NAS:0:NumBytes" string, followed by a string that describes the error.

In addition to allowing a file system to be unexported, GUI 1200 allows the administrator to export a previously unexported file system, and to change attributes of an exported file system (such as access lists and read-only access).

6.5 Exporting File Systems

As described above, an administrator can view attributes of a NAS file system displayed in GUI 1200. If a file system is unexported, the administrator can choose to export the file system by selecting the NFS box in panel 1208, and/or the CIFS box in panel 1210, and pressing "Commit" in panel 1204. An administrator may also change access lists, or make the file system read-only, for these protocols through panels 1208 and 1210.
When directed to export a file system, GUI 1200 sends a c37 management directive to SAN server 302a. The c37 export file system management directive includes five parameters: the file system name, the protocol in which to export the file system, the number of the NAS server that was allocated the file system, a flag that specifies read-only or read-write, and a comma-separated access list.

For example, the administrator may assign LUN 17 to NAS server 304b. In an embodiment, that file system is made available over CIFS and NFS by default. The administrator may want to change attributes of the file system, such that NFS access is read-only, and that access to the file system is restricted only to hosts named client1, client2, and client3. Accordingly, the administrator may select /export0017 in panel 1204, modify the respective attributes in panel 1208, and press "Commit" in panel 1204. GUI 1200 sends a resulting management directive to SAN server 302a:

```
c37 /export0017 NFS 2 ro client1,client2,client3
```

The directive instructs SAN server 302a to re-export the file system /export0017 via NFS as read-only, and to restrict access only to hosts named client1, client2, and client3.

Similarly, the administrator may want to set CIFS access to file system /export0017 to be read-write, and restrict access only to users named betty, fred, and wilma. Accordingly, the administrator may select/export0017 in panel 1204, modify the respective attributes in panel 1210, and press "Commit" in panel 1204. GUI 1200 sends a resulting management directive to SAN server 302a:

```
c37 /export0017 CIFS 2 rw betty,fred,wilma
```

The directive instructs SAN server 302a to export file system /export0017 via CIFS as read-write, and to restrict access to the file system to users betty, fred, and wilma.
After SAN server 302a receives the c37 management directive, it creates a NAS protocol message and forwards the message to the NAS server (NAS server 304a or 304b) specified by the third parameter. Two messages may be required for exporting a file system. For example, the first message contains a string of the following forms:

NFS:Export:fileSystemName:rwFlag:NumBytes

Or

CIFS: Export:fileSystemName:rwFlag:NumBytes

The fileSystemName parameter is the name of the file system whose attributes are being modified. The rwFlag parameter includes the string "ro" or "rw". The NumBytes parameter is the number of bytes in an access list (including commas). If NumBytes is greater than 0, the SAN server sends a second message containing the comma-separated access list.

In an embodiment, when the NAS servers receive one of these messages, NAS servers 304a and 304b may execute the steps shown in flowchart 2100 of FIG. 21, and further described below. In particular, the steps below may be executed by NAS file manager 512 in each NAS server. For example, steps 2102-2108 may be executed by storage configuration module 514:

In step 2102, the IP address upon which the request arrived is determined.

In step 2104, the NAS server determines whether it owns the file system.

In step 2106, if the message specifies CIFS, the relevant information is added or replaced in the CIFS configuration file, and the file /usr/StorageFile/etc/Ipaddress.CIFSSeports is updated.

In step 2108, if the message specifies NFS, the relevant information is added or replaced in the NFS configuration file, and the file /usr/StorageFile/etc/Ipaddress.NFSSeports is updated.

If the steps are successful, the NAS servers respond with a packet containing the "NAS:1:0" string. If the steps are unsuccessful, the NAS servers
respond with the "NAS:0:NumBytes" string, followed by a string that describes the error.

6.6 Setting Permissions

After an administrator assigns a NAS LUN, the administrator can modify the file system's owner, group, and permissions attributes. This may be accomplished by selecting the file system from the list in panel 1204, modifying the relevant attributes in panel 1206, and pressing "Commit" in panel 1204.

When directed to change attributes of a file system, GUI 1200 sends a set permissions management directive to SAN server 302a. The c39 management directive includes five parameters: the file system name, the number of the NAS server that has been allocated the file system, the new owner of the file system, the new group name of the file system, and the new permissions of the file system.

For example, suppose the administrator may assign LUN17 to NAS server 304b. After file system /export0017 is created, the administrator may reassign the file system to a user "fred" by inputting the user name into the corresponding text box in panel 1206. The administrator may reassign the file system to a group "research" by inputting the group name into the corresponding text box in panel 1206. The administrator may change permissions for the file system in panel 1206. For example, the administrator may unselect the group write "w" box, and the world read "r", write "w", and execute "x" boxes in panel 1206. GUI 1200 sends a resulting management directive to SAN server 302a:

```
c39 /export0017 2 fred research rwxr-x—
```

The directive instructs SAN server 302a to change the owner to fred, the group to research, and the permissions to rwxr-w---, for file system /export0017.

After SAN server 302a receives the c39 management directive, it creates a NAS protocol message and forwards the message to both of NAS servers 304a
and 304b. Sending the message to both NAS servers keeps the permissions consistent during fail-over, which is further described below. The message may contain a string of the following form:

LUN:Setperm:fileSystemName:owner:group:permissions

When a NAS server receives the string, it changes the owner, group, and world permissions as specified. If the change of permissions is successful, the NAS server responds with the NAS:1:0 string. If the change of permissions is unsuccessful, the NAS servers respond with two messages. The first packet contains the NAS:0:NumBytes string, where NumBytes is the number of bytes in the second message. The second message contains a description of the error.

7.0 GUI Command Line Interface

GUI 1200 may provide a command-line interface (CLI) to the NAS functionality to receive CLI commands. CLI commands which correspond to functionality described above are presented below.

The administrator may input the following CLI commands to allocate and de-allocate a NAS LUN: makeNASMap and unMakeNASMap. The commands are followed by two parameters. The NASServerNumber parameter is 1 or 2, depending upon which NAS server being allocated or deallocated the LUN (i.e. NAS servers 304a and 304b). The SANNASLUN parameter is the LUN to be allocated or deallocated:

- makeNASMap  SANNASLUN  NASServerNumber
- unMakeNASMap  SANNASLUN  NASServerNumber

The administrator may input the following CLI commands to export or unexport a file system: makeExport (followed by five parameters) and
unMakeExport (followed by four parameters). The protocolFlag parameter is 0 for CIFS protocol, and is 1 for NFS protocol. The NASServerNumber parameter is equal to 1 or 2 (for NAS server 304a or 304b, respectively). The rwFlag parameter is equal to 0 for read-only, and equal to 1 for read-write. The List parameter is a comma-separated list of hosts or users:

makeExport SANNASLUN protocolFlag NASServerNumber rwFlag List
unMakeExport SANNASLUN protocolFlag NASServerNumber

The administrator issues the following CLI command to set the permissions on a file system: ChangeExport (followed by five parameters):

ChangeExport SANNASLUN NASServerNumber Owner Group Permissions

CLI commands may also be used to retrieve NAS file system listings. For example, CLI commands that may be used are listed as follows, followed by their description:

* nasMaps

This CLI command lists LUNs assigned to NAS. For example, this is determined by determining the LUNs assigned to NASServerNASOne and NASServerNASTwo (i.e., NAS server 304a and 304b).

* exports

This CLI command lists all NAS file systems and their properties.

* nfsExports
This CLI command lists all NAS file systems exported via NFS, along with their properties.

* cifsExports

This CLI command lists all NAS file systems exported via CIFS, along with their properties.

* refreshNASMaps

This CLI command refreshes all NAS related configurations and deletes all uncommitted NAS changes.

Additional CLI commands, or modifications to the CLI commands presented above, applicable to GUI 1200 of the present invention would be recognized by persons skilled in the relevant art(s) from the teachings herein.

8.0 Obtaining Statistics

Although not shown in GUI 1200, a management directive may be provided that obtains NAS statistics. The management directive allows monitoring of the NAS functionality, and alerts a user upon error.

To obtain statistics and error information, monitoring users or applications may send a c40 management directive to a SAN server. The c40 obtain statistics management directive is followed by no parameters. The directive is sent to the SAN server, and the SAN server returns a series of strings that show network statistics, remote procedure call statistics, file system statistics, and error conditions.

A string returned by the SAN server that contains network statistics may have the following form:
NASServer:NET:OutputPackets:Collisions:InputPackets:InputErrors

The NASServer parameter is the number 1 or 2, which corresponds to the first and second NAS servers (i.e., NAS servers 304a and 304b). Each NAS server will be represented by one instance of that line.

The value of the OutputPackets parameter is the number of network packets sent out by the NAS server. The value of the Collisions parameter is the number of network collisions that have occurred. Those two values may be used to determine a collision rate (the collision rate is Collisions divided by OutputPackets). If the collision rate is greater than 0.05, the user's "wire" is considered "hot." This means that there likely are too many machines coupled to the user's "wire" or network, causing network collisions and greatly reducing performance. If that happens, entity monitoring the network statistics may recommend that the user install bridges or switches into the network.

The value of the InputPackets parameter is the number of packets received by the NAS server. The value of the InputErrors parameter is the number of bad packets received. Input errors may be caused by electrical problems on the network, or by receiving bad checksums. If the entity monitoring the network statistics sees the InputErrors rising, the user may have a client machine coupled to the network with a faulty network interface card, or the client may have damaged cables.

If the value of InputPackets on NAS server 304a is significantly higher or lower than that of NAS server 304b, the user may consider reassigning NAS LUNs across the NAS servers to help balance the load.

Another returned string type contains remote procedure call (RPC) statistics, and may have the following form:

NASServer:RPC:TotalCalls:MalformedCalls
As in the prior string, the value of NASServer is 1 or 2, which corresponds to the first or second NAS server (i.e., NAS server 304a and 304b). Each NAS server will be represented by one instance of the RPC statistics line.

The value of the TotalCalls parameter is the number of RPC calls received. The value of the MalformedCalls parameter is the number of RPC calls that had errors. A malformed call is one that was damaged by the network (but still passed the checksum). If the entity monitoring the RPC statistics sees a large number of malformed calls, the user may have a network that is jittery.

If the value of the TotalCalls parameter on NAS server 304a is significantly higher or lower than that of NAS server 304b, the user is providing more NFS traffic to one of the servers. The user should think about reassigning NAS LUNs across the NAS servers to help balance the load.

A third returned string type contains file system information, and may have the following form:

NASServer:FS:/exportxxxx:TotalSize:AvailableSize

Each NAS Server may provide one of these strings for each file system it owns.

The /exportxxxx parameter is the name of the file system (where xxxx is a four-digit representation of the LUN number). The value of the TotalSize parameter is the size of the file system in kilobytes, for example. The value of the AvailableSize parameter is the amount of free space (in kilobytes, for example). If the amount of free space becomes too small, the entity monitoring the file system information should inform the user.

A fourth returned string type contains error information, and may have the following form:

NASServer:ERR:Severity:TimeOfError:Message
Each NAS Server may provide one or more of these strings. The Severity parameter is a number (with 1 being the most critical). The Message parameter describes an error that occurred. For example, if NAS server 304b went down and NAS server 304a took over, the following error message may be returned:

1:ERR:1: 08.23-15.03 : TAKEOVER -- 192.168.30.31 is taking over 192.168.30.32

To summarize, an example output from a c40 call is shown below. Note that any number of the above described strings may result in an output to the c40 call:

1:NET:7513:0:59146:0
1:RPC:430:0
1:FS:/export0005:256667:209459
1:ERR:1: 08.23-15.03 : TAKEOVER -- 192.168.30.31 is taking over 192.168.30.32

2:NET:6772:0:55656:0
2:RPC:453:0
2:FS:/export0001:3434322:67772
2:FS:/export0002:256667:20945

The output indicates that network is OK. However, NAS server 304a took over for NAS server 304b at a time of 15:03 on August 23, as indicated by a timestamp in the output above. The output also indicates that NAS server 304b came back up at a time of 18:22. Further description of fail-over and recovery are provide in a section below. (Note that in embodiments, the timestamp may further indicate the particular time zone.)
When a SAN server receives the c40 management directive, it creates a NAS protocol message and forwards it to the NAS servers. The message may contain a string of the following form:

LUN:GetStats

In an embodiment, when the NAS servers receive one of these messages, each of NAS servers 304a and 304b may execute the steps shown in flowchart 2200 of FIG. 22, and further described below. In particular, the steps below may be executed by NAS file manager 512 in each NAS server. For example, steps 2202-2210 may be executed by storage configuration module 514:

In step 2202, the IP address upon which the request arrived is determined.

In step 2204, the network statistics are obtained.

In step 2206, the RPC statistics are obtained.

In step 2208, items listed in /usr/StorageFile/etc/Ipaddress.NASvolumes are analyzed, and file system information about each item is returned.

In step 2210, error messages from are retrieved from error logs, and the error logs are moved to having a name ending with ".old". In this manner, a subsequent call will not return the same errors.

If the above steps are successful, the NAS servers each respond with two messages. The first message containing the following string:

NAS:1:NumBytes

The value of the NumBytes parameter is the number of bytes in the information that follows. The second message is the information collected in the above steps, such as shown in the example output above. If unsuccessful, the unsuccessful NAS server respond with the "NAS:0:NumBytes" string, followed by a string that describes the error.
9.0 Providing High Availability According to The Present Invention

As described above, a goal of the NAS implementation of the present invention is to provide high-availability. The following sections present the NAS high-availability features by describing NAS configuration, boot-up, and fail-over.

9.1 NAS Server Configuration

To improve ease of installation, the NAS configuration is accomplished by the SAN servers. According to the present invention, a command is issued on the SAN server, informing it of the initial IP addresses of the SAN servers. Once the SAN servers have this information, the SAN server can communicate with the NAS servers. Further NAS configuration may be accomplished from the SAN server.

In an embodiment, to aid in the configuration of the storage appliance, a NAS Configuration Sheet may be supplied to each user configuring the system. The user fills out the NAS Configuration sheet, and a configuring entity may run three commands (described in the following sub-section) to configure the NAS servers. The commands send a c41 management directive to the SAN server.

The c41 management directive takes on several instances, each configuring a different part of a NAS server. The first instance configures the NAS server addresses, as described in the following section. Further instances of the c41 management directive may be used to configure NFS and CIFS on a NAS server.
9.1.1 Configuring NAS Server Addresses

In the embodiment shown in FIG. 7, because each NAS server provides redundancy, each includes two Internet protocol (IP) addresses. The first IP address is a "boot up" IP address, and the second is a public IP address. Two IP addresses are necessary for fail-over, as further described in a section below.

To configure NAS addresses, the entity performing the configuration may obtain the completed NAS Configuration Sheet, and use this information to perform the configuration. To perform the configuration, a CLI or GUI sends the c41 management directive to the SAN server. The c41 configure NAS server management directive may use the following parameters:

1. The keyword addr;
2. The IP address of the primary SAN server;
3. The IP address of the redundant SAN server;
4. The hostname of the first NAS server;
5. The public IP address of the first NAS server;
6. The boot up IP address of the first NAS server;
7. The hostname of the second NAS server;
8. The public IP address of the second NAS server;
9. The boot up IP address of the second NAS server;
10. The IP netmask;
11. The IP broadcast address; and
12. The default gateway address.

In an embodiment, when a SAN server receives the c41 management directive with a first parameter of addr, the SAN server may execute the steps shown in flowchart 2300 of FIG. 23, and further described below. In particular, the steps below may be executed by SAN storage manager 404 in the SAN server 302:
In step 2302, a network message is sent to the first NAS server (for example, using the NAS Protocol) including the information listed above. The SAN server uses the configured IP address to communicate with the NAS server. The SAN server informs the NAS server that it is NAS server 1.

In step 2304, a network message is sent to the second NAS server, including the information listed above. The SAN server uses the configured IP address to communicate with the NAS server. The SAN server informs the NAS server that it is NAS server 2.

In step 2306, the SAN server configuration is updated with the public address of NAS server 1 and NAS server 2. In an embodiment, future communication with the NAS servers occurs via the public IP address.

The network message of steps 2302 and 2304 above may include a string of the following form:

```
```

The ServNum parameter is the NAS Server number. The SAN server places a 1 in that field when it sends the message to the first NAS server, and places a 2 in that field when it sends the message to the second NAS server. The IP1 and IP2 parameters are the addresses of the SAN servers, IP3 and IP4 are the public and boot-up addresses of the first NAS server, and IP5 and IP6 are the public and boot-up addresses of the second NAS server. NM, BC, and GW are the Netmask, Broadcast address, and Gateway of the network.

In an embodiment, when the NAS servers receive the network message, they may execute the steps shown in flowchart 2400 of FIG. 24, and further described below. In particular, the steps below may be executed by NAS file manager 512 in each NAS server. For example, steps 2402-2406 may be executed by storage configuration module 514:
In step 2402, a file named /usr/StorageFile/etc/NASconfig is created, and the following information is placed in the file:

SanAppliance: IP1 IP2
1: IP3 IP4
2: IP5 IP6

The first line contains the addresses of both SAN servers, the second line contains the public and boot-up addresses of the first NAS server, and the third line contains the public and boot-up addresses of the second NAS server. Both NAS servers will use that file to figure out their NAS server number.

In step 2404, the value of the ServNum parameter is determined. If the ServNum parameter is 1, the NAS server modifies its Linux configuration files to assign itself the hostname of HostName1, and the IP address of IP4 (i.e., it's boot-up IP address). If the ServNum parameter is 2, the NAS server modifies its Linux configuration to assign itself the hostname of HostName2, and the IP address of IP6.

In step 2406, the NAS server is rebooted.

After rebooting, each NAS server have been assigned and configured with the desired hostname and boot-up IP address. Also, the SAN servers have stored the public address of each NAS server. After boot-up, the NAS servers may assign themselves their public IP address, which is described in the following section.

9.2 NAS Server Boot-up

Following boot-up after step 2406 of the prior section, each NAS Server may execute the steps shown in flowchart 2500 of FIG. 25, and further described below. In particular, the steps below may be executed by NAS file manager 512 in each NAS server. For example, steps 2502-2526 may be executed by storage configuration module 514.
In step 2502, the file /usr/StorageFile/etc/NASconfig is searched for the line that contains its boot-up IP address. From that line, the NAS server determines its NAS server number and its public IP address.

In step 2504, the file /usr/StorageFile/etc/NASconfig is searched for the other NAS server’s public IP address. This may be accomplished by searching the file for the other NAS server number.

In step 2506, whether the NAS server is attached to the network is verified. This may be verified by attempting to communicate with the SAN servers, for example (the IP addresses of the SAN servers are stored in /usr/StorageFile/etc/NASconfig). If the NAS server cannot communicate with the SAN servers, it assumes that its network interface card has a problem. In this situation, the NAS server may go into a loop, where it sleeps for 10 seconds, for example, and the retries step 3.

In step 2508, whether the NAS server’s public IP address is in use is determined. This may be determined by attempting to send a network message to its public IP address, for example. If its public address is in use, then fail-over has occurred. In this case, the NAS server sends a message to the peer NAS server, informing the peer NAS server that it has come back up. The peer NAS server relinquishes control of the assumed public IP address, and relinquishes control of the file systems it assumed control over during fail-over.

In step 2510, the boot-up IP address of the NAS server is changed to its public IP address.

In step 2512, a Gratuitous ARP request is issued, which allows clients to update their IP-to-Ethernet mapping information.

In step 2514, the directory /dev/StorageDir is examined for LUNs. To avoid constantly reassigning Linux symbolic device names, the NAS server does not query for all LUNs on startup. Instead, NAS server examines the file /dev/StorageDir. For each symbolic link in that directory, the NAS server adds the LUN into its operating system and re-creates the symbolic link. The links in /dev/StorageDir are more fully described above.
In step 2516, the NAS server name is registered with the SAN servers as NASServerNASOne or NASServerNASTwo, depending on its server number.

In step 2518, the file /usr/StorageFile/etc/PublicIPAddress.NASvolumes is searched for file systems. For each file system listed in the directory, the NAS server checks the file system and mounts it.

In step 2520, each of the entries in the file /usr/StorageFile/etc/PublicIPAddress.NFSexports are made available by NFS.

In step 2522, each of the entries in the file /usr/StorageFile/etc/PublicIPAddress.CIFSexports are made available by CIFS.

In step 2524, a NAS server process that implements the NAS protocol is started.

In step 2526, the NAS server sleeps for a period of time, such as 5 minutes, and a heartbeat process is started to monitor the public IP address of the peer NAS server. The NAS server waits for a period of time because the peer NAS server may also be booting up.

Hence, after the NAS server performs the above steps, it has determined its public IP address, the process that implements the NAS protocol is running, and a heartbeat process that monitors the peer NAS server has been started. The following sub-section describes what happens when the peer NAS server crashes.

9.3 **NAS Server Failure And Recovery**

As described above, after a NAS server boots, it starts a heartbeat process that monitors its peer. For example, the NAS server may send a heartbeat pulse to the peer NAS server, and receive a heartbeat pulse sent by the peer NAS server. If the NAS server determines that it cannot communicate with the peer NAS server, by monitoring the peer NAS server's heartbeat pulse, fail-over occurs. When fail-over occurs, the NAS server takes on the public IP address of the peer NAS server, takes on the hostname of the peer NAS server (as an alias to its own,
for example), and exports all of the file systems that were exported by the peer NAS server.

FIG. 15 illustrates a NAS server 304 that includes a heartbeat process module 1502. Embodiments for the heartbeat process module 1502 of the NAS server of the present invention are described as follows. These implementations are described herein for illustrative purposes, and are not limiting. In particular, the heartbeat process module as described herein can be achieved using any number of structural implementations, including hardware, firmware, software, or any combination thereof. The present invention is applicable to further ways of determining network failures, through the use of heartbeat signals and other means. Example implementations for determining network failures are described in pending U.S. Patent Application entitled "Internet Protocol Data Mirroring," Serial No. 09/664,499, Attorney Docket Number 1942.0040000.

Heartbeat process module 1502 generates a heartbeat process. Under the control of the heartbeat process executing on the NAS server, the NAS server connects to the NAS Protocol server on the public IP address of the peer NAS server (for example, the connection may be made every 10 seconds). After the connection is made, the NAS server sends a message containing the following string:

\[
\text{AYT:}
\]

After the peer NAS server receives the message, the peer NAS server may execute the steps shown in flowchart 2600 of FIG. 26, and further described below:

In step 2602, the IP address upon which the request arrived is determined.

In step 2604, the following files are checked for any modifications since the last "AYT:" message was received:

\[
/\text{usr/StorageFile/etc/Ipaddress.NASvolumes}
\]
/usr/StorageFile/etc/lpaddress.CIFSeports
/usr/StorageFile/etc/lpaddress.NFSexports

In step 2606, if it was determined in step 2604 that any of those files have been modified, the modified file is sent in a response to the message.

In step 2608, if any of the NFS locking status files have been modified since the last "AYT:" message, the modified NFS locking status file(s) are sent in a response to the message.

The response to the "AYT:" message may include several messages. A first message contains a string that may have the following form:

```
NAS:1:NumFiles
```

The NumFiles parameter indicates the number of files that the peer NAS server is sending in the response to the NAS server. If value of the NumFiles parameter is not zero, the peer NAS server sends two messages for each file found modified in the steps above. A first of the two messages may contain the following string:

```
Filename:fileSize
```

The Filename parameter is the name of the file being sent in the response. The fileSize parameter is the number of bytes in the file. A second of the two messages may contain the contents of the file.

If an error occurs, the peer NAS server responds with the "NAS:0:NumBytes" string, followed by a string that describes the error. The parameter NumBytes is the length of the string that followed.

As a result of the above steps, after sending an "AYT:" message to the peer NAS server, the NAS server may receive files containing the peer NAS server's NAS volumes, CIFS exports, and NFS exports. For example, NAS server 304a may have a public IP address of 192.11.109.8, and NAS server 304b may have the
public IP address of 192.11.109.9. Accordingly, NAS server 304a would store the following files containing its information. These files are typically populated when the NAS server receives NAS Protocol messages:

/usr/StorageFile/etc/192.11.109.8.NASvolumes
/usr/StorageFile/etc/192.11.109.8.CIFSexports
/usr/StorageFile/etc/192.11.109.8.NFSexports

NAS server 304a would also store the following files containing the corresponding information of the peer NAS server, NAS server 304b:

/usr/StorageFile/etc/192.11.109.9.NASvolumes
/usr/StorageFile/etc/192.11.109.9.CIFSexports
/usr/StorageFile/etc/192.11.109.9.NFSexports

So, at periodic intervals (such as 10 seconds), NAS server 304a sends an "ATY:" message to peer NAS server 304b, and peer NAS server 304b responds with updates to the above described NAS files.

If the NAS server cannot connect to the peer NAS server, the peer may be down, and fail-over may be necessary. If the NAS server cannot connect to the public IP address of the peer NAS server, it first checks to see if it can send a "ping" to the public IP address of the peer. If so, the NAS server may assume the NAS Protocol server on the peer NAS server has exited. The NAS server may accordingly record an error message. The error message may be displayed the next time a user sends the c40 directive to the NAS server, for example.

If the NAS server is unable to connect to the public IP address of the peer NAS server, and is unable to "ping" the public IP address of the peer NAS server, the NAS server may attempt to contact each SAN server. If the NAS server cannot contact either SAN server, the NAS server may assume that something is wrong with its network interface card. In that event, the NAS server may sleep for some
interval of time, such as 10 seconds, and then attempt to contact the NAS and SAN servers again. By sleeping for a period of time, fail-over due to temporary network outages may be avoided. After the second attempt, if the NAS server cannot contact its peer NAS server and the SAN servers, the NAS server may shut down NAS services. Specifically, the NAS server may execute the steps shown in flowchart 2700 of FIG. 27, and further described below:

   In step 2702, export of file systems by NFS and CIFS is stopped.
   In step 2704, all NAS file systems are unmounted.

In step 2706, the NAS server public IP address is shut down, and the boot-up IP address is re-assumed.

   In step 2708, all LUNs are removed from the operating system.
   In step 2710, the boot-up process described in the previous section is executed, and further operations described in the previous section regarding NAS server boot-up may be performed.

If the NAS server is unable to connect to the public IP address of the peer NAS server, but can contact a SAN server, it may assume the peer NAS server is down. In that event, the NAS server may sleep for a period of time (for example, 10 seconds). Sleeping for a period of time may aid in preventing fail-over from occurring during temporary network outages. After sleeping, the NAS server may re-attempt connecting to the peer NAS server. If, after the second attempt, the NAS server is unable to connect with the peer NAS server, the NAS server may perform NAS fail-over. In an embodiment, the NAS server may execute the steps shown in flowchart 2800 of FIG. 28, and further described below:

   In step 2802, the public IP address of the peer NAS server is assumed.
   In step 2804, a Gratuitous ARP request is issued, causing clients/host to update their IP-to-Ethernet mapping tables.

   In step 2806, a list of the peer NAS server’s NAS volumes/file systems are obtained from /usr/StorageFile/etc/Ipaddr.NASvolumes. "Ipaddr" is the public IP address of the peer NAS server.

   In step 2808, the file systems obtained in step 2806 are checked.
In step 2810, the file systems obtained in step 2806 are mounted.
In step 2812, the list of NFS exports is obtained from
/usr/StorageFile/etc/lpadr.NFSexports, and is exported via NFS.
In step 2814, the NFS lock manager is stopped and re-started, causing
clients/hosts to reclaim their locks.
In step 2816, the list of CIFS exports is obtained from
/usr/StorageFile/etc/lpadr.CIFSexports, and is exported via CIFS.
In step 2818, the file /etc/smb.conf is modified to list its peer name as an
alias for CIFS access.
In step 2820, the heartbeat process is stopped. The heartbeat process is
resumed when the peer comes back up, as described below.

When fail-over occurs, clients see a small period of time where the server
seems inaccessible. That is because the NAS server must check every file system
that was exported by the failed peer, mount it, and export it. However, after the
NAS server completes the processing, the client sees the server as accessible again.
It client is not aware that a second server has assumed the identity of the failed
server.

As mentioned in the section above relating to NAS server boot-up, a NAS
server resumes its NAS functionality when it comes back up. After the NAS
server boots, the NAS server checks to see if its public IP address is in use. For
example, the NAS server may determine this by attempting to send a network
message to its public IP address. If the NAS server’s public address is in use, then
fail-over has likely occurred. If that event, the NAS server may notify the peer
NAS server that it has recovered. For example, the NAS server may send a
message containing the following string to the peer NAS server:

_I_AM_BACK:

When the peer NAS server receives this message, the peer NAS server may
perform steps to return control of the original storage resources to the NAS server.
For example, the peer NAS server may execute the steps shown in flowchart 2900 of FIG. 29, and further described below:

- In step 2902, the public IP address of the NAS server is brought down.
- In step 2904, file systems in Ipaddr.NFSexports are unexported.
- In step 2906, file systems in Ipaddr.CIFExports are unexported.
- In step 2908, file systems in Ipaddr.NASvolumes are unexported.
- In step 2910, the heartbeat to the NAS server is re-started.

In summary, failure of a NAS server results in the peer NAS server taking over all of the failed NAS server's resources. When the failed NAS server comes back up, it resumes control over its original resources.

10.0 Example NAS Protocol Messages

The NAS Protocol discussed above is a simple protocol that allows a SAN server to communicate with the NAS servers, and allows the NAS servers to communicate between themselves. FIG. 15 illustrates a NAS server 304 that includes a NAS protocol module 1504, according to an embodiment of the present invention. Embodiments for the NAS protocol module 1504 of the present invention are described as follows. These implementations are described herein for illustrative purposes, and are not limiting. In particular, the NAS protocol module as described herein can be achieved using any number of structural implementations, including hardware, firmware, software, or any combination thereof.

NAS protocol module 1504 generates a NAS protocol process. In an embodiment, the NAS protocol process binds to TCP port number 8173. The NAS protocol may use ASCII strings. To simplify session-layer issues, the first packet is 256 bytes. If the string in the packet is less than 256 bytes, the string may be NULL-terminated and the receiving process ignores the remainder of the 256 bytes.
Messages in the NAS protocol are listed below. Further description of each message is presented elsewhere herein. In an embodiment, for all cases, a failure response consists of two messages. The first message is a 256-byte packet that contains the string "NAS:0:NumBytes", where NumBytes is the number of bytes in the second message. The second message contains a string describing the error. The responses listed below are example responses indicating successful completion.

Request: LUN:Enable:LunNumber:CreateFsFlag
Response: NAS:1:0

Request: LUN:Disable:LunNumber
Response: NAS:1:0

Request: LUN:ListVols:Type
Response: Message 1: NAS:1:NumBytes
          Message 2: NumBytes of data

Request: LUN:GetStats
Response: Message 1: NAS:1:NumBytes
          Message 2: NumBytes of data

Response: NAS:1:0

Request: NFS:Unexport:FileSystem
Response: NAS:1:0

Message 2: NumBytes-length string with comma-separated list of hosts

Response: NAS:1:0

Request: CIFS:Uexport:FileSystem

Response: NAS:1:0

Message 2: NumBytes-length string with comma-separated list of users

Response: NAS:1:0

Additional NAS protocol messages, or modifications to the NAS protocol messages presented above, would be recognized by persons skilled in the relevant art(s) from the teachings herein, and are within the scope and spirit of the present invention.

11.0 Example Computer System

An example of a computer system 1040 is shown in FIG. 10. The computer system 1040 represents any single or multi-processor computer. In conjunction, single-threaded and multi-threaded applications can be used. Unified or distributed memory systems can be used. Computer system 1040, or portions thereof, may be used to implement the present invention. For example, each of the SAN servers and NAS servers of the present invention may comprise software running on a computer system such as computer system 1040.

In one example, elements of the present invention may be implemented in a multi-platform (platform independent) programming language such as JAVA 1.1, programming language/structured query language (PL/SQL), hyper-text mark-up language (HTML), practical extraction report language (PERL), common
gateway interface/structured query language (CGI/SQL) or the like. Java™ enabled and JavaScript™ enabled browsers are used, such as, Netscape™, HotJava™, and Microsoft™ Explorer™ browsers. Active content Web pages can be used. Such active content Web pages can include Java™ applets or ActiveX™ controls, or any other active content technology developed now or in the future. The present invention, however, is not intended to be limited to Java™, JavaScript™, or their enabled browsers, and can be implemented in any programming language and browser, developed now or in the future, as would be apparent to a person skilled in the art given this description.

In another example, the present invention may be implemented using a high-level programming language (e.g., C++) and applications written for the Microsoft Windows™ environment. It will be apparent to persons skilled in the relevant art(s) how to implement the invention in alternative embodiments from the teachings herein.

Computer system 1040 includes one or more processors, such as processor 1044. One or more processors 1044 can execute software implementing routines described above, such as shown in flowchart 1200. Each processor 1044 is connected to a communication infrastructure 1042 (e.g., a communications bus, cross-bar, or network). Various software embodiments are described in terms of this exemplary computer system. After reading this description, it will become apparent to a person skilled in the relevant art how to implement the invention using other computer systems and/or computer architectures. For example, SAN server 302 and/or NAS server 304 may include one or more of processor 1044.

Computer system 1040 can include a display interface 1002 that forwards graphics, text, and other data from the communication infrastructure 1042 (or from a frame buffer not shown) for display on the display unit 1030. For example, administrative interface 412 may include a display unit 1030 that displays GUI 1200. The display unit 1030 may be included in the structure of storage appliance 210, or may be separate. For instance, GUI communication link 426 may be included in display interface 1002. Display interface 1002 may include a network
connection, including a LAN, WAN, or the Internet, such that GUI 1200 may be viewed remotely from SAN server 302.

Computer system 1040 also includes a main memory 1046, preferably random access memory (RAM), and can also include a secondary memory 1048. The secondary memory 1048 can include, for example, a hard disk drive 1050 and/or a removable storage drive 1052, representing a floppy disk drive, a magnetic tape drive, an optical disk drive, etc. The removable storage drive 1052 reads from and/or writes to a removable storage unit 1054 in a well known manner. Removable storage unit 1054 represents a floppy disk, magnetic tape, optical disk, etc., which is read by and written to by removable storage drive 1052. As will be appreciated, the removable storage unit 1054 includes a computer usable storage medium having stored therein computer software and/or data.

In alternative embodiments, secondary memory 1048 may include other similar means for allowing computer programs or other instructions to be loaded into computer system 1040. Such means can include, for example, a removable storage unit 1062 and an interface 1060. Examples can include a program cartridge and cartridge interface (such as that found in video game devices), a removable memory chip (such as an EPROM, or PROM) and associated socket, and other removable storage units 1062 and interfaces 1060 which allow software and data to be transferred from the removable storage unit 1062 to computer system 1040.

Computer system 1040 can also include a communications interface 1064. For example, first network interface 406, second network interface 402, and SAN server interface 408 shown in FIG. 4, and first network interface 508 and second network interface 502 shown in FIG. 5, may include one or more aspects of communications interface 1064. Communications interface 1064 allows software and data to be transferred between computer system 1040 and external devices via communications path 1066. Examples of communications interface 1064 can include a modem, a network interface (such as Ethernet card), a communications port, interfaces described above, etc. Software and data transferred via
communications interface 1064 are in the form of signals which can be electronic, electromagnetic, optical or other signals capable of being received by communications interface 1064, via communications path 1066. Note that communications interface 1064 provides a means by which computer system 1040 can interface to a network such as the Internet.

The present invention can be implemented using software running (that is, executing) in an environment similar to that described above with respect to FIG. 8. In this document, the term "computer program product" is used to generally refer to removable storage unit 1054, a hard disk installed in hard disk drive 1050, or a carrier wave carrying software over a communication path 1066 (wireless link or cable) to communication interface 1064. A computer usable medium can include magnetic media, optical media, or other recordable media, or media that transmits a carrier wave or other signal. These computer program products are means for providing software to computer system 1040.

Computer programs (also called computer control logic) are stored in main memory 1046 and/or secondary memory 1048. Computer programs can also be received via communications interface 1064. Such computer programs, when executed, enable the computer system 1040 to perform the features of the present invention as discussed herein. In particular, the computer programs, when executed, enable the processor 1044 to perform features of the present invention. Accordingly, such computer programs represent controllers of the computer system 1040.

The present invention can be implemented as control logic in software, firmware, hardware or any combination thereof. In an embodiment where the invention is implemented using software, the software may be stored in a computer program product and loaded into computer system 1040 using removable storage drive 1052, hard disk drive 1050, or interface 1060. Alternatively, the computer program product may be downloaded to computer system 1040 over communications path 1066. The control logic (software), when executed by the
one or more processors 1044, causes the processor(s) 1044 to perform functions of the invention as described herein.

In another embodiment, the invention is implemented primarily in firmware and/or hardware using, for example, hardware components such as application specific integrated circuits (ASICs). Implementation of a hardware state machine so as to perform the functions described herein will be apparent to persons skilled in the relevant art(s) from the teachings herein.

12.0 Conclusion

While various embodiments of the present invention have been described above, it should be understood that they have been presented by way of example only, and not limitation. It will be apparent to persons skilled in the relevant art that various changes in form and detail can be made therein without departing from the spirit and scope of the invention. Thus, the breadth and scope of the present invention should not be limited by any of the above-described exemplary embodiments, but should be defined only in accordance with the following claims and their equivalents.
What Is Claimed Is:

1. A method for interfacing a storage area network (SAN) with a first data communication network, wherein one or more hosts coupled to the first data communication network can access data stored in one or more of a plurality of storage devices in the SAN, wherein the one or more hosts access one or more of the plurality of storage devices as network attached storage (NAS), comprising the steps of:
   - coupling a SAN server to a SAN;
   - coupling a NAS server to the SAN server through a second data communication network;
   - coupling the NAS server to the first data communication network;
   - allocating a portion of at least one of the plurality of storage devices from the SAN server to the NAS server;
   - configuring the allocated portion as NAS storage in the NAS server;
   - exporting the configured portion from the NAS server to be accessible to the one or more hosts coupled to the first data communication network.

2. The method of claim 1, wherein the SAN server is configured to allocate storage from the SAN to at least one host attached to the second data communication network, further comprising the step of:
   - coupling the SAN server to the second data communication network.

3. The method of claim 2, wherein said allocating step comprises the step of:
   - viewing the NAS server from the SAN server as a host attached to the second data communication network.

4. The method of claim 3, wherein said allocating step further comprises the step of:
allocating the portion of at least one of the plurality of storage devices from the SAN server to the NAS server in the same manner as the portion would be allocated from the SAN server to a host attached to the second data communication network.

5. The method of claim 1, further comprising the steps of:
coupling an administrative interface to the SAN server; and
receiving a storage allocation directive from the administrative interface with the SAN server.

6. The method of claim 5, wherein said allocating step comprises the step of:
sending a NAS protocol storage allocation message from the SAN server to the NAS server.

7. The method of claim 6, further comprising the step of:
sending a response from the NAS server to the SAN server that indicates whether said configuring step was successful.

8. The method of claim 1, further comprising the steps of:
deallocating a second virtual NAS storage device to form a deallocated storage portion;
unexporting the virtual NAS storage device; and
decomconfiguring the deallocated storage portion.

9. The method of claim 8, further comprising the step of:
receiving a storage deallocation directive from an administrative interface with the SAN server.

10. The method of claim 9, wherein said deallocating step comprises the step of:
sending a NAS protocol storage deallocation message from the SAN server to the NAS server.

11. The method of claim 10, further comprising the step of:
    sending a response from the NAS server to the SAN server that indicates whether said deconfiguring step was successful.

12. The method of claim 1, further comprising the step of:
coupling a second NAS server in parallel with the first NAS server.

13. The method of claim 12, further comprising the steps of:
determining the failure of the first NAS server; and
performing fail-over of storage resources from the first NAS server to the second NAS server.

14. The method of claim 13, wherein said determining step comprises the step of:
    monitoring a heartbeat signal sent from the first NAS server at the second NAS server.

15. The method of claim 13, further comprising the steps of:
    notifying the second NAS server that the first NAS server has recovered; and
    returning control of the storage resources to the first NAS server.

16. A method for managing the allocation of storage from a storage area network (SAN) as network attached storage (NAS) to a data communication network, comprising the steps of:
    (a) receiving a storage management directive from a graphical user interface;
(b) sending a message corresponding to the received storage management directive to a NAS server; and
(c) receiving a response corresponding to the sent message from the NAS server.

17. The method of claim 16, further comprising the steps of:
(d) providing an command line interface (CLI) at the graphical user interface; and
(e) allowing a user to input the storage directive as a CLI command into the CLI.

18. The method of claim 16, wherein said message is a NAS protocol message, wherein step (b) comprises the step of:
   sending a NAS protocol message corresponding to the received storage directive to a NAS server.

19. The method of claim 16, wherein step (a) comprises the step of:
   receiving a storage management directive from the graphical user interface that is any one of the following storage management directives: storage allocation, list file systems, export file system, unexport file system, set permissions, obtain statistics, or configure NAS server.

20. An apparatus for accessing a plurality of storage devices in a storage area network (SAN) as network attached storage (NAS) in a data communication network, comprising:
   a SAN server that includes:
      a first interface configured to be coupled to the SAN; and
      a second interface that is coupled to a first data communication network; and
   a NAS server that includes:
a third interface configured to be coupled to a second data communication network; and

a fourth interface that is coupled to said first data communication network;

wherein said SAN server allocates a first portion of the plurality of storage devices in the SAN to be accessible through said second interface to at least one first host coupled to said first data communication network;

wherein said SAN server allocates a second portion of the plurality of storage devices in the SAN to said NAS server; and

wherein said NAS server configures access to said second portion of the plurality of storage devices to at least one second host coupled to said second data communication network.

21. The apparatus of claim 20, wherein said first portion of the plurality of storage devices in the SAN includes a first at least one physical storage device, wherein said SAN server further includes:

a storage mapper that maps said first at least one physical storage device to at least one first logical storage device that is accessible to said at least one first host;

wherein said second portion of the plurality of storage devices in the SAN includes a second at least one physical storage device; and

wherein said storage mapper maps said second at least one physical storage device to at least one second logical storage device that is allocated to said NAS server.

22. The apparatus of claim 20, wherein each of said first interface, said second interface, and said fourth interface includes a fibre channel or SCSI interface, and wherein said third interface includes an Ethernet adaptor.
23. The apparatus of claim 20, further comprising a storage appliance, wherein said SAN server and said NAS server are included in said storage appliance.

24. The apparatus of claim 20, wherein said NAS server exports at least a portion of said second portion of said plurality of storage devices through said third interface to said second data communication network using network file system (NFS) protocol.

25. The apparatus of claim 20, wherein said NAS server exports at least a portion of said second portion of said plurality of storage devices through said third interface to said second data communication network using common Internet file system (CIFS) protocol.

26. The apparatus of claim 20, further comprising an administrative interface coupled to said SAN server.

27. The apparatus of claim 26, wherein said administrative interface includes a graphical user interface.

28. The apparatus of claim 20, further comprising a fibre channel switch coupled between said second interface of said SAN server and said first data communication network.

29. The apparatus of claim 20, further comprising a fibre channel switch coupled between said first interface of said SAN server and said SAN.

30. A storage appliance for accessing a plurality of storage devices in a storage area network (SAN) as network attached storage (NAS) in a data communication network, comprising:
a first SAN server configured to be coupled to the plurality of storage
devices in the SAN via a first data communication network, wherein said first
SAN server is configured to be coupled to a second data communication network;

a second SAN server configured to be coupled to the plurality of storage
devices in the SAN via a third data communication network, wherein said second
SAN server is configured to be coupled to a fourth data communication network;

a first NAS server configured to be coupled to a fifth data communication
network, wherein said first NAS server is coupled to said second and said fourth
data communication networks; and

a second NAS server configured to be coupled to said fifth data
communication network, wherein said second NAS server is coupled to said
second and said fourth data communication networks;

wherein said first SAN server allocates a first portion of the plurality of
storage devices in the SAN to be accessible to at least one first host coupled to said
second data communication network;

wherein said first SAN server allocates a second portion of the plurality of
storage devices in the SAN to said first NAS server;

wherein said first NAS server configures access to said second portion of
the plurality of storage devices to at least one second host coupled to said fifth data
communication network;

wherein said second NAS server assumes the configuring of access to said
second portion of the plurality of storage devices by said first NAS server during
failure of said first NAS server; and

wherein said second SAN server assumes allocation of said second portion
of the plurality of storage devices by said first SAN server during failure of said
first SAN server.

31. The apparatus of claim 30, further comprising:

a first fibre channel switch coupled between said first SAN server and said
second data communication network; and
a second fibre channel switch coupled between said second SAN server and said fourth data communication network.

32. The apparatus of claim 30, further comprising:
   a first fibre channel switch coupled between said first SAN server and said first data communication network; and
   a second fibre channel switch coupled between said second SAN server and said third data communication network.

33. A system for interfacing a storage area network (SAN) with a first data communication network, wherein one or more hosts coupled to the first data communication network can access data stored in one or more of a plurality of storage devices in the SAN, wherein the one or more hosts access one or more of the plurality of storage devices as network attached storage (NAS), comprising the steps of:
   means for coupling a SAN server to a SAN;
   means for coupling a NAS server to the SAN server through a second data communication network;
   means for coupling the NAS server to the first data communication network;
   means for allocating a portion of at least one of the plurality of storage devices from the SAN server to the NAS server;
   means for configuring the allocated portion as NAS storage in the NAS server; and
   means for exporting the configured portion from the NAS server to be accessible to the one or more hosts coupled to the first data communication network.
34. The system of claim 33, wherein the SAN server is configured to allocate storage from the SAN to at least one host attached to the second data communication network, further comprising:

means for coupling the SAN server to the second data communication network.

35. The system of claim 34, wherein said means for allocating comprises:

means for viewing the NAS server from the SAN server as a host attached to the second data communication network.

36. The system of claim 35, wherein means for allocating further comprises:

means for allocating the portion of at least one of the plurality of storage devices from the SAN server to the NAS server in the same manner as the portion would be allocated from the SAN server to a host attached to the second data communication network.

37. The system of claim 33, further comprising:

means for coupling an administrative interface to the SAN server; and

means for receiving a storage allocation directive from the administrative interface with the SAN server.
FIG. 6
1300

1302 a storage management directive is received from the graphical user interface

1304 a message corresponding to the received storage management directive is sent to a NAS server

1306 a response corresponding to the sent message is received from the NAS server

FIG. 13A

1308 a command line interface (CLI) may be provided at the graphical user interface

1310 a user is allowed to input the storage directive as a CLI command into the CLI

FIG. 13B
1400

1402
a SAN server is coupled to a SAN

1404
a NAS server is coupled to the SAN server through a second data communication network

1406
the NAS server is coupled to the first data communication network

1408
a portion of at least one of the plurality of storage devices is allocated from the SAN server to the NAS server

1410
the allocated portion is configured as NAS storage in the NAS server

1412
the configured portion is exported from the NAS server to be accessible to the one or more hosts coupled to the first data communication network

FIG. 14A
1414  an administrative interface is coupled to the SAN server

1416  a storage allocation directive is received from the administrative interface with the SAN server

FIG. 14B
The NAS servers are found within one or more host mapping tables.

The value of the second parameter is determined, indicating whether the LUN is enabled.

A network message is sent to the redundant SAN server, requesting that the redundant SAN server perform steps 1602 and 1604.

A network message is sent to NAS servers 304a and 304b, to inform them that the LUN is available.

FIG. 16
The LUN is configured on the first HBA into the operating system

The LUN is configured on the second HBA into the operating system

A symbolic links is created in a directory, linking the LUNs with the operating system symbolic device names

A directory is created, named /exportxxxx, where xxxx is a 4-digit representation of the LUN number

The value of CreateFSFlag is determined

Complete

The IP address upon which the request arrived is determined

The LUN number is inserted into a file

A file system is created on the LUN

The file system is mounted on /exportxxxx

The file system is exported via NFS and CIFS

Files storing NFS and CIFS exported file systems are updated

A response is sent to the SAN server

FIG. 17
1800

The IP address upon which the request arrived is determined

1802

Whether the corresponding file system is exported is determined

1804

The LUN is removed from the kernel configuration

1806

The symbolic links for the LUN are removed

1808

FIG. 18
The IP address upon which the request arrived is determined

The value of the type parameter is determined

If the type parameter is NFS, the NFS exports file is opened to obtain the list of file systems exported via NFS, and the required information is returned

If the type parameter is CIFS, the NFS exports file is opened to obtain the list of file systems exported via CIFS, and the required information is returned

FIG. 19
The IP address upon which the request arrived is determined

Whether the NAS server has been allocated the LUN associated with the file system is determined

Allocated

If the message specifies CIFS, the related file system information is removed from files that list all CIFS exported file systems

Not Allocated

If the message specifies NFS, the related file system information is removed from files that list all NFS exported file systems

an error message is returned

FIG. 20
2100
The IP address upon which the request arrived is determined

2102

2104
The NAS server determines whether it owns the file system

2106
If the message specifies CIFS, the relevant information is added or replaced in the relevant system files

2108
If the message specifies NFS, the relevant information is added or replaced in the relevant system files

FIG. 21
The IP address upon which the request arrived is determined

The network statistics are obtained

The RPC statistics are obtained

Items listed in the NAS volumes file are analyzed, and file system information about each item is returned

Error messages from are retrieved from error logs, and the error logs are moved to having a name ending with "old"

FIG. 22
FIG. 23

A network message is sent to the first NAS server (for example, using the NAS Protocol) including various SAN and NAS server, and network information.

A network message is sent to the second NAS server, including the information noted in step 2304.

The SAN server configuration is updated with the public address of NAS server 1 and NAS server 2.

FIG. 24

A NAS configuration file is created, and IP addresses IP1 through IP6 are placed in the file.

The value of the ServNum parameter is determined, where if the ServNum parameter is 1, the NAS server assigns itself the hostname of HostName1 and the IP address of IP4, and if the ServNum parameter is 2, the NAS server assigns itself the hostname of HostName2 and the IP address of IP6.

The NAS server is rebooted.
The NAS configuration file is searched for the line that contains its boot-up IP address

The NAS configuration file is searched for the other NAS server's public IP address

Whether the NAS server is attached to the network is verified

Whether the NAS server's public IP address is in use is determined

The boot-up IP address of the NAS server is changed to its public IP address

A Gratuitous ARP request is issued, which allows clients to update their IP-to-Ethernet mapping information

The symbolic links directory is examined for LUNs

The NAS server name is registered with the SAN servers as NASServerNASOne or NASServerNASTwo, depending on its server number

The NAS volumes file is searched for file systems

Each of the entries in the file NFS exports file are made available by NFS

Each of the entries in the file CIFS exports file are made available by CIFS

A NAS server process that implements the NAS protocol is started

The NAS server sleeps for a period of time, such as 5 minutes, and a heartbeat process is started to monitor the public IP address of the peer NAS server

FIG. 25
SUBSTITUTE SHEET (RULE 26)
The IP address upon which the request arrived is determined

The NAS volumes, NFS exports, and CIFS exports files are checked for any modifications since the last heartbeat message was received

If it was determined in step 2602 that any of those files have been modified, the modified file is sent in a response to the message

If any of the NFS locking status files have been modified since the last heartbeat message, the modified NFS locking status file(s) are sent in a response to the message

FIG. 26
2700

2702 Export by NFS and CIFS is stopped

2704 All NAS file systems are unmounted

2706 The NAS server public IP address is shut down, and the boot-up IP address is re-assigned

2708 All LUNs are removed from the operating system

2710 The boot-up process is executed, and further operations regarding NAS server boot-up may be performed

FIG. 27
2800 The public IP address of the peer NAS server is assumed
2802
2804 A Gratuitous ARP request is issued, causing clients/hosts to
Update their IP-to-Ethernet mapping tables
2806 A list of the peer NAS server's NAS volumes/file
systems are obtained
2808 The file systems obtained in step 2806 are checked
2810 The file systems obtained in step 2806 are mounted
2812 The list of NFS exports is obtained, and is exported via NFS
2814 The NFS lock manager is stopped and re-started, causing
clients/hosts to reclaim their locks
2816 The list of CIFS exports is obtained, and is exported via CIFS
2818 The file /etc/smb.conf is modified to list its peer
name as an alias for CIFS access
2820 The heartbeat process is stopped

FIG. 28
The public IP address of the NAS server is brought down

File systems in the NFS exports file are unexported

File systems in CIFS exports file are unexported

File systems in the NAS volumes file are unexported

The heartbeat to the NAS server is re-started
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