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RE-ENCOOING MAGE SETS USING 
FREQUENCY-DOMAIN DIFFERENCES 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of International 
Patent Application No. PCT/CN2014/078136, filed May 22, 
2014, currently pending, the disclosure of which is hereby 
incorporated by reference. 

BACKGROUND 

0002 With the increased usage of digital cameras (espe 
cially those included with smartphones or other devices), 
storage of digital photographs poses significant challenges 
for personal devices and for "cloud' storage services avail 
able through the Internet. In particular, digital cameras in 
Smartphones and other mobile computing devices have 
dramatically increased the number of digital images that are 
captured, shared and stored, since Such devices are carried 
by large numbers of users in their daily activities. At the 
same time, newer digital cameras use sensors that yield 
higher-resolution images. The higher-resolution images 
have more sample values per image and tend to have higher 
storage cost per image. 
0003 Engineers use compression (also called source cod 
ing, source encoding, or simply coding or encoding) to 
reduce the bit rate of digital images. Compression decreases 
the cost of storing and transmitting image information by 
converting the information into a lower bit rate form. 
Compression can be lossless or lossy. Lossless compression 
typically reduces bit rate and does not hurt image quality. On 
the other hand, in lossy compression, bit rate reduction tends 
to be more significant, at the cost of reduction in image 
quality. Decompression (also called decoding) reconstructs 
a version of the original information from the compressed 
form. A “codec is an encoder/decoder system. 
0004 Since the early 1990s, various image codec stan 
dards have been adopted, including the JPEG standard 
(ITU-T T81 or ISO/IEC 10918-1), JPEG 2000 standard 
(ISO/IEC 15444), and JPEG XR standard (ITU-T T.832 or 
ISO/IEC 29199-2). Digital images can also be processed 
using intra-picture encoding and decoding for a video codec 
standard, such as the H.264/AVC standard (ITU-T H.264, 
MPEG-4 AVC or ISO/IEC 14496-10) or H.265/HEVC stan 
dard (ITU-T H.265 or ISO/IEC 23008-2). A codec standard 
typically defines options for the syntax of an encoded data 
bitstream, detailing parameters in the bitstream when par 
ticular features are used in encoding and decoding. In many 
cases, a codec standard also provides details about the 
decoding operations a decoder should perform to achieve 
conforming results in decoding. Aside from codec standards, 
various proprietary codec formats (such as VP8 and VP9) 
define other options for the syntax of an encoded data 
bitstream and corresponding decoding operations. 
0005 Thus, image compression can reduce the storage 
cost for digital photographs, but most conventional image 
encoding approaches do not exploit correlations that exist 
between different images. For example, consider a series of 
digital photographs captured using burst mode capture or a 
set of digital photographs in a photograph album. The 
images in the series or album may be highly correlated, yet 
most image encoding approaches only consider each image 
by itself during compression. 
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99 0006. Some existing “image set compression 
approaches exploit inter-image redundancy between images 
to reduce bit rate. A few of these encoding approaches even 
enable lossless compression. Such approaches typically 
compress "raw' input digital images, as opposed to previ 
ously encoded digital images, in order to achieve significant 
reduction in storage cost. When existing lossy image set 
compression approaches are applied to reconstructed ver 
sions of previously encoded digital images, the approaches 
rarely reduce bit rate unless image quality also suffers. 
Applying existing lossless image set compression 
approaches to reconstructed versions of previously encoded 
digital images (attempting to reduce storage cost without 
further reducing image quality) usually increases bit rate 
instead of reducing it. Thus, in Some scenarios, existing 
image set compression approaches fail to provide efficient 
performance when re-encoding previously encoded digital 
images. 

SUMMARY 

0007. In summary, the detailed description presents 
approaches to re-encoding image sets using frequency 
domain differences, along with corresponding approaches to 
reversing the re-encoding of the image sets. In some 
example implementations, the re-encoding approaches can 
significantly reduce the storage cost for a set of previously 
encoded digital images without hurting image quality. In 
other words, in these example implementations, the re 
encoding approaches can provide lossless compression for 
previously encoded digital images. 
0008 According to a first aspect of the innovations 
described herein, a re-encoding tool decodes first encoded 
data for a set of multiple images in a first format. The 
re-encoding tool re-encodes at least one of the set of multiple 
images, producing second encoded data for the multiple 
images in a second format. As part of the re-encoding, the 
re-encoding tool determines frequency-domain differences. 
0009 For example, as part of the re-encoding, the re 
encoding tool determines a prediction relative to one or 
more reference images. The re-encoding tool can determine 
the prediction for a given block of a given image of the 
multiple images using spatial-domain disparity compensa 
tion (e.g., motion compensation) relative to the one or more 
reference images. For the spatial-domain disparity compen 
sation, the multiple images can be organized according to a 
prediction structure that depends on analysis of features of 
the multiple images. Also, as part of the spatial-domain 
disparity compensation, a reference image can be adjusted 
according to a deformation transformation (such as a global 
afline transformation) and/or a photometric transformation 
(such as a global brightness compensation). 
0010. The re-encoding tool also computes quantized 
coefficients for the prediction. For example, to compute the 
quantized coefficients for the prediction for a given block, 
the re-encoding tool performs a frequency transform on 
sample values of the prediction for the block to produce 
coefficients for the prediction, and quantizes the coefficients 
for the prediction using a quantization parameter ("QP) 
value. The second-format re-encoding can mirror the first 
format decoding in several respects. For example, the decod 
ing can include an inverse frequency transform that is the 
inverse of the frequency transform used during the re 
encoding. Also, the decoding can include inverse quantiza 
tion that uses the same QP value (e.g., the QP value used for 
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the given block) as the re-encoding, which facilitates loss 
less compression for the re-encoding process. 
0011. Then, the re-encoding tool computes frequency 
domain differences between the quantized coefficients for 
the prediction (e.g., for a given block) and corresponding 
quantized coefficients (e.g., for the block) that are repre 
sented in the first encoded data. Since they are computed 
using quantized coefficients, the differences are frequency 
domain differences. The re-encoding tool entropy codes the 
frequency-domain differences. 
0012. During re-encoding, for a given block, the re 
encoding tool can select between using frequency-domain 
differences and using the corresponding quantized coeffi 
cients (from the first encoded data), for inclusion in the 
second encoded data. For example, the selection depends at 
least in part on a cost metric for the frequency-domain 
differences and a cost metric for the corresponding quan 
tized coefficients. In this way, the re-encoding tool can use 
spatial-domain disparity compensation when it improves 
compression performance, but otherwise use compression 
according to the first format. 
0013 The re-encoding tool can repeat this process on a 
block-by-block basis for multiple blocks of the given image 
of the multiple images. 
0014. According to another aspect of the innovations 
described herein, a computing system includes a base 
decoder and a predictive re-encoder. The base decoder is 
adapted to decode first encoded data (e.g., in a first format) 
for images. The predictive re-encoder is adapted to re 
encode at least one of the images and thereby produce 
second encoded data (e.g., in a second format) for the 
images. The predictive re-encoder includes (a) a spatial 
domain disparity compensation module adapted to deter 
mine a prediction relative to one or more reference images, 
(b) a frequency transformer adapted to produce transform 
coefficients for the prediction, (c) a quantizer adapted to 
quantize the transform coefficients for the prediction, (d) a 
differencing module adapted to compute frequency-domain 
differences between the quantized transform coefficients for 
the prediction and corresponding quantized transform coef 
ficients represented in the first encoded data, and (e) an 
entropy coder adapted to entropy code the frequency-do 
main differences. The predictive re-encoder can also include 
(f) a selector module adapted to select, for inclusion in the 
second encoded data, the frequency-domain differences or 
the corresponding quantized transform coefficients. 
0015. According to a third aspect of the innovations 
described herein, a transcoding tool or decoding tool 
reverses the re-encoding of a set of images. The tool receives 
and processes encoded data for a set of multiple images. As 
part of the processing, the tool computes a prediction 
relative to one or more reference images (e.g., using spatial 
domain disparity compensation) and computes quantized 
coefficients for the prediction. The tool also entropy decodes 
frequency-domain differences and combines the frequency 
domain differences and the quantized coefficients for the 
prediction to reconstruct corresponding quantized coeffi 
cients. For decoding, the tool inverse quantizes the corre 
sponding quantized coefficients, then performs an inverse 
frequency transform on the inverse quantized coefficients to 
reconstruct the images. On the other hand, for transcoding 
(e.g., into the first format), the tool entropy codes the 
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corresponding quantized coefficients. The tool can repeat 
this process on a block-by-block basis for multiple blocks of 
a given image. 
0016. The innovations for re-encoding image sets using 
frequency-domain differences, and corresponding transcod 
ing and decoding operations, can be implemented as part of 
a method, as part of a computing system adapted to perform 
the method or as part of a tangible computer-readable media 
storing computer-executable instructions for causing a com 
puting system to perform the method. The various innova 
tions can be used in combination or separately. 
0017. The foregoing and other objects, features, and 
advantages of the invention will become more apparent from 
the following detailed description, which proceeds with 
reference to the accompanying figures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0018 FIG. 1 is a diagram of an example computing 
system in which some described embodiments can be imple 
mented 
0019 FIG. 2 is a diagram of an example cloud computing 
environment in which some described embodiments can be 
implemented 
0020 FIG. 3 is a diagram of a base image encoder and 
base image decoder. 
0021 FIG. 4 is a diagram of a generalized image re 
encoding tool in conjunction with which some described 
embodiments can be implemented. 
0022 FIG. 5 is a diagram of an example predictive image 
re-encoder module in the image re-encoding tool of FIG. 4. 
0023 FIG. 6 is a diagram of an example image re 
encoding tool in conjunction with which some described 
embodiments can be implemented. 
0024 FIG. 7 is a flowchart of a generalized technique for 
re-encoding images using frequency-domain differences. 
0025 FIG. 8 is a flowchart of an example technique for 
re-encoding a block of an image of an image set using 
frequency-domain differences. 
0026 FIG. 9 is a diagram of a generalized image 
transcoding (or decoding) tool in conjunction with which 
Some described embodiments can be implemented. 
0027 FIG. 10 is a diagram of an example predictive 
image decoder module in the image transcoding (or decod 
ing) tool of FIG. 9. 
0028 FIG. 11 is a diagram of an example image transcod 
ing (or decoding) tool in conjunction with which some 
described embodiments can be implemented. 
0029 FIG. 12 is a flowchart of a generalized technique 
for transcoding (or decoding) images using frequency-do 
main differences. 
0030 FIG. 13 is a flowchart of an example technique for 
transcoding (or decoding) a block of an image of an image 
set using frequency-domain differences. 

DETAILED DESCRIPTION 

0031. The detailed description presents innovations in the 
area of re-encoding sets of compressed images and reversing 
Such re-encoding. For example, a re-encoding tool computes 
frequency-domain differences between (a) quantized coef 
ficients for a block from encoded data in a first format and 
(b) quantized coefficients for a prediction of the block, then 
entropy codes the frequency-domain differences, producing 
encoded data in a second format for the compressed images. 
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In some example implementations, the re-encoding can 
significantly reduce storage cost for previously compressed 
images without hurting image quality. In many cases, the 
re-encoding provides lossless compression that reduces bit 
rate by 5%, 10% or more, compared to the storage cost for 
the previously compressed images in the first format. 
0032 Subsequently, the previously compressed images 
in the first format can be recovered from the encoded data in 
the second format. Or, the encoded data in the second format 
can be decoded to reconstruct the images. 
0033 Although operations described herein are in places 
described as being performed by an image encoder, image 
transcoder or image decoder, in many cases the operations 
can be performed by another type of media processing tool 
(e.g., video encoder, video transcoder or video decoder). The 
operations can be performed for applications such as still 
image coding or decoding, medical scan content coding or 
decoding, multispectral imagery content coding or decod 
ing, etc. 
0034 Some of the innovations described herein are illus 
trated with reference to syntax elements and operations 
specific to the JPEG standard. The innovations described 
herein can also be implemented for other standards or 
formats, such as the JPEG XR standard, JPEG 2000 stan 
dard, intra-coding/decoding for the H.264/AVC standard, 
intra-coding/decoding for the H.265/HEVC standard, intra 
coding/decoding for the VP8 format, intra-coding/decoding 
for the VP9 format, and the WebP format. 
0035. As used herein, the term “block' generally indi 
cates an arrangement of values for purposes of a frequency 
transform (or inverse frequency transform) and quantization 
(or inverse quantization). That is, a “block” is a transform 
block. An arrangement of values for purposes of motion 
compensation or other spatial-domain disparity compensa 
tion is termed a motion partition or partition, although the 
term “block' can also be used to indicate a partition. For a 
given block (transform block), a prediction for the block can 
be determined using a partition of the same size (partition 
size-transform block size). Or, the prediction for the block 
can be determined using a larger partition, in which case the 
partition provides predicted Sample values for predictions 
for multiple blocks (transform blocks). Or, the prediction for 
the block can be determined using multiple Smaller parti 
tions. 

0036. In the examples described herein, identical refer 
ence numbers in different figures indicate an identical com 
ponent or module. Depending on context, a given compo 
nent or module may accept a different type of information as 
input and/or produce a different type of information as 
output. 

0037 More generally, various alternatives to the 
examples described herein are possible. For example, some 
of the methods described herein can be altered by changing 
the ordering of the method acts described, by splitting, 
repeating, or omitting certain method acts, etc. The various 
aspects of the disclosed technology can be used in combi 
nation or separately. Different embodiments use one or more 
of the described innovations. Some of the innovations 
described herein address one or more of the problems noted 
in the background. Typically, a given technique/tool does not 
solve all such problems. 
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I. Example Computing Systems. 
0038 FIG. 1 illustrates a generalized example of an 
example computing system (100) in which several of the 
described innovations may be implemented. The computing 
system (100) is not intended to Suggest any limitation as to 
Scope of use or functionality, as the innovations may be 
implemented in diverse general-purpose or special-purpose 
computing systems. 
0039. With reference to FIG. 1, the computing system 
(100) includes one or more processing units (110, 115) and 
memory (120, 125). The processing units (110, 115) execute 
computer-executable instructions. A processing unit can be 
a general-purpose central processing unit ("CPU”), proces 
sor in an application-specific integrated circuit (ASIC) or 
any other type of processor. In a multi-processing system, 
multiple processing units execute computer-executable 
instructions to increase processing power. For example, FIG. 
1 shows a central processing unit (110) as well as a graphics 
processing unit or co-processing unit (115). The tangible 
memory (120, 125) may be volatile memory (e.g., registers, 
cache, RAM), non-volatile memory (e.g., ROM, EEPROM, 
flash memory, etc.), or some combination of the two, acces 
sible by the processing unit(s). The memory (120, 125) 
stores software (180) implementing one or more innovations 
for re-encoding image sets using frequency-domain differ 
ences and/or for corresponding operations to reverse Such 
re-encoding, in the form of computer-executable instruc 
tions suitable for execution by the processing unit(s). 
0040. A computing system may have additional features. 
For example, the computing system (100) includes storage 
(140), one or more input devices (150), one or more output 
devices (160), and one or more communication connections 
(170). An interconnection mechanism (not shown) such as a 
bus, controller, or network interconnects the components of 
the computing system (100). Typically, operating system 
Software (not shown) provides an operating environment for 
other Software executing in the computing system (100), and 
coordinates activities of the components of the computing 
system (100). 
0041. The tangible storage (140) may be removable or 
non-removable, and includes magnetic disks, magnetic tapes 
or cassettes, CD-ROMs, DVDs, or any other medium which 
can be used to store information and which can be accessed 
within the computing system (100). The storage (140) stores 
instructions for the software (180) implementing one or 
more innovations for re-encoding image sets using fre 
quency-domain differences and/or for corresponding opera 
tions to reverse such re-encoding. 
0042. The input device(s) (150) may be a touch input 
device such as a keyboard, mouse, pen, or trackball, a voice 
input device, a scanning device, or another device that 
provides input to the computing system (100). For images, 
the input device(s) (150) may be a camera, video card, TV 
tuner card, Screen capture module, Scanning device, or 
similar device that accepts image input in analog or digital 
form, or a CD-ROM or CD-RW that reads image input into 
the computing system (100). The output device(s) (160) may 
be a display, printer, speaker, CD-writer, or another device 
that provides output from the computing system (100). 
0043. The communication connection(s) (170) enable 
communication over a communication medium to another 
computing entity. The communication medium conveys 
information Such as computer-executable instructions, 
image input or output, or other data in a modulated data 
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signal. A modulated data signal is a signal that has one or 
more of its characteristics set or changed in Such a manner 
as to encode information in the signal. By way of example, 
and not limitation, communication media can use an elec 
trical, optical, RF, or other carrier. 
0044) The innovations can be described in the general 
context of computer-readable media. Computer-readable 
media are any available tangible media that can be accessed 
within a computing environment. By way of example, and 
not limitation, with the computing system (100), computer 
readable media include memory (120, 125), storage (140), 
and combinations of any of the above. 
0045. The innovations can be described in the general 
context of computer-executable instructions, such as those 
included in program modules, being executed in a comput 
ing system on a target real or virtual processor. Generally, 
program modules include routines, programs, libraries, 
objects, classes, components, data structures, etc. that per 
form particular tasks or implement particular abstract data 
types. The functionality of the program modules may be 
combined or split between program modules as desired in 
various embodiments. Computer-executable instructions for 
program modules may be executed within a local or distrib 
uted computing system. 
0046. The terms “system” and “device' are used inter 
changeably herein. Unless the context clearly indicates 
otherwise, neither term implies any limitation on a type of 
computing system or computing device. In general, a com 
puting system or computing device can be local or distrib 
uted, and can include any combination of special-purpose 
hardware and/or general-purpose hardware with Software 
implementing the functionality described herein. 
0047. The disclosed methods can also be implemented 
using specialized computing hardware configured to per 
form any of the disclosed methods. For example, the dis 
closed methods can be implemented by an integrated circuit 
(e.g., an ASIC (Such as an ASIC digital signal processor 
(“DSP), a graphics processing unit (“GPU”), or a program 
mable logic device (“PLD), such as a field programmable 
gate array (“FPGA')) specially designed or configured to 
implement any of the disclosed methods. 
0048 For the sake of presentation, the detailed descrip 
tion uses terms like “determine” and “use' to describe 
computer operations in a computing system. These terms are 
high-level abstractions for operations performed by a com 
puter, and should not be confused with acts performed by a 
human being. The actual computer operations corresponding 
to these terms vary depending on implementation. 

II. Example Cloud Computing Environments. 
0049 FIG. 2 illustrates a generalized example of an 
example cloud computing environment (200) in which sev 
eral of the described innovations may be implemented. In 
the example environment (200), various types of services 
(e.g., computing services) are provided by a cloud (210). For 
example, the cloud (210) can comprise a collection of 
computing devices, which may be located centrally or 
distributed, that provide cloud-based services for image 
storage to various types of users and devices connected via 
a network Such as the Internet. The computing devices of the 
cloud computing environment (200) can be used in different 
ways to accomplish computing tasks. For example, some 
tasks (e.g., processing user input and presenting a user 
interface) can be performed on local computing devices 
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(e.g., connected devices 230, 240, 250), while other tasks 
(e.g., image storage, image re-encoding, image transcoding) 
can be performed in the cloud (210). 
0050. In the example cloud computing environment 
(200), the cloud (210) provides services for connected 
devices (230, 240,250) with a variety of screen capabilities. 
A first connected device (230) represents a device with a 
computer screen (e.g., a mid-size screen). For example, the 
first connected device (230) could be a personal computer 
Such as desktop computer, laptop computer, notebook com 
puter, netbook computer, or the like. A second connected 
device (240) represents a device with a mobile device screen 
(e.g., a Small size screen). For example, the second con 
nected device (240) could be a mobile phone, smartphone, 
personal digital assistant, tablet computer, and the like. A 
third connected device (250) represents a device associated 
with a large Screen. For example, the third connected device 
(250) could be a television screen (e.g., a smart television) 
or another device connected to a television (e.g., a set-top 
box or gaming console) or the like. Devices without Screen 
capabilities also can be used in the example cloud comput 
ing environment (200). For example, the cloud (210) can 
provide services for one or more computers (e.g., server 
computers) without displays. 
0051) Services can be provided by the cloud (210) 
through service providers (220) or through other providers 
of online services (not depicted). Cloud services can be 
customized to the screen size, display capability, and/or 
touchscreen capability of a particular connected device (e.g., 
connected devices 230, 240, and/or 250). 
0052. In the example cloud computing environment 
(200), the cloud (210) can provide image storage services, 
image re-encoding services, image transcoding services 
and/or other image processing services described herein to 
the various connected devices (230, 240, and/or 250) using, 
at least in part, the service providers (220). In this case, the 
service providers (220) can provide a centralized solution 
for various cloud-based services. The service providers 
(220) can manage service Subscriptions for users and/or 
devices (e.g., for the connected devices (230, 240, 250) 
and/or their respective users). For example, a connected 
device (230, 240 or 250) provides compressed images in a 
first format (e.g., JPEG) to the cloud (210). A computing 
system in the cloud (210) re-encodes the compressed images 
using frequency-domain differences, and stores the resulting 
encoded data in a second format. When the connected device 
(230, 240 or 250) requests one or more of the compressed 
images, a computing system in the cloud (210) transcodes 
the compressed images from the second format back to the 
first format, then provides the requested compressed image 
(s) in the first format back to the connected device (230, 240 
or 250). 
0053 Alternatively, one of the connected devices (230, 
240 or 250) in the cloud computing environment (200) 
performs the re-encoding, the storage of compressed data in 
the second format, the transcoding, and/or decoding from 
the second format (e.g., for processing of images in a 
burst-mode capture series). 

III. Example Base Image Encoder and Base Image Decoder. 
0054 FIG. 3 shows a codec system (300) that includes a 
base image encoder and corresponding base image decoder. 
The base image encoder and base image decoder are block 
based and use a block format that depends on implementa 
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tion. Blocks (transform blocks) may be further sub-divided 
at different stages, e.g., frequency transform and/or entropy 
encoding stages. For example, an image can be divided into 
64x64 blocks, 32x32 blocks, 16x16 or 8x8 blocks, which 
can in turn be divided into smaller blocks of sample values 
for some stages of coding and decoding. 
0055. Overall, the base image encoder receives one or 
more images (312) from an image source (310) and pro 
duces encoded data (348) in a bitstream as output to a 
channel (350). The image source (310) can be a camera, 
tuner card, storage media, Screen capture module, or other 
digital image source. The image source (310) produces a 
single image or a series of images (e.g., from burst mode 
capture). 
0056 A. Base Image Encoder and Channel. 
0057 The base image encoder compresses images using 
intra-picture coding. The frequency transformer (320) con 
verts spatial-domain image information for the image(s) 
(312) into frequency-domain (i.e., spectral, transform) data. 
For block-based image coding, the frequency transformer 
applies a discrete cosine transform (“DCT), an integer 
approximation thereof, or another type of forward block 
transform (e.g., a discrete sine transform or an integer 
approximation thereof) to a block of sample values for one 
of the image(s) (312), producing a block of transform 
coefficients (322). 
0058. The quantizer (330) quantizes the transform coef 
ficients (322). The quantization can include Scaling accord 
ing to scale factors as well as uniform quantization. For 
example, the quantizer applies dead-Zone Scalar quantization 
to the transform coefficients (322) with a quantization step 
size that varies on an image-by-image basis, slice-by-slice 
basis, block-by-block basis, frequency-specific basis or 
other basis. The quantized transform coefficients (332) are 
provided to the entropy coder (340). 
0059. The entropy coder (340) entropy codes the quan 
tized transform coefficients (332) as well as certain side 
information (e.g., quantization parameter ("QP) values, 
mode decisions, parameter choices), producing encoded 
data (348). Typical entropy coding techniques include Expo 
nential-Golomb coding, Golomb-Rice coding, arithmetic 
coding, differential coding, Huffman coding and other vari 
able-length coding, run length coding, variable-length-to 
variable-length coding, variable-length-to-fixed-length cod 
ing, Lempel–Ziv coding, and dictionary coding, and 
combinations of the above. The entropy coder can use 
different coding techniques for different kinds of informa 
tion, can apply multiple techniques in combination (e.g., by 
applying Golomb-Rice coding followed by arithmetic cod 
ing), and can choose from among multiple code tables 
within a particular coding technique. The entropy coder 
(340) or another module can also format and/or entropy code 
general control data, which can include signals indicating 
color spaces, color sampling rates and/or bit depths for 
images, slice, blocks, or other units of the image. The 
entropy coder (340) provides the encoded data (348) in a 
bitstream. The format of the bitstream can be JPEG, JPEG 
XR, JPEG 2000, H.264/AVC (intra), H.265/HEVC (intra), 
or VPX (intra), or a variation or extension thereof, or some 
other format. 
0060 A general encoding control (not shown) receives 
the images (312) from the image source (310) as well as 
feedback (not shown) from various modules of the base 
image encoder. Overall, the general encoding control pro 
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vides control signals (not shown) to other modules (such as 
the frequency transformer (320) and quantizer (330)) to set 
and change coding parameters during encoding. In particu 
lar, the general encoding control can set QP values during 
encoding on an image-by-image basis, slice-by-slice basis, 
block-by-block basis or some other unit-by-unit basis. The 
general encoding control produces general control data (not 
shown) that indicates decisions made during encoding, so 
that a corresponding decoder can make consistent decisions. 
The general control data can be provided to the entropy 
coder (340). 
0061. In alternative embodiments, a base image encoder 
includes different modules and/or other configurations of 
modules. For example, the base image encoder can include 
modules for intra-picture prediction (e.g., spatial predic 
tion). Such as an intra-picture estimator and predictor, as 
well as modules for reconstruction of image content used for 
the spatial prediction. The intra-picture estimator determines 
how to spatially predict sample values of a prediction for a 
block of an image from neighboring, previously recon 
structed Sample values of the image. The intra-picture esti 
mator produces as side information Such as prediction mode 
direction (for intra spatial prediction). The side information 
is provided to the entropy coder (340) as well as the 
intra-picture predictor, which spatially predicts sample val 
ues of the prediction for the block from neighboring, pre 
viously reconstructed sample values of the image. Differ 
ences, or residual values, between sample values for a block 
and sample values for its prediction are transformed using 
the frequency transformer (320), quantized using the quan 
tizer (330) and entropy coded using the entropy coder (340). 
An inverse quantizer and inverse transformer (not shown) 
within the base image encoder reconstruct the residual 
values, which are combined with the sample values of the 
prediction for use in Subsequent spatial prediction within the 
image. 
0062. The encoded data (348) in the bitstream is buffered. 
The encoded data (348) can be processed by a channel 
encoder (not shown), which can packetize and/or multiplex 
the encoded data (348) for transmission or storage as a 
media stream, or for storage as a file. Or, more generally, the 
channel encoder can implement one or more media system 
multiplexing protocols or transport protocols. The channel 
encoder provides output to the channel (350), which repre 
sents storage, a communications connection, or another 
channel for the output. The channel encoder or channel 
(350) may also include other elements (not shown), e.g., for 
forward-error correction (FEC’) encoding and analog sig 
nal modulation. 

0063 B. Base Image Decoder. 
0064. The channel (350) provides the encoded data (348) 
to the base image decoder. The encoded data (348) may have 
been channel coded, in which case a channel decoder can 
process the encoded data (348). For example, the channel 
decoder de-packetizes and/or demultiplexes data that has 
been aggregated for transmission or storage as a media 
stream, or for storage as a file. Or, more generally, the 
channel decoder can implement one or more media system 
demultiplexing protocols or transport protocols. The channel 
decoder may also include other elements (not shown), e.g., 
for FEC decoding and analog signal demodulation. The 
encoded data (348) that is output from the channel decoder 
is buffered until a sufficient quantity of such data has been 
received. 
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0065. Overall, the base image decoder receives the 
encoded data (348) in a bitstream and reconstructs one or 
more images (382). Using intra-picture decoding, the base 
image decoder decompresses the image(s) (382), which are 
buffered in the decoded picture buffer (390). 
0066. The entropy decoder (360) or another module can 
parse and/or entropy decode general control data, which can 
include signals indicating color spaces, color sampling rates 
and/or bit depths for images, slice, blocks, or other units of 
the image. The entropy decoder (360) entropy decodes 
entropy-coded data, typically applying the inverse of 
entropy coding performed in the base image encoder. Typi 
cal entropy decoding techniques include Exponential-Go 
lomb decoding, Golomb-Rice decoding, arithmetic decod 
ing, differential decoding, Huffman decoding and other 
variable-length decoding, run length decoding, variable 
length-to-variable-length decoding, variable-length-to 
fixed-length decoding, Lempel–Ziv decoding, and dictionary 
decoding, and combinations of the above. As a result of the 
parsing and entropy decoding, the entropy decoder (360) 
produces quantized transform coefficient data (362) as well 
as side information (e.g., QP values, mode decisions, param 
eter choices). 
0067. The inverse quantizer (370) inverse quantizes the 
quantized transform coefficients (362), producing recon 
structed transform coefficients (372). The inverse quantiza 
tion can include Scaling according to scale factors as well as 
uniform (inverse) quantization. 
0068. The inverse frequency transformer (380) performs 
an inverse frequency transform. For block-based decoding, 
the inverse frequency transformer (380) converts a block of 
reconstructed transform coefficients (372) to a block of 
reconstructed sample values for a decoded image (382). The 
inverse frequency transform can be an inverse DCT, an 
integer approximation thereof, or another type of inverse 
frequency transform (e.g., an inverse discrete sine transform 
or an integer approximation thereof). 
0069. A general decoding control (not shown) receives 
general control data (not shown) and provides control sig 
nals (not shown) to other modules (such as the inverse 
frequency transformer (380) and inverse quantizer (370)) to 
set and change decoding parameters during decoding. In 
particular, the general decoding control can cause the base 
image decoder to Switch QP values during decoding on an 
image-by-image basis, slice-by-slice basis, block-by-block 
basis or some other unit-by-unit basis. 
0070. In alternative embodiments, a base image decoder 
includes different modules and/or other configurations of 
modules. For example, the base image decoder can include 
modules for intra-picture prediction (e.g., spatial predic 
tion). Such as an intra-picture predictor. Based on side 
information Such as prediction mode directions from the 
entropy decoder (360), the intra-picture predictor spatially 
predicts sample values of a prediction for a block of an 
image from neighboring, previously reconstructed sample 
values of the image. Differences between sample values for 
the block and sample values for the prediction are recon 
structed using an inverse quantizer and inverse frequency 
transformer, then combined with the sample values of the 
prediction. 

IV. Example Image Re-encoding Tools and Techniques. 
0071. An image re-encoding tool decodes previously 
compressed images in a first format then re-encodes the 
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images. The re-encoding tool computes frequency-domain 
differences between (a) quantized coefficients from encoded 
data in the first format and (b) quantized coefficients for a 
prediction. The re-encoding tool then entropy codes the 
differences, producing encoded data in a second format for 
the compressed images. In many cases, the re-encoding 
provides lossless compression that reduces bit rate by 5%, 
10% or more, compared to the storage cost for the previ 
ously compressed images in the first format. 
0072 
0073 FIG. 4 is a diagram of a generalized image re 
encoding tool (400) in conjunction with which some 
described embodiments can be implemented. The image 
re-encoding tool (400) includes a base image decoder (410) 
and a predictive image re-encoder (420). The base image 
decoder (410) receives first encoded data (402), which 
corresponds to the encoded data (348) produced by a base 
image encoder (300) as shown in FIG. 3. The first encoded 
data (402) includes encoded data for a set of compressed 
images, e.g., for a photograph album or burst-mode capture 
series. The format of the first encoded data (402) can be 
JPEG, JPEG XR, JPEG 2000, H.264/AVC (intra), H.265/ 
HEVC (intra), or VPX (intra), or a variation or extension 
thereof, or some other format. 
0074 The base image decoder (410) can be organized as 
described with reference to the base image decoder of FIG. 
3, or the base image decoder (410) can have some other 
organization. In any case, the base image decoder (410) 
decodes the first encoded data (402) to produce decoded 
images (382). The base image decoder (410) also outputs 
quantized transform coefficients (362), which are used by 
the predictive image re-encoder (420). 
0075. The predictive image re-encoder (420) re-encodes 
the decoded images (382) to produce second encoded data 
(422). As part of the re-encoding, for at least some blocks of 
the decoded images (382), the predictive image re-encoder 
(420) computes frequency-domain differences between the 
quantized transform coefficients (362) (from the base image 
decoder (410)) and quantized transform coefficients for a 
prediction. The predictive image re-encoder (420) entropy 
codes the differences, which are included in the second 
encoded data (422). The predictive image re-encoder (420) 
can be organized as described with reference to FIG. 5, or 
the predictive image re-encoder (420) can have some other 
organization (e.g., lacking feature-domain determination of 
a prediction structure and/or lacking spatial-domain dispar 
ity compensation). 
0076 FIG. 5 is a diagram of an example predictive image 
re-encoder (500), which re-encodes previously compressed 
images of an image set. The predictive image re-encoder 
(500) compresses the images of the image set using a 
combination of feature-domain, spatial-domain and fre 
quency-domain compression techniques to remove inter 
image redundancy. Overall, the predictive image re-encoder 
(500) models correlation among the set of decoded images 
(382), determines spatial-domain predictions for at least 
some blocks of the decoded images (382), computes fre 
quency-domain differences between the predictions and 
corresponding blocks of the decoded images (382), and 
losslessly compresses the frequency-domain differences. 
The second encoded data (422) includes the losslessly 
compressed differences as well as side information produced 
by modules of the predictive image re-encoder (500). 

A. Generalized Image Re-Encoding Tools. 
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0077. A decoded picture buffer buffers the set of decoded 
images (382) for use as reference images. A first module 
(510) of the predictive image re-encoder (500) performs 
feature-domain determination of a prediction structure (512) 
for the set of decoded images (382). The feature-domain 
determination module (510) measures similarity of features 
between images within the set of decoded images (382) 
(e.g., between pairs of images). Based on the feature-level 
similarity, the feature-domain determination module (510) 
determines the prediction structure (512). Conceptually, the 
prediction structure (512) organizes the set of decoded 
images (382) as a pseudo Video sequence by ordering the 
images (382). 
0078. Unlike a natural video sequence, which inherently 
has temporal correlations from image to image, a set of 
compressed images for a photograph album may be disor 
dered and have only loose correlations. Inter-image dispari 
ties due to motion can be complicated by variations in 
rotation, Zooming, illumination, etc. as the images were 
captured. (In contrast, a burst-mode capture series tend to 
have stronger correlations from image to image, with less 
variation in rotation, Zooming, illumination, etc.) 
0079. In some example implementations, the feature 
domain determination module (510) measures the similarity 
between pairs of images according to distance between 
scale-invariant feature transform (“SIFT) descriptors, 
which helps avoid the impact of large motion offsets and 
luminance changes. In general, a SIFT descriptor describes 
the distinctive, invariant features of a local image region, 
including key-point location, Scale, orientation, and feature 
vector. The key-point location and scale can be determined 
by finding the maxima and minima of differences of Gauss 
ian signals. The feature vector is, for example, a 128 
dimension vector which characterizes the local image region 
by the histogram of gradient directions. The orientation can 
denote the dominant direction of the gradient histogram. 
SIFT descriptors typically have a high level of distinctive 
ness. For additional details about computation and use of 
SIFT descriptors in this context, see Shi et al., “Feature 
based Image Set Compression.” IEEE Conference on Mul 
timedia and Expo, pp. 1-6 (2013) or Shi et al., “Photo Album 
Compression for Cloud Storage Using Local Features.” 
IEEE Journal on Emerging and Selected Topics in Circuits 
and Systems, Vol. 4, No. 1 (March 2014). 
0080. In the example implementations, the feature-do 
main determination module (510) approximates the predic 
tive cost between images by the distance between their SIFT 
descriptors. I {I, I,..., I} denotes an image set which 
contains N correlated images. Taking two images I, and I 
as an example, the predictive costp, for using I, to predict 
It is determined by the average distance of the set of 
matched SIFT descriptors s, between the two images. 

D(s, s), 
1 

Pnin -. X v(ss)esnin 

where s, and s, are SIFT descriptors derived from I, and 
I, respectively, (s,'..s.) denotes the r" pair of matched 
SIFT descriptors in the sets, and IAI is the number of 
elements in a set A. The distance D(S,S) between two 
descriptors is calculated as: 
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where s, and V, denote the 128-dimension feature vectors 
ofs, and S., respectively. 
I0081. In the example implementations, the feature-do 
main determination module (510) estimates the predictive 
cost between each pair of images among the set of decoded 
images (382) (using the approach describe above), then 
generates a directed graph that incorporates the pair-wise 
predictive costs. The feature-domain determination module 
(510) determines a minimum spanning tree (“MST) from 
the directed graph by minimizing the total predictive cost, 
then determines the prediction structure (512) for the set of 
images I according to a depth-first traversal of the MST. 
For additional details about the determination of the directed 
graph, MST and prediction structure in example implemen 
tations, see Shi et al., “Photo Album Compression for Cloud 
Storage Using Local Features,” which is referenced above. 
I0082 Alternatively, the feature-domain determination 
module (510) determines the prediction structure (512) for 
the set of decoded images (382) in Some other way (e.g., 
using descriptors other than SIFT descriptors, using a struc 
tural similarity (“SSIM''') index or other measure of struc 
tural similarity, using pixel signatures, and so on). 
I0083. A second module (520) of the predictive image 
re-encoder (500) performs spatial-domain disparity compen 
sation. The spatial-domain disparity compensation module 
(520) compensates for disparities between images organized 
in the prediction structure (512) using global and local 
alignment techniques in the spatial domain. This enhances 
spatial correlation between images, which is Subsequently 
exploited in frequency-domain redundancy reduction. The 
spatial-domain disparity compensation module (520) pro 
duces predictions (524) for blocks of the decoded images 
(382). The spatial-domain disparity compensation module 
(520) also outputs motion vector (“MV) data and/or global 
transform data (522), which parameterizes local and global 
disparity compensations, respectively. 
I0084. Given the prediction structure (512), the image set 
I can be organized as a pseudo video sequence. In some 
cases, disparities between images in an image set are too 
complicated to address with motion estimation and compen 
sation. To address such disparities, the spatial-domain dis 
parity compensation module (520) can apply a deformation 
transformation and/or a photometric transformation to one 
or more of the decoded images (382). The spatial-domain 
disparity compensation module (520) outputs parameter 
values for the global transformation(s) applied to a reference 
image. Alternatively, the spatial-domain disparity compen 
sation module (520) determines and outputs parameter val 
ues for global transformation(s) applied to a section of a 
reference image, or to multiple reference images or sections 
thereof. The parameter values for the global transformation 
(s) can be determined and output for a current image or 
section thereof, indicating global transformation(s) to apply 
to a reference image before performing motion compensa 
tion for partitions of the current image or section thereof. 
Different images or sections within a current image can have 
different parameter values for global transformation(s). 
I0085. In some example implementations, to determine 
motion-compensated predictions C, for a current image 
I, the spatial-domain disparity compensation module (520) 
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can apply a deformation transformation (represented by the 
matrix H,) and a photometric transformation (represented 
by the matrix T.) to a reference image I, before perform 
ing motion estimation and compensation (represented by the 
function F) for partitions of the current image I, using the 
adjusted reference image: 

C.F. (TXHXI). 

I0086) The deformation transformation matrix H, helps 
reduce geometric disparities between the reference image I. 
and current image I. In the example implementations, the 
spatial-domain disparity compensation module (520) deter 
mines the matrix H, from matched SIFT descriptors 
between images I, and I. For example, the transformation 
from one camera plane to another can be modeled as a 
homograph transform, which can be solved using three 
dimensional matched coordinates. The transformation can 
be simplified to a two-dimensional affine transform and 
calculated by the RANSAC technique, as described in 
Fischler et al., “Random Sample Consensus: a Paradigm for 
Model Fitting with Applications to Image Analysis and 
Automated Cartography,” Comm. of the ACM, vol. 24, pp. 
381-395 (1981). For additional details, see Shi et al., “Fea 
ture-based Image Set Compression' or Shi et al., “Photo 
Album Compression for Cloud Storage Using Local Fea 
tures,” which are referenced above. Alternatively, the spa 
tial-domain disparity compensation module (520) deter 
mines the matrix H, in some other way. 
I0087. The photometric transformation matrix T helps 
reduce illumination disparities between the reference image 
I, and current image I. In the example implementations, the 
spatial-domain disparity compensation module (520) deter 
mines the matrix T from luma (brightness) sample values 
of the images I, and I. The matrix T can be calculated by 
using all of the luma sample values of the images. Or, 
considering the robustness of the matched SIFT descriptors, 
the matrix T can be calculated using only luma sample 
value for matched key-point locations. For additional 
details, see Shi et al., “Feature-based Image Set Compres 
sion” or Shi et al., “Photo Album Compression for Cloud 
Storage Using Local Features,” which are referenced above. 
Alternatively, the spatial-domain disparity compensation 
module (520) determines the matrix T in some other way. 
0088 Alternatively, the spatial-domain disparity module 
(520) skips the deformation transformation and photometric 
transformation. For example, the deformation transforma 
tion and photometric transformation can be skipped for a 
burst-mode capture series that lacks global disparities due to 
rotation, Zooming, illumination changes, etc. 
0089. Following any adjustments using a deformation 
transformation and/or a photometric transformation, the 
spatial-domain disparity compensation module (520) can 
perform motion estimation and motion compensation F, to 
address any remaining, local disparities between a (trans 
formed) reference image and image I. For motion estima 
tion, a motion estimator estimates the motion of a partition 
of Sample values of the current image with respect to a 
(transformed) reference image. The motion estimator pro 
duces as side information motion data Such as MV data and 
reference image selection data for the partition. A motion 
compensator applies MVs to the (transformed) reference 
image(s) from the decoded picture buffer, producing motion 
compensated predictions for blocks. Depending on imple 
mentation, various motion estimation techniques and motion 
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compensation techniques used in conventional video encod 
ers can be used by the spatial-domain disparity compensa 
tion module (520). A motion partition can have the same size 
as a block (transform block) used for transform and quan 
tization of transform coefficients, or it can have a different 
size (e.g., motion partition larger than transform block). 
I0090. Using the motion-compensated predictions C, 
for a current image I, and sample values for the current 
image I, one approach to compression is to calculate 
spatial-domain differences between sample values, then 
compress the spatial-domain differences (e.g., using a fre 
quency transform, quantization and entropy coding). In this 
approach, lossy compression may reduce bitrate but usually 
prevents exact recovery of the previously compressed 
images. On the other hand, lossless compression of the 
spatial-domain differences, with or without a frequency 
transform, often increases storage cost for the compressed 
images, compared to the previously compressed images 
before re-encoding. 
0091 Instead of compressing spatial-domain differences, 
a third module (530) of the predictive image re-encoder 
(500) reduces frequency-domain redundancy between the 
disparity-compensated predictions and current image. The 
frequency-domain redundancy reduction module (530) com 
putes quantized transform coefficients for a prediction (524). 
Then, the frequency-domain redundancy reduction module 
(530) determines frequency-domain differences between the 
quantized transform coefficients for the prediction (524) and 
corresponding quantized transform coefficients (362) pro 
vided by the base image decoder (410). Frequency-domain 
redundancy removal facilitates lossless compression of the 
first encoded data (402). 
0092. In some example implementations, the frequency 
domain redundancy reduction module (530) determines fre 
quency-domain differences and computes quantized trans 
form coefficients for the predictions (524) on a block-by 
block basis. The block size (transform block size) can be, for 
example, 8x8, 4x4, 16x16 or some other size. 
0093. The frequency-domain redundancy reduction mod 
ule (530) uses frequency transformation and quantization 
processes that align with those of the base image encoder for 
the first encoded data (402). For a given prediction (524) 
(compensated image C.), the frequency-domain redun 
dancy reduction module (530) performs a frequency trans 
form and quantizes the transform coefficients for the pre 
diction (524). The quantization can use the same QP value 
that was used for the collocated block for the first encoded 
data (402). The quantization converts transform coefficients 
to lower resolution values (e.g., converting floating point 
values to integer values), and also reduces fluctuations in the 
differences. The frequency-domain redundancy reduction 
module (530) determines differences between the quantized 
transform coefficients for the prediction (524) and corre 
sponding quantized transform coefficients (362) of the col 
located block for the first encoded data (402). 
0094. In the example implementations, on a block-by 
block basis, the frequency-domain redundancy reduction 
module (530) adaptively selects between using the fre 
quency-domain differences for a block or the corresponding 
quantized transform coefficients of the collocated block for 
the first encoded data (402). For example, the frequency 
domain redundancy reduction module (530) evaluates 
whether more bits are used for encoding that uses the 
frequency-domain differences or encoding that uses the 
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corresponding quantized transform coefficients of the col 
located block. For this decision, the frequency-domain 
redundancy reduction module (530) can consider actual 
encoding costs (using feedback from the entropy coder 
(340)) or estimated encoding costs. The frequency-domain 
redundancy reduction module (530) can consider the cost of 
signaling MV data for a partition associated with the block 
if frequency-domain differences are used. The frequency 
domain redundancy reduction module (530) outputs mode 
decisions (534) for the blocks, indicating whether fre 
quency-domain differences or corresponding quantized 
transform coefficients are used for the blocks, in addition to 
the frequency-domain differences or coefficients (532). 
0095. The entropy coder (340) receives the frequency 
domain differences or coefficients (532) and entropy codes 
them, producing encoded data (349) for the frequency 
domain differences or coefficients. The entropy coder (340) 
can operate as described with reference to the base image 
encoder of FIG. 3 (but possibly encode frequency-domain 
differences, not just quantized transform coefficients), or 
operate in some other way. 
0096. The multiplexer (550) receives the encoded data 
(349) for the frequency-domain differences or coefficients, 
the mode decisions (534), the MV data/global transform data 
(522) (including data indicating the matrices M, and/or 
T) and the prediction structure (512). The multiplexer 
(550) can entropy code any values that are not already 
entropy coded (e.g., MV data, global transform data, mode 
decisions). The multiplexer (550) combines the encoded 
data (349) with syntax elements for the mode decisions 
(534), MV data/global transform data (522) and prediction 
structure (512), producing the second encoded data (422) in 
a second format. 
0097. B. Example Image Re-Encoding Tools. 
0098 FIG. 6 is a diagram of an example re-encoding tool 
(600) in conjunction with which some described embodi 
ments can be implemented. The re-encoding tool (600) 
includes modules of a base decoder and modules of a 
predictive re-encoder. The base decoder, which is adapted to 
decode first encoded data (402) for images, includes an 
entropy decoder (360), inverse quantizer (370) and inverse 
frequency transformer (380), which operate as described 
with reference to FIG. 3. A decoded image buffer (390) 
stores a set of decoded images (382) reconstructed from the 
first encoded data (402). 
0099. The predictive re-encoder is adapted to re-encode 
at least one of the images (382) and produce second encoded 
data (422) for the set of decoded images (382). The predic 
tive re-encoder includes a feature-domain determination 
module (510), as described with reference to FIG. 5, adapted 
to determine a prediction structure (512) for the images 
(382). The predictive re-encoder also includes a spatial 
domain disparity compensation module (520), as described 
with reference to FIG. 5, adapted to determine a prediction 
(524) relative to one or more reference images and output 
MV data/global transform data (522). 
0100 For frequency-domain redundancy reduction, the 
predictive re-encoder includes a frequency transformer 
(320), quantizer (330) and differencing module (670). The 
frequency transformer (320) operates as described with 
reference to FIG. 3, but performs a frequency transform on 
the sample values of the prediction (524) instead of sample 
values of a block. The frequency transformer (320) produces 
transform coefficients (323) for the prediction. The fre 
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quency transformer (320) can use a frequency transform that 
is an inverse of the transform used by the inverse frequency 
transformer (380). 
0101 The quantizer (330) operates as described with 
reference to FIG. 3, but quantizes the transform coefficients 
(323) for the prediction and produces quantized transform 
coefficients (333) for the prediction. For a given block, the 
quantizer (330) and inverse quantizer (370) can use the same 
QP value (e.g., the QP value used for the block in the first 
encoded data (402)). 
0102 The differencing module (670) is adapted to com 
pute frequency-domain differences (672) between the quan 
tized transform coefficients (333) for the prediction and 
corresponding quantized transform coefficients (362) repre 
sented in the first encoded data (402). For example, the 
differencing module (670) computes the frequency-domain 
differences (672) on a block-by-block basis. 
0103) In FIG. 6, the predictive re-encoder also includes a 
selector module (680) adapted to select, for inclusion in the 
second encoded data (422), the frequency-domain differ 
ences (672) or the corresponding quantized transform coef 
ficients (362). For example, the selector module (680) makes 
the selections on a block-by-block basis. The selections can 
depend at least in part on a cost metric for the differences 
(672) and a cost metric for the corresponding quantized 
transform coefficients (362). Alternatively, the selector mod 
ule (680) considers other and/or additional criteria. The 
selector module (680) outputs decisions (534) for the selec 
tions as well as frequency-domain differences or coefficients 
(532), as described with reference to FIG. 5. 
0104 Finally, the predictive re-encoder also includes an 
entropy coder (340) and multiplexer (550), which operate as 
described with reference to FIG. 5. 
0105 C. Example Image Re-encoding Techniques. 
0106 FIG. 7 is a flowchart of a generalized technique 
(700) for re-encoding images using frequency-domain dif 
ferences. A re-encoding tool Such as one described with 
reference to FIG. 4 or FIG. 6, or other re-encoding tool, can 
perform the technique (700). 
0107 To start, the re-encoding tool decodes (710) first 
encoded data for a set of multiple images in a first format. 
For example, the re-encoding tool performs entropy decod 
ing, inverse quantization and an inverse frequency transform 
for a block. As part of the decoding (710), the re-encoding 
tool can perform other and/or additional decoding operations 
(e.g., for spatial prediction). 
0108. Then, the re-encoding tool re-encodes (720) at least 
one of the set of multiple images, producing second encoded 
data for the multiple images in a second format. For 
example, for a given block of one of the multiple images, the 
re-encoding tool performs the example technique (800) 
shown in FIG. 8 to re-encode the block using frequency 
domain differences. Alternatively, the re-encoding tool per 
forms other and/or additional operations to re-encode a 
block of one of the multiple images using frequency-domain 
differences. 
0109. With reference to FIG. 8, the re-encoding tool 
determines (810) a prediction relative to one or more refer 
ence images. For example, the re-encoding tool performs 
motion compensation or another form of spatial-domain 
disparity compensation for a partition associated with a 
given block of a current image relative to the reference 
image(s). The re-encoding tool can adjust one of the refer 
ence image(s) using one or more of a deformation transfor 
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mation and a photometric transformation. The given image, 
reference image(s) and any other images of the multiple 
images can be organized according to a prediction structure. 
The prediction structure, which depends on analysis of 
features of the images, is used during spatial-domain dis 
parity compensation to determine reference image relation 
ships. 
0110. The re-encoding tool then computes (820) quan 
tized coefficients for the prediction. For example, the re 
encoding tool performs a frequency transform on the pre 
diction to produce coefficients for the prediction. The 
re-encoding tool can quantize the coefficients for the pre 
diction using the same QP value used for inverse quantiza 
tion during the decoding (810). 
0111. The re-encoding tool computes (830) frequency 
domain differences between the quantized coefficients for 
the prediction and corresponding quantized coefficients that 
are represented in the first encoded data. The re-encoding 
tool then entropy codes (840) the differences. 
0112 The re-encoding tool can repeat the determining 
(810) the prediction, the computing (820) the quantized 
coefficients, the computing (830) the frequency-domain dif 
ferences and the entropy coding (840) on a block-by-block 
basis for multiple blocks of a current image of the multiple 
images. The re-encoding tool can select, for inclusion in the 
second encoded data for a block, the frequency-domain 
differences or the corresponding quantized coefficients 
according to criteria described above. For example, the 
re-encoding tool makes the selection depending at least in 
part on a cost metric for the frequency-domain differences 
and a cost metric for the corresponding quantized coeffi 
cients. Alternatively, the re-encoding tool considers other 
and/or additional criteria when selecting between the fre 
quency-domain differences or the corresponding quantized 
coefficients. 

V. Example Image Transcoding and Decoding Tools and 
Techniques. 
0113 An image transcoding tool or decoding tool 
reverses the re-encoding of the compressed images. From 
encoded data in the second format, the transcoding tool or 
decoding tool reconstructs frequency-domain differences 
between (a) quantized coefficients from encoded data in a 
first format and (b) quantized coefficients for a prediction. 
The transcoding tool or decoding tool combines the fre 
quency-domain differences with the quantized coefficients 
for the prediction. After that, the results are entropy coded 
(for transcoding) or further reconstructed using inverse 
quantization, an inverse frequency transform, etc. (for 
decoding). In some example implementations, the previ 
ously compressed images in the first format can be exactly 
recovered from the encoded data in the second format. 
0114 A. Generalized Image Transcoding or Decoding 
Tools. 
0115 FIG. 9 is a diagram of a generalized image 
transcoding (or decoding) tool (900) in conjunction with 
which some described embodiments can be implemented. 
The image transcoding (or decoding) tool (900) includes 
modules (920) of a base image coder and/or base image 
decoder, as well as a predictive image decoder (910). The 
predictive image decoder (910) receives and at least partially 
decodes the second encoded data (422). As part of the 
decoding, for at least Some blocks of the decoded images 
(382), the predictive image decoder (910) reconstructs fre 
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quency-domain differences from the second encoded data 
(422). The predictive image decoder (910) combines the 
frequency-domain differences and quantized transform coef 
ficients for a prediction, producing quantized transform 
coefficients (362), which are provided to the modules (920) 
for the base image coder and/or decoder. The predictive 
image decoder (910) can be organized as described with 
reference to FIG. 10, or the predictive image decoder (910) 
can have some other organization (e.g., lacking spatial 
domain disparity compensation). 
0116 FIG. 10 is a diagram of an example predictive 
image decoder (1000). The predictive image decoder (1000) 
uses a combination of spatial-domain and frequency-domain 
decompression techniques. Overall, the predictive image 
decoder (1000) determines spatial-domain predictions for at 
least Some blocks of the decoded images (382) using sig 
naled MV data, reconstructs frequency-domain differences, 
and combines the frequency-domain differences and quan 
tized transform coefficients for the predictions. 
0117. In the predictive image decoder (1000), a demul 
tiplexer (1010) receives the second encoded data (422), 
which includes encoded data (349) for frequency-domain 
differences or coefficients, mode decisions (534), MV data/ 
global transform data (522) (including data indicating matri 
ces M, and/or T) and a prediction structure (512). Aside 
from the encoded data (349) for frequency-domain differ 
ences or coefficients, the demultiplexer (1010) can entropy 
decode values that are entropy coded (e.g., MV data, global 
transform data, mode decisions). The demultiplexer (1010) 
provides the encoded data (349), mode decisions (534), MV 
data/global transform data (522) and prediction structure 
(512) to appropriate modules of the predictive images 
decoder (1000). 
0118. The entropy decoder (360) receives the encoded 
data (349) for the frequency-domain differences or coeffi 
cients, and entropy decodes the frequency-domain differ 
ences or coefficients (532). The entropy decoder (360) can 
operate as described with reference to the base image 
decoder of FIG. 3 (but possibly decode frequency-domain 
differences, not just quantized transform coefficients), or 
operate in some other way that mirrors the entropy coder 
(340) of the predictive image re-encoder (510). 
0119) A first module (1040) of the predictive image 
decoder (1000) performs spatial-domain disparity compen 
sation. The spatial-domain disparity compensation module 
(1040) receives the MV data/global transform data (522) and 
prediction structure (512) from the demultiplexer (1010). 
The spatial-domain disparity compensation module (1040) 
compensates for disparities between images organized in the 
prediction structure (512) using global alignment (according 
to the global transform data) and local alignment (according 
to the MV data) in the spatial domain. The spatial-domain 
disparity compensation module (1040) produces predictions 
(524) for blocks of the decoded images (382). 
I0120 In some example implementations, for disparity 
compensation using local alignments, the spatial-domain 
disparity compensation module (1040) can perform motion 
compensation to reduce disparity between a current image 
and one or more reference images. A decoded picture buffer 
buffers decoded images (382) that can be used as reference 
images. A motion compensator applies MVs to the reference 
image(s) from the decoded picture buffer, producing motion 
compensated predictions. Depending on implementation, 
various motion compensation techniques used in conven 
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tional video decoders can be used by the spatial-domain 
disparity compensation module (1040). A motion partition 
used for motion compensation can have the same size as a 
transform block, or it can have a different size. 
0121 For disparities that are too complicated to address 
with motion compensation, the spatial-domain disparity 
compensation module (1040) can apply a deformation trans 
formation and/or a photometric transformation to a reference 
image. Examples of a matrix H, (indicating parameters for 
a deformation transformation) and a matrix T (indicating 
parameters for a photometric transformation) are described 
above. For example, to determine motion-compensated pre 
dictions C, for a current image I, the spatial-domain 
disparity compensation module (1040) applies a deforma 
tion transformation (represented by the matrix H) and a 
photometric transformation (represented by the matrix T.) 
to a reference image I, before performing motion compen 
sation (represented by the function F) using the adjusted 
reference image: 

C.F. (TXHXI). in 1 a 

Alternatively, the spatial-domain disparity module (1040) 
skips the deformation transformation and photometric trans 
formation. 

0122) A second module (1030) of the predictive image 
decoder (1000) performs frequency-domain coefficient 
recovery. The frequency-domain coefficient recovery mod 
ule (1030) computes quantized transform coefficients for a 
prediction (524). The frequency-domain coefficient recovery 
module (1030) also reconstructs frequency-domain differ 
ences between the quantized transform coefficients for the 
prediction (524) and corresponding quantized transform 
coefficients. The frequency-domain coefficient recovery 
module (1030) combines the reconstructed differences and 
the quantized transform coefficients for the prediction (524), 
producing quantized transform coefficients (362). 
0123. In some example implementations, the frequency 
domain coefficient recovery module (1030) reconstructs 
frequency-domain differences and computes quantized 
transform coefficients for the prediction (524) on a block 
by-block basis. The block size can be, for example, 8x8, 
4x4, 16x16 or some other size. 
0.124. The frequency-domain coefficient recovery module 
(1030) uses frequency transformation and quantization pro 
cesses that align with those of the base image encoder for the 
first encoded data (402). For a given prediction (524) 
(compensated image C.), the frequency-domain coeffi 
cient recovery module (1030) performs a frequency trans 
form and quantizes the transform coefficients for the pre 
diction (524). The quantization can use the same QP value 
that was used for the collocated block for the first encoded 
data (402). In a separate path, the frequency-domain coef 
ficient recovery module (1030) reconstructs frequency-do 
main differences (received from the entropy decoder (360)) 
and combines them with the quantized transform coefficients 
for the prediction (524), to reconstruct corresponding quan 
tized transform coefficients (362) of the collocated block for 
the first encoded data (402). 
0.125. In the example implementations, the frequency 
domain coefficient recovery module (1030) receives mode 
decisions (534) for blocks, indicating whether frequency 
domain differences or corresponding quantized transform 
coefficients (532) were used for the respective blocks during 
encoding. On a block-by-block basis, the frequency-domain 
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coefficient recovery module (1030) selects between fre 
quency-domain differences for a block (in which case the 
differences are combined with quantized transform coeffi 
cients for a prediction for the block) or corresponding 
quantized transform coefficients of the collocated block. 
Thus, the predictive image decoder (1000) can reconstruct 
an inter-coded block using frequency-domain differences for 
the block, or it can reconstruct an intra-coded block using 
the corresponding quantized transform coefficients for the 
block. 
(0.126 Returning to FIG. 9, the modules (920) of a base 
image coder and/or base image decoder receive the quan 
tized transform coefficients (362). For transcoding, the mod 
ules (920) include an entropy coder that entropy codes the 
quantized transform coefficients (362). The entropy coder 
can be an entropy coder (340) as described with reference to 
FIG. 3 or another entropy coder. The entropy coder outputs 
first encoded data (402) for a set of compressed images, e.g., 
for a photograph album or burst-mode capture series. Thus, 
the predictive image decoder (910) can facilitate recovery of 
the previously compressed images in the first format. 
I0127. For transcoding or decoding, the modules (920) 
include an inverse quantizer and inverse frequency trans 
former. The inverse quantizer can be an inverse quantizer 
(370) as described with reference to FIG.3 or other inverse 
quantizer. The inverse frequency transformer can be an 
inverse frequency transformer (380) as described with ref 
erence to FIG. 3 or other inverse frequency transformer. In 
any case, the modules (920) are used to reconstruct the 
decoded images (382) from the quantized transform coeffi 
cients (362). 
I0128. At least some images (382) can be transcoded or 
decoded without using the spatial-domain disparity compen 
sation module (1040) and frequency-domain coefficient 
recovery module (1030) of the predictive image decoder 
(910). For example, an intra-coded image can be transcoded 
or decoded as an individual image using only modules (920) 
of the base image encoder and/or base image decoder. 
I0129. B. Example Image Transcoding or Decoding Tools. 
0.130 FIG. 11 is a diagram of an example transcoding (or 
decoding) tool (1100) in conjunction with which some 
described embodiments can be implemented. The transcod 
ing (or decoding) tool (1100) includes modules of a base 
encoder and base decoder, as well as modules of a predictive 
decoder. The predictive decoder includes a spatial-domain 
disparity compensation module (1040), as described with 
reference to FIG. 10, adapted to use MV data/global trans 
form data (522) and a prediction structure (512) to determine 
a prediction (524) relative to one or more reference images 
of the decoded images (382). 
I0131 For frequency-domain coefficient recovery, the 
predictive decoder includes a frequency transformer (320), 
quantizer (330) and combining module (1140). The fre 
quency transformer (320) operates as described with refer 
ence to FIG. 3, but performs a frequency transform on the 
sample values of the prediction (524) instead of sample 
values of a block. The frequency transformer (320) produces 
transform coefficients (323) for the prediction. The fre 
quency transformer (320) can use a frequency transform that 
is an inverse of the transform used by the inverse frequency 
transformer (380). 
0.132. The quantizer (330) operates as described with 
reference to FIG. 3, but quantizes the transform coefficients 
(323) for the prediction and produces quantized transform 



US 2017/0094291 A1 

coefficients (333) for the prediction. For a given block, the 
quantizer (330) and inverse quantizer (370) can use the same 
QP value (e.g., the QP value used for the block in the first 
encoded data (402)). 
0133. The predictive decoder also includes an entropy 
decoder (360) and demultiplexer (1010), which operate as 
described with reference to FIG. 10. 
0134. The combining module (1140) is adapted to com 
bine frequency-domain differences (672) and the quantized 
transform coefficients (333) for the prediction to reconstruct 
corresponding quantized transform coefficients (362). For 
example, the combining module (1140) combines the fre 
quency-domain differences (672) and quantized transform 
coefficients (333) on a block-by-block basis. 
0135) In FIG. 11, the predictive decoder also includes a 
selector module (1130) adapted to determine, based on mode 
decisions (534) from the second encoded data (422), 
whether frequency-domain differences or corresponding 
quantized transform coefficients were used for the respective 
blocks during encoding. On a block-by-block basis, the 
selector module (1130) selects between frequency-domain 
differences (672) for a block (in which case the differences 
(672) are combined with quantized transform coefficients 
(333) for a prediction for the block) or corresponding 
quantized transform coefficients of the collocated block. 
Either way, the predictive decoder produces quantized trans 
form coefficients (362) for the block. 
0.136 For transcoding, the modules of the base encoder 
include an entropy coder (340), which operates as described 
with reference to FIG.3 to entropy code quantized transform 
coefficients (362) and produce first encoded data (402). 
0.137 For transcoding or decoding, the modules of the 
base decoder include an inverse quantizer (370) and inverse 
frequency transformer (380), which operate as described 
with reference to FIG. 3 to reconstruct the decoded images 
(382) from the quantized transform coefficients (362). The 
decoded image buffer (390) stores the set of decoded images 
(382) reconstructed from the first encoded data (402). 
0138 C. Example Transcoding/Decoding Techniques. 
0139 FIG. 12 is a flowchart of a generalized technique 
(1200) for transcoding (or decoding) images using fre 
quency-domain differences. A transcoding tool or decoding 
tool such as one described with reference to FIG. 9 or FIG. 
11, or other transcoding or decoding tool, can perform the 
technique (1100). 
0140. To start, the transcoding tool or decoding tool 
receives (1210) encoded data for a set of multiple images in 
a second format, where at least Some of the multiple images 
were encoded using frequency-domain differences. The 
transcoding tool or decoding tool processes (1220) the 
encoded data in the second format. For example, for a given 
block of one of the multiple images, the transcoding tool or 
decoding tool performs the example technique (1300) shown 
in FIG. 13 to process the block using frequency-domain 
differences. Alternatively, the transcoding tool or decoding 
tool performs other and/or additional operations when pro 
cessing (1220) a block of one of the multiple images. 
0141. With reference to FIG. 13, the transcoding tool or 
decoding tool computes (1310) a prediction relative to one 
or more reference images. For example, using MV data, the 
transcoding tool or decoding tool performs motion compen 
sation or another form of spatial-domain disparity compen 
sation for a given partition of a current image relative to the 
reference image(s). Using global transform data, the 
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transcoding tool or decoding tool can adjust one of the 
reference image(s) using one or more of a deformation 
transformation and a photometric transformation. The given 
image, reference image(s) and any other images of the 
multiple images can be organized according to a prediction 
structure, in which case the spatial-domain disparity com 
pensation can use the prediction structure to determine 
reference image relationships. 
0142. The transcoding tool or decoding tool then com 
putes (1320) quantized coefficients for the prediction. For 
example, the transcoding tool or decoding tool performs a 
frequency transform on the prediction to produce coeffi 
cients for the prediction, then quantizes the coefficients for 
the prediction. 
0143. The transcoding tool or decoding tool entropy 
decodes (1330) frequency-domain differences, then com 
bines (1340) combines the frequency-domain differences 
and the quantized coefficients for the prediction to recon 
struct corresponding quantized coefficients. 
014.4 For decoding, a decoding tool inverse quantizes the 
corresponding quantized coefficients and performs an 
inverse frequency transform on the inverse quantized coef 
ficients. For transcoding, a transcoding tool entropy codes 
the corresponding quantized coefficients. 
0145 The transcoding tool or decoding tool can repeat 
the computing (1310) the prediction, the computing (1320) 
the quantized coefficients, the entropy decoding (1330) the 
frequency-domain differences and the combining (1340) on 
a block-by-block basis for multiple blocks of a current 
image of the multiple images. Based on decision mode 
information, the transcoding tool or decoding tool can 
determine whether encoded data for a block represents 
frequency-domain differences or corresponding quantized 
coefficients. 

VI. Alternatives and Variations. 

0146 The examples described herein include codec sys 
tems, image re-encoding tools and image transcoding (or 
decoding) tools. Any of the systems or tools described herein 
can be implemented in Software as an operating system 
module, as part of an application library or as a standalone 
application. Or, any of the systems or tools can be imple 
mented (in whole or in part) in hardware as a part of a 
system-on-a-chip (“SoC), ASIC or FPGA, or using a GPU 
or other special-purpose hardware for hardware-accelerated 
operations. Also, depending on implementation, modules of 
any of the systems or tools can be added, omitted, split into 
multiple modules, combined with other modules, and/or 
replaced with like modules. The relationships shown 
between modules within the system or tool indicate general 
flows of information; other relationships are not shown for 
the sake of simplicity. 
0147 Image re-encoding using frequency-domain differ 
ences can be used for lossless compression and decompres 
Sion, as described herein. Image re-encoding using fre 
quency-domain differences can also be used for lossy 
compression and decompression (e.g., using higher QP 
values for frequency-domain differences or quantized trans 
form coefficients in the second format, compared to corre 
sponding quantized transform coefficients in the first for 
mat). 
0.148. In many of the examples described herein, a re 
encoding tool or transcoding (or decoding) tool uses a 
block-based frequency transform and/or block-based inverse 



US 2017/0094291 A1 

frequency transform. Alternatively, a re-encoding tool or 
transcoding (or decoding) tool uses a wavelet-based 
approach, computing coefficients for a prediction of a block 
(portion) of an image using wavelets, and computing (or 
reconstructing) differences between quantized wavelet coef 
ficients for the prediction and corresponding quantized 
wavelet coefficients for the block (portion). In this case, the 
frequency-domain differences are wavelet-domain differ 
CCCS. 

0149 Image re-encoding using frequency-domain differ 
ences can include spatial-domain disparity compensation in 
order to align blocks with their corresponding predictions in 
reference images, as described herein. Alternatively, if 
images are already highly correlated (e.g., images in a 
burst-mode capture series), the prediction for a block of a 
current image can simply be the collocated block in a 
reference image, without any spatial-domain disparity com 
pensation. In Such implementations, the encoded data in the 
second format typically consumes less overhead because it 
lacks MV data. 
0150. In some of the examples described herein, a re 
encoding tool or transcoding (or decoding) tool uses motion 
compensation to determine a prediction for a fixed-size 
partition. Alternatively, the re-encoding tool or transcoding 
(or decoding) tool uses another form of motion compensa 
tion (e.g., employing merge mode or another MV competi 
tion scheme, employing MV prediction, employing vari 
able-size motion partitions). 
0151. In some of the examples described herein, a re 
encoding tool or transcoding (or decoding) tool uses Huff 
man coding/decoding or another type of variable length 
coding/decoding to entropy code/decode frequency-domain 
differences and side information (e.g., MV data, global 
transform data, prediction structure). Alternatively, the re 
encoding tool or transcoding (or decoding) tool uses another 
type of entropy coding/decoding such as binary adaptive 
arithmetic coding/decoding. 
0152. In view of the many possible embodiments to 
which the principles of the disclosed invention may be 
applied, it should be recognized that the illustrated embodi 
ments are only preferred examples of the invention and 
should not be taken as limiting the Scope of the invention. 
Rather, the scope of the invention is defined by the following 
claims. We therefore claim as our invention all that comes 
within the scope and spirit of these claims. 

1-20. (canceled) 
21. A computing device comprising: 
a processor; 
a Camera, 
a memory storing code, which when executed by the 

processor causes the computing device to: 
decode first encoded data for a set of images; 
determine a prediction relative to one or more reference 

images; 
produce transform coefficients for the prediction; 
quantize the transform coefficients for the prediction; 
compute frequency-domain differences between the 

quantized transform coefficients for the prediction 
and corresponding quantized transform coefficients 
represented in the first encoded data; and 

entropy code the frequency-domain differences. 
22. The computing device of claim 21, wherein producing 

the transform coefficients for the prediction comprises using 
a frequency transform. 
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23. The computing device of claim 22, wherein decoding 
the first encoded data for the set of images comprises using 
an inverse frequency transform that is an inverse of the 
frequency transform. 

24. The computing device of claim 21, wherein decoding 
the first encoded data for the set of images comprises using 
a quantization parameter value for inverse quantization, and 
wherein quantizing the transform coefficients for the pre 
diction comprises using the quantization parameter value. 

25. The computing device of claim 21, wherein, when 
executed by the processor, the code further causes the 
computing device to: 

select, for inclusion in second encoded data, the fre 
quency-domain differences or the corresponding quan 
tized transform coefficients. 

26. The computing device of claim 25, wherein selecting 
the frequency-domain differences or the corresponding 
quantized transform coefficients depends at least in part on 
a cost metric for the frequency-domain differences and a cost 
metric for the corresponding quantized transform coeffi 
cients. 

27. The computing device of claim 21, wherein second 
encoded data includes the entropy-coded frequency-domain 
differences, and wherein, when executed by the processor, 
the code further causes the computing device to transmit the 
second encoded data to a second computing device for 
decoding of the second encoded data at the second comput 
ing device. 

28. The computing device of claim 21, wherein, when 
executed by the processor, the code further causes the 
computing device to: 

reconstruct fourth encoded data from third encoded data, 
including: 
compute a second prediction; 
produce second transform coefficients for the second 

prediction; 
quantize the second transform coefficients for the Sec 
ond prediction; 

entropy decode a second set of frequency-domain dif 
ferences associated with the third encoded data; 

combine the second set of frequency-domain differ 
ences and the second quantized transform coeffi 
cients for the second prediction to reconstruct second 
corresponding quantized transform coefficients; and 

entropy coding the second corresponding quantized 
transform coefficients. 

29. The computing device of claim 21, wherein the 
computing device is one or more of the following: a mobile 
phone, a Smartphone, a personal digital assistant, a tablet 
computer, and a laptop computer. 

30. One or more computer-readable memory devices 
storing computer-executable instructions for causing a com 
puting system, when programmed thereby, to perform opera 
tions comprising: 

decoding first encoded data for a set of multiple images; 
and 

re-encoding at least one image of the set of multiple 
images and producing second encoded data for the set 
of multiple images, including: 
determining a prediction relative to one or more refer 

ence images; 
computing quantized coefficients for the prediction; 
computing frequency-domain differences between the 

quantized coefficients for the prediction and corre 
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sponding quantized coefficients that are represented 
in the first encoded data; and 

entropy coding the frequency-domain differences. 
31. The one or more computer-readable memory devices 

of claim 30, wherein the computing the quantized coeffi 
cients for the prediction includes performing a frequency 
transform on sample values of the prediction to produce 
coefficients for the prediction, and wherein an inverse fre 
quency transform performed during the decoding is an 
inverse of the frequency transform. 

32. The one or more computer-readable memory devices 
of claim 30, wherein the decoding comprises inverse quan 
tization that uses a quantization parameter value, and 
wherein the computing the quantized coefficients for the 
prediction further includes quantizing coefficients for the 
prediction using the quantization parameter value. 

33. The one or more computer-readable memory devices 
of claim 30, wherein the re-encoding further comprises: 

Selecting, for inclusion in the second encoded data, the 
frequency-domain differences or the corresponding 
quantized coefficients. 

34. The one or more computer-readable memory devices 
of claim 30, wherein the determining the prediction, the 
computing the quantized coefficients, the computing the 
frequency-domain differences and the entropy coding are 
repeated on a block-by-block basis for multiple blocks of a 
given image of the multiple images, and wherein the deter 
mining the prediction includes performing spatial-domain 
disparity compensation for the prediction for a given block 
of the multiple blocks relative to the one or more reference 
images. 

35. The one or more computer-readable memory devices 
of claim 34, wherein at least one of the one or more 
reference images is adjusted using one or more of a defor 
mation transformation and a photometric transformation. 

36. The one or more computer-readable memory devices 
of claim 30, wherein the computer-executable instructions 
further comprise instructions for causing the computing 
system, when programmed thereby, to perform operations 
comprising: 

reconstructing fourth encoded data from third encoded 
data, including: 
computing, with a spatial-domain disparity compensa 

tion module, a second prediction; 
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producing, with a frequency transformer, a second set 
of transform coefficients for the second prediction: 

quantizing, with a quantizer, the transform coefficients 
for the second prediction; 

entropy decoding, with an entropy decoder, the fre 
quency-domain differences; 

combining the frequency-domain differences and the 
quantized transform coefficients for the second pre 
diction to reconstruct second corresponding quan 
tized transform coefficients; and 

entropy coding, with an entropy coder, the second 
corresponding quantized transform coefficients. 

37. A method for processing encoded data for a set of 
multiple images comprising receiving encoded data for the 
set of multiple images; 

computing a prediction relative to one or more reference 
images: 

computing quantized coefficients for the prediction; 
entropy decoding frequency-domain differences between 

the quantized coefficients for the prediction and corre 
sponding quantized coefficients; 

combining the frequency-domain differences and the 
quantized coefficients for the prediction to reconstruct 
the corresponding quantized coefficients. 

38. The method of claim 37, further comprising: 
inverse quantizing the corresponding quantized coeffi 

cients; and 
performing an inverse frequency transform on the inverse 

quantized coefficients. 
39. The method of claim 38, wherein: 
the computing the quantized coefficients for the prediction 

includes performing a frequency transform on sample 
values of the prediction to produce coefficients for the 
prediction, and the inverse frequency transform is an 
inverse of the frequency transform; and 

the computing the quantized coefficients for the prediction 
includes quantizing the coefficients for the prediction 
using a quantization parameter value, and the inverse 
quantizing uses the quantization parameter value. 

40. The method of claim 37, further comprising: 
entropy coding the corresponding quantized coefficients. 
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