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(57) Abrége/Abstract:

A common communication language that can address all the applications running in a multitude of set top boxes (STBs) or client
devices and application servers. The present invention, DATP protocol encapsulates a Meta language that provides a generic
portable communication application programmer interface that requires light process or utilization and is well suited for a typical
STB possessing limited processing power. DATP requires relatively few processing cycles compared to typical Internet
communication protocols. DATP reduces the overhead of the communication protocol handler at the STB and makes the
communication protocol handler common for all STBs applications. The preferred DATP protocol is portable for all STBs since it
IS written In a native language that interfaces with the underlying operating system of the STB. A SGW (SGW) performs as a
DATP server. The SGW translate between DATP messages and standard communication protocols. SGVW enables SP clients
at STBs utilizing DATP to communicate with service applications using a variety of communication protocols. A content
converter Is provided to convert standard Web content into content suitable for display on a client-viewing device, e.g., a TV.
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(57) Abstract: A common communication language that can address all the applications running in a multitude of set top boxes
(STBs) or client devices and application servers. The present invention, DATP protocol encapsulates a Meta language that provides
a generic portable communication application programmer interface that requires light process or utilization and is well suited for a
typical STB possessing limited processing power. DATP requires relatively few processing cycles compared to typical Internet com-
munication protocols. DATP reduces the overhead of the communication protocol handler at the STB and makes the communication
protocol handler common for all STBs applications. The preferred DATP protocol is portable for all STBs since it is written in a

native language that interfaces with the underlying operating system of the STB. A SGW (SGW) performs as a DATP server. The

to communicate with service applications using a variety of communication protocols. A content converter is provided to convert

—
o SGW translate between DATP messages and standard communication protocols. SGW enables SP clients at STBs utilizing DATP

standard Web content into content suitable for display on a client-viewing device, e.g., a TV.
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TITLE: A DIGITAL TELEVISION APPLICATION PROTOCOL

FOR INTERACTIVE TELEVISION

Copyright Notice

A portion of the disclosure of this patent document contains material (code
listings and messagé listings) to which the claim of copyright protection 1s made. The
copyright owner has no objection to the facsimile reproduction by any person of the
patent document or the patent disclosure, as it appears,in the U.S. Patent and

Trademark Office file or records, but reserves all other rights whatsoever. Copyright
2001 OpenTV, Inc.

Background of the Invention

Field of the Invention

The present invention relates to the field of communications in the interactive
television environment and specifically relates to a method and apparatus for

providing a generic Meta language and digital television application protocol for

interactive television.

Summary of the Related Art

Interactive television systems can be used to provide a wide variety of
services to viewers. Interactive television systems are capable of delivering typical
video program streams, interactive television applications, text and graphic images,
web pages and other types of information. Interactive television systems are also
capable of registering viewer actions or responses and can be used for such pﬁrposes
as marketing, entertainment and education. Users or viewers may interact with the

systems by ordering advertised products or services, competing against contestants in
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a game show, requesting spectalized information regarding particular programs, or
navigating through pages of information.

Typically, a broadcast service provider or network operator generates an
interactive television signal for transmission to a viewer’s television. The interactive
television signal may include an interactive portion comprising of application code or
control information, as well as an audio/video portion comprising a television
program or other informational displays. The broadcast service provider combines
the audio/video (A/V) and interactive portions into a single signal for transmission to
a recerver connected to the user’s television. The signal is generally compressed prior
to transmission and transmitted through typical broadcast channels, such as cable
television (CATV)' lines or direct éatellite transmission systems.

Typically, the mteractive functionality of the television is controlled by a set
top box (STB) connected to the television. 'The STB receives a broadcast signal
transmitted by the broadcast service provider, separates the interactive portion of the
signal from the A/V portion of the signal and decompresses the respective portions of
the signal. The STB uses the interactive information, for example, to execute an
application while the A/V mformation 1s transmitted to the television. The STB may
combine the A/V information with interactive graphics or audio generated by the
Interactive application prior to transmitting the information to the television. The
interactive graphics and audio may present additional information to the viewer or
may prompt the viewer for input. The STB may provide viewer input or other
information to the broadcast service provider via a modem connection or cable.

In accordance with their aggregate nature, interactive television systems
provide content in various content forms and communication protocols the must be
understood and displayed by the STB/client that receives the information from the
broadcast service provider/network operator. Typically the client is a STB having a
processor possessing limited processing power. Translation of the various contents
and protocols 1s beyond the limited processing capability available in the typical STB
processor. Thus there 1s a need for a sitmple communication protocol which can be
easily understood by the client/STB processor and communicate in the various

protocols used by service providers.
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Summary of the Invention

- The present invention addresses the needs of the interactive television
environment discussed above. The present mvention satisfies a long felt need to
provide a simple content and communication protocol than can be easily handled by a
STB processor and enables complex communication with the SP and service
providers. While the following discussion uses the example of a client/STB, the
present invention applies to all client devices including digital assistants, cell phones,
pocket personal computers or any other types of electronic device capable of
receiving an electronic signal. The present invention resides 1n a service platform
(SP) or server. The SP enables a network operator, who provides television signals to
its subécriber clients, to create and provide business, transport and communication
functions that enable communication between service providers and the client or STB
VIEWEr.

‘The mteractive television environment must deal with and solve problems
that are unique to interactive television, such as the intermittent return path from the
client to the SP. That 1s, the client device 1s not always connected to the
communication link as when the STB is turned off. Thus, there 1s not always an
active return path from the client. The present inventjon provides a store and forward
function to alleviate this intermitient return path problem.

Bandwidth and processing limitations and communication complexities are
also problematic in the interactive television environment. On one hand the network
operator typically provides a broadcast channel with a relatively large data
transmission capacity (typically a satellite and dish) to send data and programming to
the client. On the other hand, the client return path has a relatively low data
transmission capacity, usually in the STB scenario; a telephone line 1s the return path.
Even 1if the return path happens to have a larger bandwidth, STBs/clients. typically
possess a low speed modem to send data up the return path. These and other 1ssues
are addressed by the present invention.

Brief Description of the Drawings
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Other objects and advantages of the invention will become apparent upon
reading the following detailed description and upon reference to the accompanying
drawings i which:

Figure 1 illustrates:: a high-level architecture diagram for a preferred

embodiment of a service platform in which the present invention resides:

Figure 2 illustrates an architecture for the service platform in which the

present invention resides.

Figure 3 illustrates an example of a preferred application backend framework

of the present invention;

Figure 4 1llustrates an example of a preferred DATP STB Stack architecture

of the present invention;

Figure 5 iliustrates the Service Gateway (SGW), Digital TV Application

Transport Protocol (DATP) of the present invention as a subset of the Digital

TV Application Protocol (DAP) used to standardize back channel

communications between application servers and the SGW;

Figure 6 illustrates DAML and DATP as a subset of DAP;

Figure 7 illustrates an example of a preferred architecture for the SGW of the

present mvention;

Figure 8 1illustrates the sliding rejection window of the present invention;

Figure 9 1llustrates a sample DATP session between a STB and an application

Server.

Figures 10-13 illustrate state machines for DATP;

Figure 14 1llustrates an architecture for content translation, H20; and

Figures 15 - 19 illustrate message scenarios between the client/STB, SGW,

H20 and application service providers.

While the invention i1s susceptible to various modifications and alternative
forms, specific embodiments thereof are shown by way of example in the drawings
and will herein be described 1n detail. It : should be understood, however, that the
drawings and detailed description thereto are not intended to limit the invention to the

particular form disclosed, but on the contrary, the invention is to cover all
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modifications, equivalents and alternatives falling within the spirit and scope of the

present invention as defined by the appended claims.

Detailed Description of A Preferred Embodiment

Overview

The present invention, a digital television application protocol DAP/DATP
resides 1n service platform (SP) and interacts with the content transcsoder, H20 and a
service gateway (SGW). In a typical interactive television environment, there are a
multitude of clients, typically STBs that must communicate with a multitude of
application servers providing content over a multitude of networks using various
communication protocols. Typically the STB has limited processing power so that it
is undesirable to place a multitude of communication protocol handlers in the STB

processor or STB stack.  Thus, there is a need for a common communication

interface that can address all the STBs and application servers. The present
invention, DATP protocol provides a generic portable communication application
programmer interface (API) that requires light processor utilization, well suited for a
typical STB possessing limited processing power. DATP requires relatively few
processing cycles compared to typical Internet communication protocols. DATP
reduces the overhead of the communication protocol handler at the STB and makes
the communication protocol handler common for all STBs. The preferred DATP
protocol is portable for all STBs since it is written in O-code, a STB independent byte
code that interfaces with the operating system of the STB.

In the present invention, a SGW performs as a DATP server. SGW enables
SP clients at STBs to connect to application servers using DATP protocol. An
HTML to native code proxy, H20 1s provided that can be considered in this context
as an SP application server. H2O performs specific content translation, such as
HTML to SP O-codes. O-codes are the STB independent bytecode of the virtual
machine running on the SP. In a preferred embodiment, an O-code implementation
of the DATP protocol stack exists in the client, typically a STB. The client
communicates using DATP protocol to a DATP server, SGW. The H20 proxy exists
on the other side of the SGW performing content translation such as HTML to O-
code. An O-code implementation of a DATP stack in the client/STB issues
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communication requests and communicates with SGW using DATP protocol.
Content translated by H20 1s passed through the SGW to the client where content is
displayed.

SGW 1s a DATP server, which creates execution threads to handle each
individual STB and process each related content. The SGW server stack
communicates with the client/STB using DATP protocol. SGW also applies the
appropriate protocol needed to enable the STB to communicate back and forth
between the STB and different application servers. Interactive television
applications typically utilize well-known Internet based protocols (HTML, etc.) to
communicate back and forth between the client/STB and application servers. The
present invention provides a generic and well-suited asymmetrical communication
protocol between the client/STB and application servers via the SGW. The present
invention accommodates the minmimal processing and memory available at the
client/STB.

The present invention provides an asymmetrical solution to data compression.
The bandwidth of the bi-directional path from the client/STB to the network operator

is relatively small, typically a regular telephone line or a return channel in a cable and

“usually connected to a low speed modem. Thus, to increase the bandwidth available

over the low speed modem, the content down loaded from the server to the
client/STB 1s compressed. At the client/STB, however, data compression 1s
preferably not performed. The client/STB data returned is relatively small and not in
need of data compression by the STB processor which typically does not have the
processing power to perform data compression. In an alternative embodiment, there
are, however, instances where data compression from the client/STB i1s desired and in
this case data compression 1s performed at the SGW. Data compression, with respect
to the client/STB is asymmetric in that data is compressed going down stream to the
client/STB and 1s not compressed coming upstream from the STB. Thus, the
architecture of the present invention 1s asymmetric, unlike typical Internet-based

protocols where both entities communicating are assumed to be symmetrically

powered.
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The SGW and client/STB communicate with application servers utilizing
session 1dentifiers for clients rather than user identifiers so that the client users remain
anonymoﬁs. The present invention also provides multicasting to clients. A multicast
message can be sent to multiple clients via a broadcast link, when broadcast
bandwidth and a tuner is in the STB and broadcast messages are available and sensed
by a particular filter setup in the STB. In this case DATP requests that the STB
receives a message from a specific entry on the broadcast. If no tuner is available to
receive the broadcast in the STB, message fragments are also sent on each point-to-
point 1ndividual link to the STBs without a tuner. If the STBs are on a LAN,
messages are sent to a well-known address on the LAN to the STBs.

The present invention also provides a novel structure and method for handling
cookies from Internet applications and provides a "light" HTTP protocol, LHTTP,
which encapsulatés HTTP requests within DATP messages. LHTTP is a simplified
version of HTTP that runs on top of DATP. The novel LHTTP runs on top of DATP
and does not implement any part of the TCP/IP specification.

SGW establishes a link or a socket connection with a STB. To implement
User Datagram Protocol (UDP), however, UDP is not performed directly. For a STB
that can output UDP, the present invention encapsulates DATP on top of UDP. The
DATP-encapsulated UDP is sent to the SGW. In the case of UDP, a socket in the
SGW and a socket in the STB are effectively bound together in a simulated
connection on top of UDP. Through this simulated connection, DATP packets are
sent from the STB to the SGW server and from the SGW server to the STB.

Many STB modems do not provide data compression, possess minimal
processing capability aﬁd cannot aftord the processing cost to perform data
compression 1n the STB. Thus in a preferred embodiment, asymmetrical data
compression 1s performed at the STB. STB receives compressed data and
decompresses it, however, the STB does not perform data compression. Data
decompression, however, 1s less compute intensive than data compression, thus, the
STB preterably performs decompression. The STB does not perform data
compression. Compressed data is sent to the DATP stack at the STB but
uncompressed data is sent from the STB to the SGW. SGW pertorms data
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compression on the uncompressed data sent from the STB and SGW returns the
compressed data to application servers. Thus, the preferred DATP/SGW asymmetric
compression increases the bandwidth of the return path from the STB through the
SGW to the application servers.

The present mvention provides asymmetrical routing by SGW. In
asymmetrical routing a portion of the bandwidth is allocated to SGW to send data to
the broadcast stream for broadcast. SGW has the ability to decide whether to send
data to one or more STBs over the broadcast stream or a point-to-point (PTP)
connection between the SGW and the STB(s). SGW routes data via broadcast or
PTP, based on the amount of data, the speed of the point to point link to the STB(s)
and the current communication links loading conditions. Thus SGW may decide not
to send a data set over the point-to-point link because the data set is too large and
instead send it over the broadcast stream. The data can be compressed by SGW
before sending 1t to the recipient stream or point-to-point link to increase the
bandwidth of the link between SGW and the link or stream and to accommodate
memory limitations i the STB.

DATP 1s computationally lightweight because it is designed so that all STB
stack operations require a minimum of processing power. For example, in the DATP
encryption scheme, when using Rivest, Shamir and Alderman (RSA) public key
encryption, the key that comes from the server is chosen so that the its exponent is
small (3 or greater) so that exponentiation phase takes a minimal amount of time and
processing power. Thus the heavy computation is reserved for the SGW server and
the STB or client processor requires minimum processing capability. Likewise the
LHTTP layer on top of DATP in the STB does not have to perform any heavy parsing
or other processing intensive operations. Instead, HTTP data is encapsulated in

DATP messages by LHTTP and the HTTP compute intensive functions, such as
conversion to HTTP protocol are handled by SGW.

DATP performs more than transactions. Rather, DATP is a message-based
protocol rather than a transaction oriented protocol, thus, when a user sends a
message from a STB to an application server, the application sérver does not have to

respond. That is, there is not a one-to-one correspondence between STB and service
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provider messages. All DATP messages except the class of unreliable DATP
messages 1s processed through a DATP reliably layer. All DATP messages have
unique 1dentifiers, which can be used as the basis of a transaction.

In a transaction using DATP, for example a HTTP request, the STB sends a
DATP message to SGW requesting a Web page. SGW converts LHTTP to HTTP
and sends 1t to the Internet via H20. Once the response containing the Web page
returns from the Internet to SGW via H20, which converts the content, SGW sends a
LHTTP DATP message to the STB returning the content of the requested Web page
to the STB.  Another example of a transaction is a Fetchmail request sent from a
STB. The Fetchmail request 1s encapsulated in a DATP message. DAML is used on
top of the DATP message. DAML is a domain specific instance of XML.

Thus, the STB sends a DATP message to Fetchmail containing a DAML
(XML) request. Fetchmail reads the DATP message and extracts the content from
the messagé, passes the content to the application server, which processes the
transaction and returns a message to Fetchmail. Fetchmail then sends a DATP
message containing requested content to the STB.

DATP 1s flexible because of its mapping onto .the Open Systems
Interconnection (OSI) model. The OSI model comprises seven layers for computer-
to-computer communication. Each of the seven layers builds on the layer below it.
The seven OSI layers are, from bottom to top, as follows: physical, data link,
network, transport, session, pfésentation and application layers. DATP 1s flexible as
it spans four of the seven layers of the OSI model. DATP spans the data link,
network, transport and session layers of the OSI model. The OSI model assumes
symmetrical processing capability at each computer server and host communicating
using the OSI model. That is, the OSI model provides a symmetrical communication
model. This symmetrical model is not stiitable for the weak processing capability of
the STB. DATP provides an asymmetrical communication protocol based on the
“fat” (large bandwidth and processing power) server/thin (small bandwidth and

processing power) client paradigm, designed to be particularly well suited for the

mteractive television environment.
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DATP substantially reduces the overhead per byte transmitted to a minimum.
DATP protocol is implemented in a binary format having its own DATP packet
tormat so that the packet overhead is roughly twenty bytes, which is half of that of
required in TCP/IP format framing. DATP provides a reliability layer. DATP also
provides "unreliable DATP packets" to send to messages to STBs that will not be
acknowledged and will not be made reliable through the reliability layer. Unreliable
DATP packets are useful for multicasting.

SGW also provides a store and forward function to handle peaks in numbers
of orders sent in from multiple users, while rapidly reacting to the user order request.
SGW quickly sends an "order acknowledge" to the user in response to user's order
and stores the order for transmission later to the application server, which will
actually process the order transaction. By sending the order later, a large number of
orders can be spread out over time and not have to be sent all at once to the
application server. Thus, bandwidth is efficiently utilized. DATP also provides a

sliding rejection window based on sequence numbers versus time. DATP/SGW are

discussed 1n detail below.

The Service Platform

Turning now to Figure 1, the SP in which the present invention resides is
presented. The SP 50 comprises a group of applications roughly divided into three
categories, Content Conversion 204, Transaction Control/Business Functions 106 and
Transport Conversion 108. The SP enables services 200 to interact with a client 212.
The services 200 communicate through a communication link 102 to the SP 50. The
SP 50 1n turn communicates with a client 212. The client 212 may be a STB, a digital
assistant, a cellular phone, or any other communication device capable of
communicating with the SP through communication link 210. The content
conversion 204 and transport conversion 108 services provide the transport and

communication function, and the business function services provide the business

control functions.

Figure 2 illustrates an example of a preferred implementation of Service

Platform 50. Services 200 provide shopping, chat, and other services either over the

10
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Internet or over another network or communication channel accessible to the network
operator. Using the SP, the network operator accesses those services. Business
functions 206, comprising service manager 238, interact with carousel manager 254
to retrieve content from a service 200. The carousel comprises a repeating stream of
audio/video/interactive data broadcast to clients from the SP 50. Carousel manager
254, transaction manager 242 and service manager 238 control the content insertion
and deletion from the broadcast carousel. Service content is retrieved and converted
into a SP suitable format by H20 248. H20 248 is a possible implementation of
content conversion 204. H20 converts HTML content into SP/client readable content.
The converted content is formatted into a data carousel and multiplexed by the Open
Streamer 256 for broadcast to the client 212. Client 212 interacts with the services
and if necessary communicates with the SP and the services 200. PTP communication
goes through SGW 246. SGW 246 performs transport conversion to convert the STB
DATP protocol mto a form Platform Business Agents 226 and H20 248 expect and
understand. Load balancer 236 interacts with business functions 206, carousel
manager 234, and SGW 246 to determine the optimal load between the broadcast link
241 and the PTP communication link 210. Business functions 206 interact with the

platform business agents 226 to control access and information exchange between the

services 200 and client 212.

SP hides the operator's valuable subscriber profile database by requiring
viewer information is given to a service exclusively by the network operator, and
under the network operator's control. To protect the subscriber's identity, an
abstracted user identifier (i.e., session identifier) is transmitted to the service during
the session that the service transmits transaction details to the SP. The user identifier

is session specific. There can be more than one user identifier associated with a
client, as when different family members use the same STB. Each family member
and the household STB can be individually assigned a viewer identifier, category,
tracked as to transactions for purchases/movie requests/viewing habits/etc. and
profiled by the SP Viewer Manager. The service only knows the client or STB
identifier through a session identifier. Only the network operator, by way of the

SGW can resolve a session identifier into viewer information details (name, address,
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shipping information, etc.) needed for fulfilling an order. An exception can be made
for a credit card number or other information, when the operator does not wish to

perform credit card collections or other transactions.

The present invention enables network operators to control access to the
viewer information database and allow only those service providers who have an
agreement with the network operator to access privileged information (e.g., credit
card numbers, viewer actual name, home address, telephone number, social security
number, etc.). Viewer manager 252 enables access to personal and profile information
stored on the client devices and enables the client devices or SP to select user-
preferred content and purchasing habits based on viewing stored in the viewer profile.
Chients or the SP select user-preferred content based on viewer profiling via business

filters activated in the client device by the client, SGW. or another SP component.

The viewer manager 252 provides household/subscriber/STB (or other client
device) 1dentification and authentication in support of the SGW and parental control
functions. The viewer manager 252 supports multiple viewer identification and
registration authentication at a single STB through nicknames and/or personal
identification numbers (PINs) plus, the viewer identifier derived from the client
device 1dentifier number(s), transaction history, viewer profiles, nicknames and
personal identification numbers. The viewer manager 252 performs household and
individual viewer profiling through logging, generation, and matchmaking linked to
observed cumulative TV viewing and purchasing habits. The viewer manager
supports distributed data capture and storage between the SP and the STB, and

supports bi-directional synchronisation.

The viewer manager 252 enables distributed profile usage between all SP
applications and provides synchronisation with an external SMS/CRM. The viewer
manager 252 enables multiple viewer registrations for a single STB or client device
using abstract viewer identifiers comprising pseudonyms or nicknames, full names
and PIN storage in the STB or other client device. Business agents 226 enforce
transactional business rules for interaction between service providers and viewers.

Based on business rules, which are defined by the network operators and based on
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agreements with the service providers, the business agents 226 control transactions
and service provider access to user information. Business agents 226 supplement,
add, replace and delete viewer information during a transaction based on the service

provider agreements and abstract session identifier.

Business agents 226 create sessions between client subscribers and service
providers. Business agents 226 control access to viewer information details and
manipulate viewer information by inclusion, replacement and removal of viewer
information presented to service providers. The business agents 226 provide default
values and control access to user information. The business agents 226 also perform
transaction logging, messaging logging, and load/transaction monitoring.

Advertising manager 244 provides an interface with both the broadcast and
PTP links, which enables complimentary advertising interaction between the two
delivery channels. For example, a broadcast (push) advertisement can trigger a PTP
connection to thé advertising service via the SP so that the user can buy the product or
get more information related to the product. A broadcast advertisement can also be
placed 1n the PTP content to inform a user of the availability of broadcast services
(e.g., an infomercial).

In some instances, several products or advertising segments are pushed or
broadcast to the client without the client requesting the information. Business filters
associated with the client, preferably located in a STB are used to select the best
advertisement for the viewer based on user profiles. For example, during a cooking
show, the SP may schedule a group of cooking advertisements for broadcast to
viewers. This group of advertisements may comprise cooking ads on Italian, French,
Indian and German cuisine. The business filter associated with or located in the STB
or client will select which type of cuisine advertisement to present to the client. One
viewer may see a French cooking advertisement while another viewer may see the
Indian cooking advertisement depending on the STB filter set by the client or SP
based on user preferences and client profiles.

The SP enables reuse of Web Commerce infrastructure. The SP replaces the
‘usual” HTML templates with an SP friendly format . The business agents receive

the order requests from the STB or client through the SGW. SGW queues messages
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(to manage peaks), some orders are received by the business agents with a delay
(preferably orders that do not need any form of confirmation would use this scheme).
The business agents add viewer information to orders. The amount and type of the
vieWer information provided in a order/message is guided by business rules
dep endiﬁg on the service/retail agreement.

As communications between services and viewers/clients the information are
sent to either separate carousels with a single carousel per transport stream or merged
into the existing application carousels. Orders then may proceed, if desired through a
‘credit card clearance’ function provided by the SP. As confirmations are sent back
from the retailers, the orders are sent real-time back to the user sent via email to the

user or made available on-demand through some form of customer care application.

The SP also provides offline viewer identification (OVI), which enables a
viewer to be identified or authenticated without an online viewer connection
established. This ensures that the connection delay (e.g., 10 — 40 seconds) can be
placed at the most appropriate place within the purchase process. This also enables
viewer 1dentification along with the store and forward function. OVI enables
communications and completion of orders/operations with a client device that is

intermittently on and off.

An offline order form function is provided which enables the SP to provide T-
Commerce services for a viewer to add items to an order form (shopping cart) without
being online. The store and forward function is important for achieving greater
scalability. Store and forward may be either forwarding in off peak hours or simply
spreading the load over a given time period after a transaction has been initiated. The
full store and forward solution is integrated with the so that responses can be
forwarded from any channel at any time. Store and forward can be used for
enhanced E-Commerce, T-Commerce transactions. The offline viewer authentication
enables offline payment selection. Offline payment selection is provided by the SP to
1mprove the purchase process and to enable use of the store and forward function with

T-Commerce/E-Commerce.

14



10

15

20

25

30

CA 02437373 2003-07-29

WO 02/0638351 PCT/US02/02829

The SP uses standard Web transport where applicable, i.e., it uses HTTP for
real-time requests, and SMTP for asynchronous communication where applicable
(e.g. merchant reporting, store and forward). Even when going online, the SP
provides the ability to connect for a short period of time to access data (e.g., email)
then uses the data locally. The SP provides session-based identifiers instead of the
typical Web cookies to protect the operator viewer database. Instead of Web cookies,
the SP provides a session-based identifier that cannot be used by the service to
1dentify the user, only the session. The service must request the viewer information
from the SGW (and be charged for it by the network operator).

The SP optionally informs the viewer when a connection takes place, and also
can optionally ask for the viewer's approval to maintain the connection. The SP also
displays a "Connection ON" status on the viewer's screen. The SP uses broadcast
bandwidth for PTP communication when it is more efficient. A load balancer is
provided that determines which information goes over the broadcast and which
information goes over the PTP connection. Load balancing decisions are based on
the urgency of the data, the delivery latency of the broadcast versus PTP transmission
links, the comparative load on the broadcast and PTP paths and the number of
viewers receiving the data. Generally, data going to a large number of viewers is
broadcast, and small data quantities that need to be sent immediately are sent over the
PTP Iink. STBs without a broadband tuner will receive PTP messages sent out along
with broadband.

SP provides STBs and/or clients with filters which selectively receive
information in the broadcast path based on viewer profiling, so that only selected
viewers having a particular filter set up in their STB captures content (advertising,
information or A/V programming, etc.) in the broadcast stream. These filters enhance
the adaptive and selective delivery asﬁects of the SP.  The Carousel Manager
provides a data carousel for Open Streamer. The Carousel Manager manages a
carousel of data in real-time. The Carousel Manager complements Open Streamer.
Carousel Manager provides a server component and an STB client OCOD library.
The Carousel Server receives requests from applications to add to, remove from or

otherwise change the carousels contents. As Carousel Manager receives a request, it
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treats 1t as a single transaction, and obtains all necessary data (usually through
HTTP). The Carousel Manager generates new carousel index or carousel directory
file as needed. Carousel Manager publishes the updated carousel directory to Open

Streamer, thereby controlling Open Streamer's broadcast priorities and tracks.

Open Streamer 1s a software/hardware product that enables network operators
to broadcast SP applications and data in their network broadcast. Open Streamer
enables SP data and applications to be transmitted simultaneously with the network
operator A/V programs. Open Streamer enables a data stream to be updated in real
time to match the A/V contents. For example, a network operator can broadcast an
interactive sports application along with the live broadcast of a sporting event. Open
Streamer comprises two components, a common server DLL and a broadcast
streamer. An application server (e.g., a weather application server) or the Carousel
Builder 1in the SP calls the common server DLL to send the carousel data to the
broadcast streamer. The broadcast streamer then performs multiplexing (according to
code/data ratio and bit rate requirements) of the applications and A/V data and sends

the multiplexed data to the broadcast equipment for broadcast.

DAP/DATP Protocol Scheme Overview

The present invention enables communication between STBs and service
providers associated with a SP. DATP protocol is a message-based protocol where an
entity sends a message to another entity with a delivery guarantee. Any time the STB
sends a message to the SGW, STB receives an acknowledgement message once the
message has reached its final destination (SGW or an application server). When an
application server has processed the message, a response message may be sent to the
STB provided that the STB session with SGW is still open. The DATP message
transmission phase will be preceded with a DATP login phase and followed by a
DATP logout phase needed to establish a DATP session. DATP is a session-oriented
protocol. Figure 9 illustrates a simple example of DATP session.

DATP supports multiple sessions on top on the same STB Transport layer
connection. STB clients can send in the middle of an open session with the SGW

login packets to start a new session on the same STB transport link used for the first
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session. Both DATP session management modules in the STB client and in the SGW

multiplexes the various session messages over the same link.

DATP Packet content overview

The DATP Protocol packet comprises a fixed size header, a variable size data
payload (DAML messages) and a trailer. The Header comprises the following
elements: Protocol Version Number; Packet type (Login/Logout Handshake, Ping,
Data, Acknowledge, etc.); Actual Transport Info (Raw, TCP/IP, UDP, etc.); Message
Sequence Number (DATP message number generated by STB or SG); Service
Identifier (ID of the service to receive the data). The service id is an 8-bit identifier
defined in the DATP protocol. Session ID (Sessioﬁ ID 1s provided by SGW at
handshake); Encryption Flags for encrypted sessions; and Payload Data Size.

The Payload Data may contain the following depending on the packet type:
Login/Logout info for Handshake packets; Acknow‘ledge Info for Acknowledge
packet; Data Payload for data packet. The trailer will contain at least the 32 bits CRC
checksum of the DATP packet. The DATP protocol byte ordering is BIG ENDIAN.

Packet Fields Specification

The Protocol Version field is the version of the DATP protocol used by the

- transmitting entity. It’s the first byte of a DATP packet. The DATP packet format

may vary based on the DATP protocol version number. When new versions of the
DATP protocol are specified, this version number is increased to reflect the changes.
DATP communications between two entities will use the highest version of DATP

available on both entities. The version negotiation will be part of the login process.

The Packet Type Info field is the second byte of a DATP packet. It indicates
what type of DATP packet is being sent. STB transport Info field is the third byte of
a DATP packet. It provides information on the transport used on the STB side. It is
divided in 3 sub-fields: STB transport info[7,.4]: The four MSB bits of the field
represent the STB native transport protocol type. STB transport info [3]: This bit
indicates if the underlying transport is reliable. Note that this bit has is set to the
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correct value even if the native transport protocol type value can provide a good
indication of the protocol reliability. STB transport info [2..1]: This bit indicates the
speed class of the native STB transport.

The Service ID 1s the forth byte in a DATP packet and indicates the id of the
destination (STB to SGW packets) or transmitting (SGW to STB packets) host of a
DATP packet. The session ID is the second quadlet (double word) of a DATP packet.
It indicates the session id of the DATP packet. Session id values are generated by the
SGW during the login process. Login packets have their session id field set to O.

In DATP, a sequence number is the first word of the third quadlet of a DATP
packet. It indicates the DATP message sequence number. This number identifies a
DATP “transaction” from a packet sent to its corresponding acknowledge. Message
sequence numbers are generated by the transmitting entity and are unique only across
the messages sent on one leg of a DATP connection. This means that a DATP
message sent from the STB client to the SGW and a message sent from the SGW to
the STB client can have the same sequence number but still correspond to two
separate “transactions”.

In DATP data size 1s the second double word of the third quadlet of a DATP
packet. It indicates the size of the payload data of the packet in bytes. By construction
this size is limited to 64KB to accommodate various common factor on low end STBs
such as slow modem links, extremely noisy communication channels, limited RAM
memory resources, etc. In DATP, encryption flags constitute the first byte of the
fourth quadlet of a DATP packet. The DATP data payload starts from the first byte
atter the 16 bytes fixed size header up to the size of the Data payload as indicated in
the header data size field. In DATP, CRC is the first quadlet after the data payload. It

contams the value of the 32 CRC checksum of the whole DATP packet (header
included).

The Login packet 1s sent by the STB client to initiate a DATP session with the
SGW. It represents the first phase of the login process negotiation where the STB
introduces itself to the SGW. The SGW answers to a login request with an
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acknowledge packet in case of success. It will decide on the negotiable attributes of

the DATP connection and it will assign a session id to the newly created session.

The SGW will answer to a login request with a negative acknowledge packet
in case of failure. This packet is sent by the STB to close a DATP session with the
SGW. The SGW will answer to a logout request with Logout Acknowledge packet in
case of success.

The SGW answers a logout request with Logout Negative Acknowledge
packet 1n case of failure. Cases of failure include errors like unknown session id, bad
crc, etc. A data packet can be sent by any entity of a DATP connection. A STB
client application can send DATP data packets to Application Severs and Application
Servers can respond back to a STB forciﬁg the transmission of a data packet from the
SGW to the Client STB. An entity that received a Data Packet will answer with Data
Acknowledge Packet on successful reception. An entity that received a Data Packet
will answer with Data Negative Acknowledge Packet on unsuccessful reception. If
no packet has been received from a remote DATP entity for a configurable period of
time, the other remote entity could test the DATP link by sending a DATP ping
packet and waiting for a reply. A remote entity that received a ping packet must send
a Ping Acknowledge packet to its remote peer if the ping packet was successfully
received. A remote entity that received a ping packet must send a Ping Negative
Acknowledge packet to its remote peer in case of unsuccessful reception of a ping
packet. Cases of failure include errors like unknown session id, bad CRC, etc.

Turning now to Figure 3, the following summarizes the architecture for
DATP/SGW as shown in Figure 3. A large number of SP and STB client applications
have common needs that are more transport specific than application specific that are
addressed 1n the DATP architecture. DATP performs encryption, data compression,
HTTP routing, and many other functions discussed below. The architecture for the
DATP application backend framework is illustrated in Figure 3. DATP provides
Lightweight HTTP (LHTTP) at the O-code application level, store and forward
function, STB Identification (using the OpenTV Central Registry [OCR]), and many
other functions. These functions are provided as part of or on top of the DATP

protocol.
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As shown in Figure 3, the oSGW server 1018 provides a robust
communication link between the STB 1008 and a variety of application servers 1026,
1028, 1030 and 1032, including the FetchMail server 1026. SGW 1018 routes
requests back and forth from the STB to application services. SGW receives DATP
packets from the client/STB 1018, contacts the appropriate application server, and
sends/receives data to the application server via TCP/IP connection. SGW enables a
Third-Party server, or SP specific servers such as the FetchMail server 1026, to send
messages to the STB.

As shown 1 Figure 4, the STB/client stack architecture features a plurality of
modules as well as an extra layer, message manager 1104 between the application and
the native STB/client transport. APIs are provided to STB applications such as an
LHTTP API 1106 and a store and forward API 1108. The server uses an

asynchronous version of the PAL layer, implements pools of threads and process

isolation techniques.

In a preferred embodiment, DATP provides increased message sizes while
guaranteeing delivery reliability and addressing complex memory issues due to
constrained embedded environments in the STB. In order to increase DATP message
size, large messages are divided into smaller sections, transmitted, reordered and
delivered 1n a reconstructed DATP message. On a non-reliable link with a binary
error rate (BER) of 10 ™, the probability of having an error on a 64KB message 1s
roughly 7% (1 message out of 14). Knowing that transferring 64KB takes a bit more

~ than five minutes over a 2400 bits/s modem, DATP avoids retransmitting the same

message for another five minutes just because one of its bits is corrupted. To avoid

retransmission, the following implementation guidelines for DATP are preferably as

follows.

In a preferred embodiment, large messages, that is messages over 64Kb, are
fragmented into smaller DATP packets. Smaller fragment thresholds less than 64kb
may be used. Each DATP fragment is acknowledged separately. As shown in

Figure 8, DATP keeps track of message sequence numbers and the time at which the

sequence number was last used. DATP messages with a “recently” used sequence
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number are re}eoted as "already received." To implement this policy DATP hosts
maintain a sliding window of recently used sequence numbers with a timestamp on
each sequence number. Older sequence numbers are removed from the window of the
remote host if they are older than (host max retry+1)*host timeout. In a preferred

embodiment the time out value 1s programmable and can be set to any value desired.

The rejection window keeps track of the sequence numbers of packets
received in a certain time frame starting from current time. When the DATP core
layer receives a packet, its sequence number 1s looked up 1n the rejection window. If
the sequence number is found in the window, 1t is discarded, that 1s, the packet or
fragment associated with that sequence number 1s 1ignored. If the sequence number of
the packet 1s not found in the window, the new sequence number 1s added to the
window. The window or "rejection window" is periodically cleaned to get rid of
packet numbers older than a certain date depending on the time used on the
communication link. The packet rejection window algorithm provides an efficient
protection against multiple receptions of identical packets which can occur frequently

with retransmission/timeout based reliable message oriented transport protocols.

DATP messages are sent based on remote host memory conditions. Each
acknowledged packet of a DATP message contains a memory available field that
indicates current memory condition of the receiving entity. Utilizing DATP, fo send
a message to a peer, a remote entity first checks to see if the size of the DATP
message 1s smaller than the memory available in the receiving entity. If there i1s
sufficient memory available at the receiving entity to receive the message, the
fragments of the DATP message are sent to the receiving host. Upon receipt of the
message, the receiving host acknowledges receipt of the message. Otherwise the
transmitting host sends control packets to the receiving host to query for the remote or
recerving host's memory availability. Partial delivery based on available memory
holding only a portion of a message may also be implemented 1f desired. In this case,
partial messages are cached until completed. The control packets are sent until
sufficient memory is available in the remote entity or until the maximum number of
meésage send retries 1s exceeded. If the maximum number of retries is exceeded and

there 1s still not enough memory available at the receiving host to complete message
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transmission, then the message transmission fails (unless partial message delivery is

authorized).

DATP protocol 1s a message-based protocol where an entity sends a message
to the other entity with a delivery guarantee. Any time the STB sends a message to
the service gateway it will recetve an Acknowledge message once the message has
reached its final destination (The Service Gateway itself or an Application Server).
When an Application Server has processed the message, a response message may be
sent to the STB provided that the STB session with the Service Gateway is still open.
The DATP message transmission phase will be preceded with a DATP login phase
and followed by a DATP logout phase needed to establish a DATP session. It is
important to note that messages sent through DATP are fragmented into DATP
packets of at most MTU (Medium Transmission Unit) bytés that are transmitted and
acknowledged imdependently. This allows DATP messages to be as large as

physically manageable by DATP entities. Figure 9 presents a simple example of
DATP session.

DATP supports multiple sessions on top on the same STB Transport layer
connection. STB clients can send in the middle of an open session with the Service
Gateway login packets to start a new session on the same exact STB transport link
they are using for the first session. Both DATP session management modules in the

STB client and in the Service Gateway will be in charge of multiplexing the various

session messages on the same link.

To support large DATP message transmission, DATP relies on a packet

fragmentation / reconstruction scheme. Large messages are fragmented into small
DATP packets of at most MTU size. Each host has a MTU size and each DATP

entity can have a different one. Each fragment (DATP packet) of a DATP message is
acknowledged separately.

DATP message with “recently” used sequence number will be rejected to
avold “multiple reception of identical fragments” type of race conditions. To
implement this policy DATP hosts maintain a sliding window of recently used

(sequence number, fragment 1d) with a timestamp on each entry in the window. Old
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(sequence number, fragment 1d) entries will be removed from the window of a DATP
host if they are older than (host max retry+1)*host timeout.

A Default DATP fragment size (1.e. MTU size) 1s limited to 4KB to
accommodate constrained STB environment where memory fragmentation is an
issue. Fragment size can be increased to a maximum 64KB at the application
discretion.

DATP supports up to 65536 fragments per DATP message. This gives a
maximum theoretical message size of 4GB. A DATP message’s first fragment
provides a marker indicating that the fragment is a new message first fragment and its
fragment 1dentification (id) field 1s set to the number of fragments composing this
DATP message.

Incomplete DATP messages should be discarded by remote entities after
(host_max_retry+1)*host_timeout.

DATP provides encryption to enable applications to send sensitive data back
to their respective application servers. Providing encryption at the transport level
addresses the challenge of providing encryption in STB or client low processing
capacity environment.  Thus, encryption 1s addressed with a carefully designed
encryption scheme and a preferred DATP secure APIL. Securty/encryption is
provided at a session level. Applications open a secure session using DATP secure
API. DATP encryption parameters are negotiated at session login. Secure session
negotiation 1s provided in at least two phases: during a standard DATP login phase,

and during a key negotiation phase.

A brief description of the main steps of the key negotiation phase follows.
The DATP Server sends its public key server epk to a client or STB. DATP
preferably uses Rivest, Shamir, & Adleman (public key encryption technology) RSA
(others may be used). DATP chooses the RSA exponent server epk = (e, n) so that
e=3 or greater while maintaining a robust level of security (security depends only on
n). Since to encrypt a n{essage with RSA the STB needs to compute (m °) mod n. A
small "e" means that the exponentiation phase will be small, leading to a faster
computation of the encrypted message. The STB or client initializes its random

number generator with the system time plus any random source available to the O-
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code layer (example: current video frame, etc.). The STB/client picks an STB/client

secret key (stb_sk). The STB encrypts the secret key, stb_sk with server epk using

'RSA. The STB sends encrypted secret key, stb sk to the DATP server. The DATP

server decrypts encrypted stb_sk with its private key server dpk.

The DATP server (e.g., SGW) initializes its random generator and picks a
server secret key server_sk. The DATP server (e.g., SGW) encrypts server sk with
stb sk using a secret key encryption scheme. The DATP server sends enérypted
server_sk to DATP server. The STB decrypts encrypted server_sk with its secret key
stb_sk. Once the keys have been successfully éxchanged, secret encrypted data can
be exchanged between the two entities via DATP using each other's secret keys. In a
preferred embodiment, a DATP server authentication step is added to the protocol, to
enhance key exchange scheme and make it robust against "man in the middle"

attacks. Thus, signing DATP stacks and managing authentication certificates is

provided in the DATP protocol.

To minimize communication time with SGW, the public key of the server is
preferably embedded in the stack so that encryption of the STB private key can be
performed off-line. This introduces a new key management issue since the DATP
server should know the server public key used by the STB or client. Messages sent
over a secure session will preferably be encrypted at the fragment level. This means

that each individual fragment of a DATP mes.saghe will be encrypted independently.
A DATP Secure API 1s provided with the ability to send unencrypted

messages over a secure DATP session, which provides SP applications the option of
saving CPU cycles by not encrypting non-sensitive data sent over a secure session. |

This is useful for clients or STBs with limited processing power, such as the Motorola
DCT 2000.

Once a secure session is established between a DATP server and a DATP
client or STB, messages sent by the client/STB to any application server are first
decrypted 1n the DATP server (e.g., SGW) and then forwarded to application servers
using a secure socket layer (SSL) connection. The encryption layer is based on a
cryptographic library available to O code developers as well as application server

developers. This library can be used by applications to manage encryption at the
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application level. This ability might be useful to manage end-to-end encryption for

security in critical applications such as banking applications.

Data compression on slow links such as the ones available on most STBs and
clients (2400 to 33600 bps) it is desirable to send compressed data to increase the
total throughput of the line. In some cases modem data compression is available at
OSI link level. Higher-level protocols do not gain appreciably by compressing their
payload. A large number of client/STB modems do not offer compression at the link
level so compression is provided by higher-level protocols. The present invention

provides data compression at DATP server level.

The challenge 1s that STBs or client processors lack capacity to perform
efficient pattern searches (or other CPU-intensive operations) needed by most
compression algorithms. Decompression, however, is a relatively easy task and
decompression APIs are provided to the client/STB at the O code level. Based on
these considerations DATP support for compression is asymmetric, that is, only the
downlink from the DATP server to the STB or client is preferably compressed using

standard SP compression tools.

Compressed DATP packets possess a "data compressed" flag in the packet
header indicating that the payload data is compressed. Packet headers are not
compressed. Compression and decompression will use standard provided SP
compression and decompression tools and APIs. DATP packet size indicates the size
of the compressed payload. The decompressed size of the payload will be indicated in
the payload’s compression header. Compression of DATP messages is performed at
the fragment level. Each individual DATP packet of a DATP message is compressed
independently. This is preferred since DATP message fragments are not necessarily
stored contiguously when received, thus, it is preferred that DATP decompress each
fragment separately. Independent decompression is possible since each DATP
fragment 1s compressed independently. The DATP STB stack and the DATP
application server API can disable or enable data compression on the downlink. Thié
teature provides application servers at least two important capabilities, the ability to

transfer large amounts of data to clients or STBs using the high-speed broadcast
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channel and the ability to send multicast data to a collection of clients or STBs

through the broadcast channel saving overall SP bandwidth.

DATP server provides an Open Streamer application server module that

manages a configurable number of broadcast streams. These streams are used to send
large chunks of data as well as multicast data to clients and/or STBs. Multicasting is
provided as a feature important as routing over broadcast since it enables application
servers to send data to a group of STBs without addressing each STB individually.
Multicast support in DATP provides unreliable DATP packets. The SP maintains
multicast group’s list of session identifiers and handles cases where an STB or client
with no broadcast tuner available is a member of a multicast group.

DATP Name Service (DNS) provides a mapping between application server
names and service identifiers. Though well known services have reserved service
identifiers, a large number of user-defined service identifiers are available and can be
used by various applications. To avoid hard coding of service identifiers in STB or O-
code applications, applications have the ability to refer to services by name after a

name resolution stage. This way the application is less dependent upon the SGW

configuration file.

The following is a description of how DNS capabilities are provided to DATP
clients. DNS 1s viewed as just another service from a DATP protocol standpoint. A
specific service identifier is reserved for the DNS service. The DNS service is hosted
within the SGW or may be hosted elsewhere in the SP or in a STB or other client.
The DATP client provides a simple API to resolve names of application servers.
Preferably, the main call (datp get asid by name (as name)) returns a request
number synchronously. An asynchronous notification returns the status of the name
resolution including the application server identifier in successful cases. Concurrent
name resolutions are possible with no significant detrimental consequences on
performance. Users are able to dispatch name server notifications based on a request
1identifier tagged to each request. The Application Servers’ name parameter is added
to the current DNS configuration file. The same name is not be used for different

service 1dentifiers. To achieve redundancy or satisfy scalability issues registering

several machines per service identifier are supported.
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In the preferred implementation, DNS is considered as an instance of a yet to
be defined directory service. DNS request packet format comprises the following
ficlds: Query Type (indicating the type of query (0 for DNS query for instance)),
Query Tag (user provided tag to be matched against directory service responses),
Query Data (data used to perform the query operation (typically the name of the
service for DNS)). The DNS response packet format comprises the following fields:
answer type (indicating the type of answer (0 for DNS resolve OK)), answer tag
(same as the query tag that generated the answer) and answer data (query’s response

data (typically the 1d of the service for DNY)).

In an alternative embodiment of DATP, the assumption is all DATP clients
are behind a modem rack and for each connected client the modem rack terminal
server opens a dedicated TCP/IP connection with the SGW and forwards whatever it
receives from a given STB to this TCP connection. With the possible deployment in
older generation cable boxes with no TCP/IP support, but with User Datagram
Protocol (UDP) the DATP server (e.g., SGW) provides the ability to listen on a UDP
port. UDP 1s supported as follows. On the Server a new datp socket listener class is

created to handle UDP connections. A socket type abstraction layer is created to

accommodate UDP sockets (PAL udp socket).

UDP connections are processed as follows. UDP listener reads the new

connection request datagram and creates a new AL udp socket. UDP listener
replies to the connection, sending the datagram wusing newly created
PAL udp_socket. UDP_listener creates a new Session Manager thread passing the
newly created PAL udp socket as an attribute; The new session manager talks back
directly to DATP client wusing pal udp socket send With. the provided
PAL udp_socket. Note that the remote address of the datagram need not be
specified. It 1s already set by the UDP listener while answering the connection

request.

On the client side a UDP stb_transport module is created that implements the
already specified stb_transport. API on top of whatever UDP API is available in the
targeted STB or client. This UDP stb_transport preferably sends a connection request
datagram to the SGW UDP listener port and waits until it receives a reply from the
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SGW betore notifying the DATP core that the STB transport link is up. Subsequent

datagrams are sent using the port specified in the connection request reply from the
SGW.

HTTP routing is provided to provide an interface for the SGW with standard
application servers that use Web servers as their front-end. In this case, DATP
preferably does not use the standard DATP application server API that is provided to
apphcation server developers, but instead interfaces directly with these application
servers by forwarding DATP messa<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>