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DATA AND USER INTERACTION BASED ON DEVICE PROXIMITY

BACKGROUND

[0001] Typically, advertisements on technology devices are presented to the user while the user is already physically engaged in the content of a website, video, game, etc. Since the user focus is the priority for the user at the time, content such as advertisements, in general, may then be an annoyance or distraction from the focus of the user at that time. Thus, the gains hoped to be obtained by advertisers are becoming ever more limited.

SUMMARY

[0002] The following presents a simplified summary in order to provide a basic understanding of some novel embodiments described herein. This summary is not an extensive overview, and it is not intended to identify key/critical elements or to delineate the scope thereof. Its sole purpose is to present some concepts in a simplified form as a prelude to the more detailed description that is presented later.

[0003] The disclosed architecture enables the detection of a user by a user device and interaction with content of the user device by the user before the user physically contacts the device. The detection capability can utilize one or more sensors of the device to identify the user and the proximity (distance) of the user to the device. Based on the user identity and the proximity, the device can be pre-configured/user configured to operate/function in certain ways. Moreover, ongoing interaction can be enabled by recognition of a natural user interface (NUI) gestures, alone or in combination with other recognition techniques (e.g., speech recognition).

[0004] In other words, after user identification, if the user is at a distance considered to be too far from the device, the device behaves (operates) in one way, if the user is at a distance considered to be too close to the device, the device behaves (operates) in another way, and if the user is at a distance from the device considered to be within an acceptable range from the device, the device behaves (operates) in yet another way.

[0005] For example, device behavior can include causing the device to operate in predetermined ways such as operating from one power mode (e.g., sleep) to another power mode (e.g., full power), launching an application (e.g., operating system, programs, etc.), manipulating an application(s) to cause control of hardware and other software (local and/or remote), and so on.

[0006] Other device activity (behavior) can include obtaining and presenting specific types of content such that, for example, based on the user identity, content (e.g.,
advertisements, notifications, messages, reminders, news, incoming communications, etc.) can be obtained and presented to the user while the user is proximate the user device.

[0007] In a specific implementation where the content is advertisements, the device enables the user to engage with targeted relevant advertisements prior to even touching the device. Through the users hand proximity (distance of the user hand to the device) and NUI gestures, the user can view advertisements, control the number of advertisements viewed and apply actions (e.g., save, save as, etc.) to those advertisements without having been logged into the device. In turn, the advertisements would not interrupt the user focus (e.g., reading) in viewing the device display, watching a video, or playing a game once logged in.

[0008] To the accomplishment of the foregoing and related ends, certain illustrative aspects are described herein in connection with the following description and the annexed drawings. These aspects are indicative of the various ways in which the principles disclosed herein can be practiced and all aspects and equivalents thereof are intended to be within the scope of the claimed subject matter. Other advantages and novel features will become apparent from the following detailed description when considered in conjunction with the drawings.

**BRIEF DESCRIPTION OF THE DRAWINGS**

[0009] FIG. 1 illustrates a system in accordance with the disclosed architecture.

[0010] FIG. 2 illustrates a personal system of data and user interaction based on personal user device proximity.

[0011] FIG. 3 illustrates a public system of data and user interaction based on public device proximity.

[0012] FIG. 4 illustrates a diagram of proximity analysis in accordance with the disclosed architecture.

[0013] FIG. 5 illustrates a diagram of wallpaper and hotspot presentation based on user proximity.

[0014] FIGS. 6A-6F illustrate a series of screenshots of interactions between a device and a user for wallpaper.

[0015] FIGS. 7A and 7B illustrate screenshots of interactions between a device and a user for a search engine page.

[0016] FIGS. 8A-8D illustrate screenshots of interactions using the disclosed architecture in a public clothing store.

[0017] FIG. 9 illustrates a method in accordance with the disclosed architecture.
FIG. 10 illustrates an alternative method in accordance with the disclosed architecture.

FIG. 11 illustrates a block diagram of a computing system that executes data and user interaction based on device proximity in accordance with the disclosed architecture.

DETAILED DESCRIPTION

The disclosed architecture enables the detection of a user and attributes of the user by a device (public and personal) and interaction with content of the device by the user before the user physically contacts the device. The detection capability can utilize one or more sensors of the device or another sensor system to identify the user and the proximity (distance) of the user to the device. Based on the user identity and the proximity, the device can be pre-configured (e.g., by the user) to operate/function in certain ways.

Moreover, ongoing interaction thereafter can be enabled by recognition of a natural user interface (NUI) gestures, alone or in combination with other recognition techniques (e.g., speech recognition). NUI may be defined as any interface technology that enables a user to interact with a device in a "natural" manner, free from artificial constraints imposed by input devices such as mice, keyboards, remote controls, and the like. Examples of NUI methods include those relying on speech recognition, touch and stylus recognition, gesture recognition both on screen and adjacent to the screen, air gestures, head and eye tracking, voice and speech, vision, touch, gestures, and machine intelligence. Thus, the NUI methods can enable interaction with a computing device that cause the computing device to perform a wide variety of operations, including, but not limited to, program navigation (e.g., dismiss (or close), open, save, browse) and power operations (e.g., sleep, standby, turn off, turn on, etc.).

Specific categories of NUI technologies include touch sensitive displays, voice and speech recognition, intention and goal understanding, motion gesture detection using depth cameras (such as stereoscopic camera systems, infrared camera systems, RGB (red-green-blue) camera systems and combinations of these), motion gesture detection using accelerometers/gyroscopes, facial recognition, 3D displays, head, eye, and gaze tracking, immersive augmented reality and virtual reality systems, all of which provide a more natural interface, as well as technologies for sensing brain activity using electric field sensing electrodes (EEG (electroencephalogram) and related methods).
[0023] In other words, after user identification, if the user is at a distance considered (e.g., by threshold detection techniques) to be too far from the device, the device behaves (operates) in one way, if the user is at a distance considered to be too close to the device, the device behaves (operates) in another way, and if the user is at a distance from the device considered to be within an acceptable range from the device, the device behaves (operates) in yet another way.

[0024] Other device activity (behavior) can include obtaining and presenting specific types of content such that, for example, based on the user identity, content (e.g., advertisements, notifications, messages, reminders, news, incoming communications, etc.) can be obtained and presented to the user while the user is proximate the device.

[0025] In a public environment, a public device can detect and identify the user, detect and identify physical characteristics of the user such as height, hair color, articles of clothing, adornments (e.g., sunglasses, shoes), body poses (e.g., arm lifted, hand and finger orientation, head nodding, standing, sitting down, etc.) and specific types of adornments (e.g., Brand A sunglasses over the eyes, Brand C coffee held in a right hand, etc.), and then forward communications to a personal user device such that the user receives targeted or customized content via the user device. For example, when implemented in an apparel business, identification of the user can result in retrieval of user information about likes/dislikes of certain types of apparel, followed by content advertisements of special sales items which can then be superimposed on a likeness of the user for viewing via the public device and/or via the personal user device (keeps the superimposed likeness away from public viewing).

[0026] Reference is now made to the drawings, wherein like reference numerals are used to refer to like elements throughout. In the following description, for purposes of explanation, numerous specific details are set forth in order to provide a thorough understanding thereof. It may be evident, however, that the novel embodiments can be practiced without these specific details. In other instances, well known structures and devices are shown in block diagram form in order to facilitate a description thereof. The intention is to cover all modifications, equivalents, and alternatives falling within the spirit and scope of the claimed subject matter.

[0027] FIG. 1 illustrates a system 100 in accordance with the disclosed architecture. The system 100 can include a sensor subsystem 102 (e.g., audio input/output, image capture, video capture, temperature sensing, touch sensing, proximity sensing (e.g., sonic, infrared), speed and acceleration, geographic coordinates, gyroscope, etc.) of a device 104.
(e.g., smart phone, tablet device, portable computing device, etc.) that senses non-contact (without touching) proximity 106 of a user 108 of the device 104, from the device 104. The sensor subsystem 102 also determines an identity of the user 108. This can be accomplished using image recognition of images captured by the device camera system, and more specifically, by facial recognition.

[0028] A content suggestion engine 110 receives user information 112 (e.g., user profile data, user social network data, prior search data, etc.) based on the identity, and suggests content 114 (e.g., advertisements) for presentation to the user 108. A presentation component 116 (e.g., as part of a graphics and display system) facilitates interactive (user interactions) presentation of the content 114 based on the proximity 106 and the identity of the user 108. The presentation component 116 receives the suggested content 114 from the content suggestion engine 110 and facilitates the interactive presentation of the content 114 based on the proximity 106 and the identity of the user 108.

[0029] The presentation component 116 changes characteristics (e.g., size, resolution, the content itself, etc.), of the content 114 based on corresponding changes in the proximity 106 of the user 108 to the device 104. In other words, as the user moves closer and farther from the device 104, the content 114 can correspondingly increase in size from its original size and decrease in size back to its original size. The suggestion engine 110 creates the suggestion based on the user information 112, which includes prior search history, user profile data, and social network data, for example.

[0030] The sensor subsystem 102 can further comprise a recognition subsystem that determines the identity of the user 108 using image recognition. The sensor subsystem 102 can further comprise a gesture recognition subsystem that facilitates user interaction with the content 114 via user gestures. The gestures can be natural user interface gestures such as hand movements and manipulations of one or more fingers.

[0031] The content 114 can relate to advertising, content specific to a visual environment (e.g., an operating system desktop) of the device 118, content specific to an application involved with current user interaction, content specific to a previous user web search, and/or content specific to user appearance (e.g., clothing, makeup, hairstyles, etc.). The suggested content 114 is viewed by the user 108, controlled by the user 108 in quantity (e.g., interacting to cause presentation of multiple types of content) being viewed, and interacted with by the user 108 without the user 108 being logged into the device 104. The device 104 can a public device (e.g., of a department store) that communicates the
content 114 (e.g., clothing) to a personal user device (e.g., cell phone) of the user 108 for viewing and user interaction.

[0032] Following is a specific description of the disclosed architecture as applied to content that is advertising. However, it is to be appreciated that, as further described herein, the disclosed architecture can be applied to many different environments.

[0033] When the user moves a hand closer to the user device (without physically touching) advertisements relevant to the operating system background image (sometimes referred to "desktop wallpaper" or "wallpaper") and user's interest will grow (enlarge) in relation to the distance between the hand and device. At a certain distance (the "sweet spot" range, e.g., approximately 6-12 inches from the device), the advertisement will be enlarged to full size.

[0034] During the process of enlarging the advertisement, the content in the advertisement can change and transform during the change into more or less of the same category of content or completely different category of content based upon the size of the advertisement at that time.

[0035] The user can interact with the advertisement/device using NUI gestures to view additional advertisements. For example, by changing the number of fingers in one or both hands that are recognized, the number of advertisements related to the wallpaper (e.g., a cyclist riding a bicycle) can be shown. Advertisements can then rotate based upon changing data, user interest, and selection of different wallpaper backgrounds. For example, the advertisements can change for a corresponding change in the wallpaper (e.g., to a picture of friends camping). The advertisements shown can be selected based on the user's social network of friends (e.g., likes and related interest) in the wallpaper image, in addition to camping gear, the brand of which is identifiable in the image.

[0036] When the user has identified an advertisement/deal that desired to be shared, saved, etc., the user can again use one or more NUI gestures to complete the action. In the case of saving a deal for later redemption, the user can gesture a NUI "flick" of their hand to toss the advertisement/deal into a save bucket. The user accomplishes this prior to physically contacting with the user device.

[0037] If the user decides to not act on the advertisement/deal that is presented, the user can dismiss the advertisement by continuing to move a hand closer to the user device. Once past (outside) the "sweet spot" distance range, the advertisement begins to physically reduce in size, as well as the information within. At a predetermined distance from the device (e.g., approximately one inch), the advertisement will have been reduced to its
initial size, which can be a slight visual indication of a hotspot. Content (e.g.,
advertisements) is presented that is relevant and of value to the user's interests, prior to any physical engagement with the user device.

[0038] Following is a general description of the disclosed architecture as can be applied to various environments.

[0039] As previously described with advertising, facial recognition can be employed to present custom wallpaper and one or more interactable hotspots. The software/hardware capabilities of the device detect the user's specific facial features and present custom wallpaper. Since the wallpaper is specific to user, advertising information is targeted to them through the previous search history, profile, social networks, and an opt-in features the user has chosen regarding the desired targeted advertising.

[0040] Once the user has been identified, using hand proximity to the device and NUI gestures, the user can view and interact with those advertisements prior to physically touching or unlocking the device. The user proximity can be used to incrementally enlarge/reduce hotspots showing advertising deals and advertisements that are customized to the user and related to the context of the user wallpaper. This occurs before the user has physically contacted the user device and/or intentionally interacted with the device in any way at this time to cause any device functions or operations. The wallpaper selection, advertisements, deals, etc., can be targeted to the user based upon user profile data, previous research data, and social signals, for example. Hand gestures can cause the device to operate to reveal the number of advertisements/deals the user would like to view and to act on a particular deal.

[0041] When implemented with a mobile device operating system start page (initial page presented at the start of the application), facial recognition can be performed to present a custom start page. Hand/body proximity can be computed to reveal relevant content specific to a context as associated with a display object such as a tile (e.g., sports content will gradually increase in size showing sports related media specific to that user, an email program tile will increase in visual size to show most recent mail available to view, upcoming appointment or task notifications, etc.). Hand gestures can be used to act on a particular piece of proximity information.

[0042] When implemented with a computer operating system and third-party applications, hand/body proximity can be configured to reveal content specific to the application with which the user is currently interacting (e.g., a newspaper application tile gradually increases in size show content specific to a category and that content is relevant
to the user's profile, surfing history, etc.). Hand gestures can be used to act on a particular piece of proximity information.

[0043] When implemented with searching, hand/body proximity can be used to reveal content specific to the search engine homepage photo image. Content related to the image based on user profile data, previous research, social signals, etc. Hand gestures can be used to act on a particular piece of proximity information.

[0044] When implemented in public spaces such as clothing stores, hand/body proximity can be used to reveal content specific to the user's appearance and items (e.g., clothing, hair style, cup of coffee, etc.). NUI methods (e.g., hand, arm, eye, voice, speech, sound, etc.) can be used to act on a particular piece of proximity information (information interactable based on the user proximity). Devices, personal and public, can be tablets, computers, large public display monitors, etc.

[0045] FIG. 2 illustrates a personal system 200 of data and user interaction based on personal user device proximity. A user device 202 (a version of the device 104 of FIG. 1) includes a sensor subsystem 204 (similar to the sensor subsystem 102 of FIG. 1) that includes the capability to perform image (facial) recognition of the user 108, recognize user gestures, and determine the distance of the user and/or user extremities and body parts (e.g., hands, arms, etc.) from the device 202. The user device 202 includes a display 206 (similar to display 118) via which to present selected content 208 (similar to content 114). The user device 202 can also include a data store 210 that stores user-specific data such as profile information, social network information, login information, images, photos, messages, and the like. The user device 202 also includes a device communications subsystem 212 such as wired and/or wireless transceivers for connecting to wired and/or wireless networks or other systems.

[0046] The system 200 further includes a content suggestion engine 214 that analyzes and selects content (for display). In this depiction, the engine 214 includes its own engine communications subsystem 216; however, it is to be understood that communications can simply be by way of software send/receive techniques. The engine 214 includes a personal suggestion decision algorithm 218 that, based on at least the user identity and proximity, accesses a content library 220 and suggests the selected content 208 to be sent to the user device 202 for presentation.

[0047] In operation, as the user 108 moves close to the user device 202, the device 202 automatically analyzes and detects the identity of the user 108. Additionally, the user device 202 tracks the distance of the user 108 (or other body parts such as hand(s)) to the
device 202. Based on the user identity detection and proximity, the device 202 automatically presents the selected content 208 to the user before the user touches the device 202. In this way, the user is presented with certain types of content 208 before logging in to perform other functions such as word processing, web searching, and so on, without having to view this content 208 in a distracting way while logged in. Based on the proximity of the user 108 to the device 202, the presentation of and/or the content 208 itself will be changed.

[0048] Thereafter, the user 108 can choose to interact with the content 208 and/or device 202 in some way by forming gestures that are recognizable to the device 202. Based on the gesture(s), the user 108 can interact in different ways, such as to save the content 208, bypass the content 208, move to different content, and so on.

[0049] FIG. 3 illustrates a public system 300 of data and user interaction based on public device proximity. A public device 302 (a version of the device 104 of FIG. 1) includes a sensor subsystem 304 (similar to the sensor subsystems 102 and 204) that includes the capability to perform image (e.g., facial) recognition of the user 108, recognize user gestures, and determine the distance of the user and/or user extremities and body parts (e.g., hands, arms, etc.) from the public device 302. The public device 302 includes a display 306 (similar to display 118) via which to present matched content 308 (similar to content 114). The public device 302 can also include a data store 310 that stores user-specific data such as profile information, social network information, login information, images, photos, messages, and the like. The public device 302 can also include a device communications subsystem 312 such as wired and/or wireless transceivers for connecting to wired and/or wireless networks or other systems, such as the personal user device 202.

[0050] The system 300 further includes a content suggestion engine 314 that analyzes and selects matched content 308 (for display). In this depiction, the engine 314 communicates directly with the public device 302 using send/receive protocols rather than its own engine communications subsystem 212 as depicted in FIG. 2; however, it is to be understood that communications can by way of its own engine communications subsystem. The engine 314 includes a matching algorithm 318 that, based on at least the user identity and proximity data, accesses a content library 320 and suggests the matched content 308 to be sent to the public device 302 for presentation via the public display 306.

[0051] In operation, as the user 108 moves close to the public device 302, the device 302 automatically analyzes and detects the identity of the user 108. Additionally, the
public device 302 detects the distance of the user 108 (or other body parts such as hand(s)) from the device 302 and then continually tracks the proximity of the user 108 to the device 302. Based on the user identity detection, the public device 302 automatically presents the matched content 308 to the user 108 before the user 108 touches the device 302. Presentation can be via the public device 302 and/or the user device 202, which is selectable by the user 108.

[0052] Based on the proximity of the user 108 to the public device 302, the presentation of and/or the matched content 308 can be changed. For example, where the public device 302 shows the user 108 in new apparel, the content 308 may be controlled to not clearly show the user 108 until the user chooses to use the public device 302 for viewing. This reduces or prevents viewing by other shoppers. Should the user choose to continue with the public device 302, as the user 108 moves closer to the device 302, the rendition of the user 108 can be more clearly shown (and viewed) in the display 306 wearing the new apparel.

[0053] Thereafter, the user 108 can choose to interact with the matched content 308 and/or public device 302 in some way by forming gestures that are recognizable to the public device 302. Based on the gesture(s), the user 108 can interact in different ways, such as to save the matched content 308, bypass the content 308, move to different content 308, and so on.

[0054] Alternatively, as previously suggested, the user 108 can choose to route the matched content 308 from the public device 302 to the user device 202 for more personal viewing and interaction. At this time, the user device 202 subsystems can take over (override) one or more of the public device 302 subsystems. For example, the user 108 can then interact via the user device 202. Additionally, the user device 202 can perform automatic matched content handling and presentation based on proximity of the user 108 from the user device 202.

[0055] The systems described herein can further employ a security component for authorized and secure handling of user information. The security component allows the subscriber to opt-in and opt-out of user identification and proximity tracking, for example, as well as personal user information processing. Consent can take several forms. Opt-in consent imposes on the subscriber to take an affirmative action before the data is collected. Alternatively, opt-out consent imposes on the subscriber to take an affirmative action to prevent the collection of data before that data is collected. This is similar to implied consent in that by doing nothing, the user allows the data collection and processing after
having been adequately informed. The security component ensures the proper collection, storage, and access to the user information.

[0056] FIG. 4 illustrates a diagram 400 of proximity analysis in accordance with the disclosed architecture. The device 104 includes the sensor capabilities to continually determine (track) the distance of the user 108 from the device 104. The "sweet spot" is the proximity range 402. In one implementation, the proximity range 402 is where the content is presented in its maximum enlarged view, whereas when user proximity 106 is within a close out-of-range (OOR) location 404 or a distant out-of-range location 406, the content is being correspondingly reduced back to its original viewing size, or increased to the maximum viewing size.

[0057] In an alternative embodiment, as the user 108 moves closer to the device 104 while in the distant OOR range, the content is presented in an over-maximum viewing size so that the user can more easily view the content. Then, as the user 108 moves closer to the device 104, the content will be reduced to its maximum viewing size when the user 108 reaches the "sweet spot" proximity range 402. Essentially, the content is automatically adapted for user viewing as the user 108 moves closer to the device 104.

[0058] FIG. 5 illustrates a diagram 500 of wallpaper and hotspot presentation based on user proximity. A device display 118 shows a wallpaper image 502 in response to identification of the user 108 using at least facial recognition via a device camera 504. In response to user identification, the display 118 depicts a wallpaper image 506 derived from related preferences of the user 108. In this example, the wallpaper image 506 is presented with three interactive content hotspots: a first hotspot 508, a second hotspot 510, and a third hotspot 512. Each hotspot can have a different set of content for user interaction and display. For example, when the user 108 enters the "sweet spot" distance (proximity) of the device, the content associated with the third hotspot 512 can be increased to an enlarged version 514 for viewing by the user 108. As the user moves away from the display 118, out of the sweet spot distance range, the content is then reduced back down to the original size associated with the third hotspot 512. This technique applies equally to the first and second hotspots (508 and 510). This enlargement/reduction process is performed before the user 108 is logged into the device and before the user 108 physically touches the device. The user 108 can interact with the hotspots using natural user interface gestures such as hand and finger poses.

[0059] FIGS. 6A-6F illustrate a series of screenshots 600 of interactions between a device and a user for wallpaper. After the user is identified using facial recognition, a
custom wallpaper 602 is presented, without the user contacting the device. FIG. 6A shows several hotspots created and located on the wallpaper 602. A first hotspot 604 is located on the rear wheel of the cycle, since the user is interested in cycling, as derived from the wallpaper image, and thus, content such as an advertisement for bicycle wheels/tires may be of interest. At this time, a user hand 606 is out-of-range of the proximity sweet spot. Thus, none of the hotspot content is being changed for viewing.

[0060] In FIG. 6B, as the user moves the hand 606 closer in proximity, a first piece of content 608 associated with the first hotspot 604 begins to grow larger with additional advertising and/or content information and deals. In FIG. 6C, when the hand 606 enters the predefined sweet spot proximity range, the first piece of content 608 is at its maximum size. In FIG. 6D, using gesture recognition, the user shows two fingers in the hand 606, which indicates the user wants to see another deal related to that first hotspot 604. In response, a second piece of content 610 is presented next to the first piece of content 608. In FIG. 6E, the user chooses to save the first piece of content 608, and makes a hand flick motion to the upper right corner towards a Save icon. This is a NUI gesture recognized as a save motion. The depiction of the first piece of content 608 is then removed, leaving the second piece of content 610 showing. In FIG. 6F, as the user moves the hand 606 still closer in proximity to the device (device display), into the close out-of-range location (location 404 of FIG. 4), the second piece of content 610 reduces in size. If the user touches the display, the second piece of content will have reduced to its original size (the size of the hotspot 604).

[0061] The same description applies for an application and a start page, where hotspots are presented, and user proximity cause content presentation and enlargement, reduction, saving, as above.

[0062] FIGS. 7A and 7B illustrate screenshots 700 of interactions between a device and a user for a search engine page 702. In FIG. 7A, the page 702 shows a first hotspot 704 and associated content 706. In FIG. 7B, as the user (user hand) moves closer in proximity to the device (display), the content 706 increases in size, and even changes to a different set of content.

[0063] FIGS. 8A-8D illustrate screenshots 800 of interactions using the disclosed architecture in a public clothing store. In FIG. 8A, the user 108 approaches a store display system 802, which identifies the user 108 and presents a generalized figure of the same gender back to the user with one or more hotspots: a head hotspot 804, and abdomen
hotspot 806, and a hand hotspot 808. Other hotspots can be employed such as for the legs or feet, for example.

[0064] In FIG. 8B, as the user (user hand) moves closer a specific hotspot, for example the abdomen hotspot 806, the associated content 810 is enlarged to show a shirt (or other apparel) the user may like, based on user information obtained such as a user profile, social network information, prior search history, and so on, which may indicate the user was looking for a shirt.

[0065] In FIG. 8C, when fully enlarged, based on the user hand proximity to the display system 802, the user 108 can see how the shirt would look when being worn. If the user likes the shirt, the user can gesture to select the content 810.

[0066] In FIG. 8D, in response to selection, the display system 802 (similar to the public device 302) can transmit more detailed information about the shirt to the user's personal device 202, such as any discounts, deals, etc. The user can then interact with the personal device 202 to complete the purchase transaction, look at other apparel, etc.

[0067] Included herein is a set of flow charts representative of exemplary methodologies for performing novel aspects of the disclosed architecture. While, for purposes of simplicity of explanation, the one or more methodologies shown herein, for example, in the form of a flow chart or flow diagram, are shown and described as a series of acts, it is to be understood and appreciated that the methodologies are not limited by the order of acts, as some acts may, in accordance therewith, occur in a different order and/or concurrently with other acts from that shown and described herein. For example, those skilled in the art will understand and appreciate that a methodology could alternatively be represented as a series of interrelated states or events, such as in a state diagram. Moreover, not all acts illustrated in a methodology may be required for a novel implementation.

[0068] FIG. 9 illustrates a method in accordance with the disclosed architecture. The method can be performed by a computer system that executes machine-readable instructions. At 900, proximity of a user to a user device is detected using the user device. The proximity can be detected using one or more detection techniques such as sonic sensing and face recognition. When using the camera subsystem, repeated images can be captured and compared to a stored image (e.g., face) to determine the quality of the match. If the match fails, it can be decided that the user is too far away from the device for device operation to initiate.
Another technique is gesture recognition using natural user interface gestures to capture and interpret hand gestures, for example. If the user hand is captured and computed to be distant from the device, the content is presented in one way, whereas if the hand is captured and computed to be within a predetermined proximity range (also called a "sweet spot" or "sweet spot range") from the device, the content is presented in another way.

At 902, the user is identified via the user device to obtain user identification. For example, if facial recognition is employed, once recognition is computed to be successful, the identity of the user is known.

At 904, user information is accessed based on the user identification. The user information can be information obtained from local sources and/or remote sources. For example, the user information includes one or more of a user profile, social network data, and search information.

At 906, content is presented in association with graphical hotspots in a visual environment of a display of the user device. The content is related to the user information. The visual environment can be a wallpaper image selected by the user with the hotspots located at certain points on the wallpaper, a start page of an operating system, an application page, a search page, a public device application page, etc. At 908, the presentation of the content of a hotspot is changed in response to proximity of the user to the user device.

The method can further comprise processing user interaction with the user device by the user. The interaction employs gestures recognized within a predetermined proximity range (sweet spot) of the user device to operate the user device based on the user information. The method can further comprise processing user interaction to cause operation of the user device to present content to the user related to the user information. In other words, the content is targeted or customized to the user.

The method can further comprise processing user interaction to cause operation of the user device according to gestures that zoom-in or zoom-out on the content. If the user hand is in the sweet spot range, the presence of the hand can cause the content to be enlarged (a zoom-in effect) for user perception. If the hand moves out of the sweet spot, the content is reduced back to its original size.

The method can further comprise processing user interaction to cause operation of the user device to present an advertisement to the user based on the user information. The method can further comprise interacting with the user device using natural user
interface methods that include, but are not limited to, finger counts, hand swipes, finger pointing, etc.

FIG. 10 illustrates an alternative method in accordance with the disclosed architecture. The method facilitates the presentation of advertising content in association with graphical hotspots in a visual environment of a display of a device. At 1000, non-contact proximity of a user to the device is detected. At 1002, characteristics of the user are identified. The characteristics include, but are not limited to, clothing style at the moment, user profiles and preferences, hair color, hair style, age, hand movements, stride, gender identification, user identity (e.g., via image recognition, voice recognition, etc.), and so on. At 1004, advertising content is retrieved based on the user characteristics. At 1006, the advertising content is presented in association with the graphical hotspots, the advertising content related to the user characteristics. At 1008, the presentation of the advertising content of a hotspot is changed in response to the proximity of the user to the device.

The method can further comprise suggesting the advertising content to be presented based on the user characteristics, which include a related prior user search, user profile data, and social network data. The method can further comprise enabling user interaction to at least one of zoom-in on the advertising content of a hotspot, zoom-out on the advertising content of the hotspot, save advertising content of the hotspot, present additional advertising content in association with the hotspot, or transact the advertising content. The method can further comprise enabling user interaction with the advertising content of the graphical hotspots via user gestures of the user recognized within a predetermined proximity range of the user device. The method can further comprise enabling user interaction via a hand gesture that selects a specific hotspot of the visual environment for advertising content interaction. The method can further comprise identifying the user via the device a recognition technology (e.g., image, voice, speech, etc.).

As used in this application, the terms "component" and "system" are intended to refer to a computer-related entity, either hardware, a combination of software and tangible hardware, software, or software in execution. For example, a component can be, but is not limited to, tangible components such as a processor, chip memory, mass storage devices (e.g., optical drives, solid state drives, and/or magnetic storage media drives), and computers, and software components such as a process running on a processor, an object,
an executable, a data structure (stored in volatile or non-volatile storage media), a module, a thread of execution, and/or a program.

By way of illustration, both an application running on a server and the server can be a component. One or more components can reside within a process and/or thread of execution, and a component can be localized on one computer and/or distributed between two or more computers. The word "exemplary" may be used herein to mean serving as an example, instance, or illustration. Any aspect or design described herein as "exemplary" is not necessarily to be construed as preferred or advantageous over other aspects or designs.

Referring now to FIG. 11, there is illustrated a block diagram of a computing system 1100 that executes data and user interaction based on device proximity in accordance with the disclosed architecture. However, it is appreciated that the some or all aspects of the disclosed methods and/or systems can be implemented as a system-on-a-chip, where analog, digital, mixed signals, and other functions are fabricated on a single chip substrate.

In order to provide additional context for various aspects thereof, FIG. 11 and the following description are intended to provide a brief, general description of the suitable computing system 1100 in which the various aspects can be implemented. While the description above is in the general context of computer-executable instructions that can run on one or more computers, those skilled in the art will recognize that a novel embodiment also can be implemented in combination with other program modules and/or as a combination of hardware and software.

The computing system 1100 for implementing various aspects includes the computer 1102 having processing unit(s) 1104 (also referred to as microprocessor(s) and processor(s)), a computer-readable storage such as a system memory 1106, and a system bus 1108. The processing unit(s) 1104 can be any of various commercially available processors such as single-processor, multi-processor, single-core units and multi-core units. Moreover, those skilled in the art will appreciate that the novel methods can be practiced with other computer system configurations, including minicomputers, mainframe computers, as well as personal computers (e.g., desktop, laptop, tablet PC, etc.), hand-held computing devices, microprocessor-based or programmable consumer electronics, and the like, each of which can be operatively coupled to one or more associated devices.
The computer 1102 can be one of several computers employed in a datacenter and/or computing resources (hardware and/or software) in support of cloud computing services for portable and/or mobile computing systems such as cellular telephones and other mobile-capable devices. Cloud computing services, include, but are not limited to, infrastructure as a service, platform as a service, software as a service, storage as a service, desktop as a service, data as a service, security as a service, and APIs (application program interfaces) as a service, for example.

The system memory 1106 can include computer-readable storage (physical storage media) such as a volatile (VOL) memory 1110 (e.g., random access memory (RAM)) and non-volatile memory (NON-VOL) 1112 (e.g., ROM, EPROM, EEPROM, etc.). A basic input/output system (BIOS) can be stored in the non-volatile memory 1112, and includes the basic routines that facilitate the communication of data and signals between components within the computer 1102, such as during startup. The volatile memory 1110 can also include a high-speed RAM such as static RAM for caching data.

The system bus 1108 provides an interface for system components including, but not limited to, the system memory 1106 to the processing unit(s) 1104. The system bus 1108 can be any of several types of bus structure that can further interconnect to a memory bus (with or without a memory controller), and a peripheral bus (e.g., PCI, PCIe, AGP, LPC, etc.), using any of a variety of commercially available bus architectures.

The computer 1102 further includes machine readable storage subsystem(s) 1114 and storage interface(s) 1116 for interfacing the storage subsystem(s) 1114 to the system bus 1108 and other desired computer components. The storage subsystem(s) 1114 (physical storage media) can include one or more of a hard disk drive (HDD), a magnetic floppy disk drive (FDD), solid state drive (SSD), and/or optical disk storage drive (e.g., a CD-ROM drive DVD drive), for example. The storage interface(s) 1116 can include interface technologies such as EIDE, ATA, SATA, and IEEE 1394, for example.

One or more programs and data can be stored in the memory subsystem 1106, a machine readable and removable memory subsystem 1118 (e.g., flash drive form factor technology), and/or the storage subsystem(s) 1114 (e.g., optical, magnetic, solid state), including an operating system 1120, one or more application programs 1122, other program modules 1124, and program data 1126.

The operating system 1120, one or more application programs 1122, other program modules 1124, and/or program data 1126 can include entities and components of the system 100 of FIG. 1, entities and components of the system 200 of FIG. 2, entities
and components of the system 300 of FIG. 3, entities of the diagram 400 of FIG. 4, entities of the diagram 500 of FIG. 5, actions and results represented by the screenshots of FIGS. 6A-6F, actions and results represented by the screenshots of FIGS. 7A and 7B, actions and results represented by the screenshots of FIGS. 8A-8D, and the methods represented by the flowcharts of Figures 9 and 10, for example.

[0089] Generally, programs include routines, methods, data structures, other software components, etc., that perform particular tasks or implement particular abstract data types. All or portions of the operating system 1120, applications 1122, modules 1124, and/or data 1126 can also be cached in memory such as the volatile memory 1110, for example.

It is to be appreciated that the disclosed architecture can be implemented with various commercially available operating systems or combinations of operating systems (e.g., as virtual machines).

[0090] The storage subsystem(s) 1114 and memory subsystems (1106 and 1118) serve as computer readable media for volatile and non-volatile storage of data, data structures, computer-executable instructions, and so forth. Such instructions, when executed by a computer or other machine, can cause the computer or other machine to perform one or more acts of a method. The instructions to perform the acts can be stored on one medium, or could be stored across multiple media, so that the instructions appear collectively on the one or more computer-readable storage media, regardless of whether all of the instructions are on the same media.

[0091] Computer readable media can be any available media that does not employ propagated signals, can be accessed by the computer 1102, and includes volatile and non-volatile internal and/or external media that is removable or non-removable. For the computer 1102, the media accommodate the storage of data in any suitable digital format.

It should be appreciated by those skilled in the art that other types of computer readable media can be employed such as zip drives, magnetic tape, flash memory cards, flash drives, cartridges, and the like, for storing computer executable instructions for performing the novel methods of the disclosed architecture.

[0092] A user can interact with the computer 1102, programs, and data using external user input devices 1128 such as a keyboard and a mouse, as well as by voice commands facilitated by speech recognition. Other external user input devices 1128 can include a microphone, an IR (infrared) remote control, a joystick, a game pad, camera recognition systems, a stylus pen, touch screen, gesture systems (e.g., eye movement, head movement, etc.), and/or the like. The user can interact with the computer 1102, programs, and data
using onboard user input devices 1130 such a touchpad, microphone, keyboard, etc., where the computer 1102 is a portable computer, for example.

[0093] These and other input devices are connected to the processing unit(s) 1104 through input/output (I/O) device interface(s) 1132 via the system bus 1108, but can be connected by other interfaces such as a parallel port, IEEE 1394 serial port, a game port, a USB port, an IR interface, short-range wireless (e.g., Bluetooth) and other personal area network (PAN) technologies, etc. The I/O device interface(s) 1132 also facilitate the use of output peripherals 1134 such as printers, audio devices, camera devices, and so on, such as a sound card and/or onboard audio processing capability.

[0094] One or more graphics interface(s) 1136 (also commonly referred to as a graphics processing unit (GPU)) provide graphics and video signals between the computer 1102 and external display(s) 1138 (e.g., LCD, plasma) and/or onboard displays 1140 (e.g., for portable computer). The graphics interface(s) 1136 can also be manufactured as part of the computer system board.

[0095] The computer 1102 can operate in a networked environment (e.g., IP-based) using logical connections via a wired/wireless communications subsystem 1142 to one or more networks and/or other computers. The other computers can include workstations, servers, routers, personal computers, microprocessor-based entertainment appliances, peer devices or other common network nodes, and typically include many or all of the elements described relative to the computer 1102. The logical connections can include wired/wireless connectivity to a local area network (LAN), a wide area network (WAN), hotspot, and so on. LAN and WAN networking environments are commonplace in offices and companies and facilitate enterprise-wide computer networks, such as intranets, all of which may connect to a global communications network such as the Internet.

[0096] When used in a networking environment the computer 1102 connects to the network via a wired/wireless communication subsystem 1142 (e.g., a network interface adapter, onboard transceiver subsystem, etc.) to communicate with wired/wireless networks, wired/wireless printers, wired/wireless input devices 1144, and so on. The computer 1102 can include a modem or other means for establishing communications over the network. In a networked environment, programs and data relative to the computer 1102 can be stored in the remote memory/storage device, as is associated with a distributed system. It will be appreciated that the network connections shown are exemplary and other means of establishing a communications link between the computers can be used.
The computer 1102 is operable to communicate with wired/wireless devices or entities using the radio technologies such as the IEEE 802.xx family of standards, such as wireless devices operatively disposed in wireless communication (e.g., IEEE 802.11 over-the-air modulation techniques) with, for example, a printer, scanner, desktop and/or portable computer, personal digital assistant (PDA), communications satellite, any piece of equipment or location associated with a wirelessly detectable tag (e.g., a kiosk, news stand, restroom), and telephone. This includes at least Wi-Fi™ (used to certify the interoperability of wireless computer networking devices) for hotspots, WiMax, and Bluetooth™ wireless technologies. Thus, the communications can be a predefined structure as with a conventional network or simply an ad hoc communication between at least two devices. Wi-Fi networks use radio technologies called IEEE 802.11x (a, b, g, etc.) to provide secure, reliable, fast wireless connectivity. A Wi-Fi network can be used to connect computers to each other, to the Internet, and to wire networks (which use IEEE 802.3-related media and functions).

What has been described above includes examples of the disclosed architecture. It is, of course, not possible to describe every conceivable combination of components and/or methodologies, but one of ordinary skill in the art may recognize that many further combinations and permutations are possible. Accordingly, the novel architecture is intended to embrace all such alterations, modifications and variations that fall within the spirit and scope of the appended claims. Furthermore, to the extent that the term "includes" is used in either the detailed description or the claims, such term is intended to be inclusive in a manner similar to the term "comprising" as "comprising" is interpreted when employed as a transitional word in a claim.
CLAIMS

1. A system, comprising:
   a sensor subsystem of a device that senses non-contact proximity of a user
   of the device from the device, and determines identity of the user;
   a presentation component that receives suggested content from a content
   suggestion engine and facilitates interactive presentation of the content based on the
   proximity and identity of the user; and
   a microprocessor that executes computer-executable instructions associated
   with at least one of the sensor component or the presentation component.

2. The system of claim 1, wherein the presentation component changes
   characteristics of the content based on corresponding changes in the proximity of the user
   to the device.

3. The system of claim 1, wherein the suggestion engine creates the
   suggestion based on the user information, which includes prior search history, user profile
   data, and social network data.

4. The system of claim 1, wherein the sensor subsystem further comprises a
   recognition subsystem that determines the identity of the user using image recognition,
   and a gesture recognition subsystem that facilitates user interaction with the content via
   user gestures.

5. The system of claim 1, wherein the content relates to advertising, content
   specific to a visual environment of the device, content specific to an application involved
   with current user interaction, content specific to a previous user web search, or content
   specific to user appearance.
6. A method, performed by a computer system executing machine-readable instructions, the method comprising acts of:
   - detecting proximity of a user to a user device, using the user device;
   - identifying the user via the user device to obtain user identification;
   - accessing user information based on the user identification;
   - presenting content in association with graphical hotspots in a visual environment of a display of the user device, the content related to the user information;
   and
   - changing the presentation of the content of a hotspot in response to proximity of the user to the user device.

7. The method of claim 6, further comprising processing user interaction with the user device, the interaction employs gestures recognized within a predetermined proximity range of the user device to operate the user device based on the user information.

8. The method of claim 6, further comprising processing user interaction to cause operation of the user device to present content to the user related to the user information.

9. The method of claim 8, further comprising processing user interaction to cause operation of the user device according to gestures that zoom-in or zoom-out on the content.

10. The method of claim 6, further comprising processing user interaction to cause operation of the user device to present an advertisement to the user based on the user information.
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