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(54) Abstract Title
Eye sensor for remote control of electronic devices

(57) A system of the present invention automatically controls electronic devices based on physiological
conditions of a user. In this regard, the system includes a sensor (21) and a controller (25). The sensor is
positioned adjacent to an eye (83) of a user and is configured to detect a physiological response of the user.
The sensor is configured to transmit, in response to a detection of the physiological response, a signal
indicative of the response. The controller is configured to receive the signal and to control an electronic device
(14) based on the signal. The sensor may be an eyepiece arrangement or a contact lens comprising sensors.

The sensor may detect the blinking of the eyelid using photodetectors or a switch. Flexure, temperature,
perspiration and pheromones are example other parameters which may also be sensed.
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2380551

SYSTEM AND METHOD FOR CONTROLLING ELECTRONIC DEVICES

BACKGROUND OF THE INVENTION

FIELD OF THE INVENTION
The present invention generally relates to data processing techniques and, in
particular, to a system and method for sensing physiological conditions and for
automatically controlling electronic devices based on the sensed physiological

conditions.

RELATED ART

Various electronic devices enable users to provide voluntary inputs for
controlling many of the features of the electronic devices. For example, a camera
normally includes a button or other type of switch that, when activated by a user,
causes the camera to take a picture or to begin recording a scene. Thus, when the user
sees a scene that he or she would like to capture with the camera, the user ensures that
the camera is pointed at the scene of interest and then activates the foregoing button.
In response, the camera takes a picture of or records the scene exposed to the lens of
the camera.

Unfortunately, a finite amount of time exists for a user to provide a voluntary
input to an electronic device. For example, a user may see a scene that the user would
like to capture with a camera. However, by the time the user activates the input button
to take a picture of the scene or to begin recording the scene, the scene may change.

As a result, the user may fail to capture the desired image with the camera.
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SUMMARY OF THE INVENTION

Thus, a heretofore unaddressed need exists in the industry for an efficient
system and method of quickly providing inputs to or controlling various electronic
devices, such as for example, electronic cameras. Generally, the present invention
provides a system and method for sensing physiological conditions and for
automatically controlling electronic devices based on the sensed physiological
conditions.

In architecture, the system of present invention utilizes a sensor and a
controller. The sensor is positioned adjacent to an eye of a user and is configured to
detect a physiological response of the user. The sensor is configured to transmit, in
response to a detection of the physiological response, a signal indicative of the
response. The controller is configured to receive the signal and to control an electronic
device based on the signal.

The present invention can also be viewed as providing a method for controlling
electronic devices based on physiological conditions. The method can be broadly
conceptualized by the following steps: positioning a sensor adjacent to an eye of a
user; detecting, via the sensor, an occurrence of a physiological condition of the user;

and automatically controlling an electronic device based on the detecting step.

BRIEF DESCRIPTION OF THE DRAWINGS
The invention can be better understood with reference to the following
drawings. The elements of the drawings are not necessarily to scale relative to each
other, emphasis instead being placed upon clearly illustrating the principles of the
invention. Furthermore, like reference numerals designate corresponding parts

throughout the several views.
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FIG. 1 is a block diagram illustrating a control system in accordance with the
present invention.

FIG. 2 is a block diagram illustrating a computer system employing a controller
such as is depicted in FIG. 1.

FIG. 3 is a diagram illustrating a side view of a sensor depicted in FIG. 1, when
the sensor is implemented via a contact lens.

FIG. 4 is a diagram illustrating a front view of the contact lens depicted in FIG.

FIG. 5 is a diagram illustrating photoemitters and photodetectors residing
within the contact lens depicted in FIG. 4.

FIG. 6 is a block diagram illustrating various detection devices residing within
the contact lens of FIG. 5.

FIG. 7 is a diagram of an eyepiece of an electronic device depicted in FIG. 1,
when the eyepiece is positioned close to a user’s eye such that a switch coupled to the
eyepiece is capable of detecting blinks of the user’s eyelid.

FIG. 8 is a diagram of an eyepiece of an electronic device depicted in FIG. 1,
when a sensor is engaged with a user’s face and is tethered to the eyepiece.

FIG. 9 is a diagram of an eyepiece of an electronic device depicted in FIG. 1,
when the eyepiece includes a laser or other type of photoemitter for detecting blinks of
a user’s eyelid or the size of the user’s eye pupil.

FIG. 10 is a block diagram illustrating a more detailed view of an electronic
device depicted in FIG. 1.

FIG. 11 is a flow chart illustrating an exemplary methodology for controlling an

electronic device in accordance with the present invention.
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DETAILED DESCRIPTION OF THE INVENTION

In general, the present invention provides a system and method of
automatically providing control signals to an electronic device based on a sensed
physiological condition or response. Thus, control signals can be quickly and
efficiently provided to the electronic device. Further, when the sensed physiological
condition is involuntary, the user’s burden of providing inputs to the electronic device
can be significantly reduced.

FIG. 1 depicts an exemplary control system 10 capable of providing inputs or
control signals to an electronic device 14. As used herein, “an electronic device” is any
device that is at least partially controlled via electrical signals. For illustrative
purposes, the electronic device 14 will be described herein as a camera capable of
capturing an image of a scene. However, it should be noted that the electronic device
14 should not be so limited, and it is possible for the electronic device 14 to be
implemented as other types of products for performing various other functionality.

Moreover, there are various methodologies that may be employed to “capture”
an image of a scene. For example, photosensitive material (film) can be exposed to
light from the scene, thereby forming an image of the scene on the photographic
material. Alternatively, light from the scene may be converted into digital data that
defines an image of the scene, and this digital data may be stored in memory and/or
used to render the image of the scene. The electronic device 14 can be designed as a
still frame camera (i.e., a camera that captures images one at a time) or can be
designed as a video camera (i.e., a camera that, when activated, continuously captures
the images exposed to the camera’s lens in order to define a moving image).

Note that a video camera can also be used to capture still frame images at

selected times. For example, in response to a user input, a video camera may be
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designed to store, as a still frame picture, the image currently being viewed by the
camera’s lens. In another embodiment, the video camera, in response to a user input,
may be configured to watermark a particular frame of a moving image that is being
recorded by the video camera. At a later time, the watermarked frame may be
rendered as a still image upon request. There may be various other methodologies that
may be employed to capture still or moving images.

As shown by FIG. 1, the control system 10 includes a sensor 21 electrically
coupled to a controller 25. The sensor 21 is capable of detecting one or more
physiological conditions and is configured to transmit, to the controller 25, information
pertaining to the conditions detected by the sensor 21. The sensor 21 may be
connected to the controller 25 via one or more conductive buses or wires.
Alternatively, the sensor 21 may be physically separated from the controller 21 and
wirelessly communicates physiological condition information to the controller 25. If
the sensor 21 communicates information wirelessly, then the sensor 25 may include a
wireless interface, such as an antenna, for example, for communicating with the
controller 25.

The controller 25 is preferably capable of communicating with the electronic
device 14. The controller 25 may be connected to the electronic device 14 via one or
more conductive buses or wires. Alternatively, the controller 25 may be physically
separated from the electronic device 14 and may wirelessly communicate with the
electronic device 14. If the controller 25 wirelessly communicates information, the
controller 25 may include a wireless interface, such as an antenna, for example, for
communicating information with the electronic device 14. Note that is it possible for
the controller 25 to be located within or fixedly attached to mechanical\ components,

such as a housing, of the electronic device 14.
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Note that the controller 25 can be implemented in software, hardware, or a
combination thereof. In one embodiment, as illustrated by way of example in FIG. 2, the
controller 25 along with its associated methodology is implemented in software and stored
in memory 31 of a computer system 33.

The computer system 33 of FIG. 2 comprises one or more conventional processing
elements 36, such as a digital signal processor (DSP) or a central processing unit (CPU),
that communicate to and drive the other elements within the system 33 via a local interface
37, which can include one or more buses. Furthermore, an input/output (VO) interface 39
may be used to communicate data with the system 33 and, in particular, with the controller
25. The VO interface 39 may include devices that enable data to be input from or output to
auser. Such devices may include, for example, buttons or other types of switches for
inputting information to the system 33 and a liquid crystal display (LCD) or other type of
display device for outputting information from the system 33. The system 33 of FIG. 2 also
comprises a sensor interface 42 and a data interface 45 for respectively communicating with
sensor 21 and device 14 (not shown in FIG. 2).

The controller 25 is configured to receive the physiological condition
information transmitted from the sensor 21 and to determine whether any control
signals should be provided to the electronic device 14 based on this information. For
example, when the electronic device 14 is a camera, the controller 25 may determine,
based on the information provided by the sensor 21, that the device 14 should capture
an image of a scene. In response, the controller 25 may transmit, to the electronic
device 14, a control signal instructing the device 14 to capture an image. Thus, the
device 14 is automatically instructed by the control system 10 to capture an image of a

scene in response to one or more physiological conditions detected by the sensor 21.
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There are various types of physiological conditions that may be monitored by
the control system 10 for the purpose of controlling the device 14. For example, it
may be desirable for the excitement level of a user to serve as a triggering event for
controlling the electronic device 14. In this regard, a user of a camera often exhibits
signs of excitement when the user sees an image of a scene that he or she would like to
capture with a camera. Thus, the sensor 21 may be configured to detect one or more
physiological conditions or responses, within the user’s body, that indicate whether a
user is excited. Based on such detections by the sensor 21, the controller 25 may
determine that the excitement level of the user has increased and, in response, instruct
the electrical device 14 to capture an image. Thus, the system 10 causes the electronic
device 14 to capture an image of a scene based on the user’s excitement level.

Various physiological responses occur within a user’s body when a user
becomes excited. For example, when a user becomes excited, the user may emit
detectable amounts of perspiration or pheromones, or the user may blink his or her
eyes more rapidly. In addition, the user’s body or skin temperature and galvanic skin
response usually change with a change in excitement level, and brain wave activity
normally increases with an increase in excitement. Also, when a user sees an
interesting object that excites the user, the user often flexes his or her eyeball in order
to focus his or her vision on the object, and as the user becomes more excited, his or
her eye pupil normally becomes more dilated. The sensor 21 is configured to monitor
one or more of the foregoing physiological responses in order to provide the controller
25 with sufficient information for determining how to control the electronic device 14.
There are various other physiological responses that occur in the user’s body when the
user becomes excited and that may be monitored by the control system 10 for

controlling the electronic device 14.
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Note that there presently exist many types of conventional sensors for
monitoring galvanic skin response, brain wave activity, body or skin temperature, heart
rate, blood oxygen levels, perspiration, and pheromones, and these conventional
sensors may be employed in implementing the present invention. During operation,
many of these conventional sensors for monitoring one or more of the foregoing
involuntary physiological responses are preferably attached to the user being
monitored. Thus, to provide the user with better movement flexibility during
operation, it may be desirable to have the sensor 21 physically separated from the
controller 25 and/or the electronic device 14. In such an embodiment, communication
can be maintained with the controller 25 and/or the device 14 via wireless signals.

There are various techniques that may be employed to determine when the user
is blinking his or her eyes. In one embodiment, a small switch (e.g., a micro-switch or
a nano-switch) may be positioned within close proximity of the user’s eyelid. The
switch may be activated when the user blinks such that each blink of the user’s eyelid
can be detected by the switch. Such a switch is shown in FIGS. 3 and 4 and is
designated by reference numeral 52.

In the embodiment shown by FIGS. 3 and 4, the switch 52 is coupled to a
contact lens 55 that, similar to conventional contact lenses, may be worn on one of the
user’s eyeballs. In FIGS. 3 and 4, the switch 52 is a friction roller, although other
types of devices may be used to implement the switch 52 in other embodiments. When
the user blinks, the user’s eyelid passes over the surface of contact lens 55 and
eventually over the switch 52. Friction between the user’s eyelid and the switch 52
causes the switch 52 to move or, more specifically, to rotate. When the user’s eyelid is

opened, friction between the user’s eyelid and the switch 52 causes the switch 52 to
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move in an opposite direction, thereby returning the switch to its original position or
state.

The movement of the switch 52 is detected by circuitry 58, which senses an
activation of the switch 52 when the switch 52 is moved by a user blink, as described
above. When the circuitry 58 detects activation of the switch 52, the circuitry 58
transmits a signal to notify controller 25 of the activation. If the controller 25 is
physically separated from the circuitry 58, then the circuitry 58 wirelessly transmits the
signal to the controller 25, via an antenna 63. The controller 25 can monitor the
frequency of the blinks detected by the circuitry 58 in order to determine whether the
excitement level of the user has increased or decreased. The controller 25 may then
transmit a control signal to electronic device 14 based on the user’s change in
excitement level. For example, if the controller 25 determines that the frequency of the
user’s blinks has increased, the controller 25 may determine that the user’s excitement
level has increased and that the device 14 should, therefore, capture an image. In
response, the controller 25 may transmit a control signal to device 14 to instruct the
device 14 to capture an image.

Note that, in capturing an image, is it possible for the device 14 to take a
picture of or record the image based on light detected from one or more
photodetectors 67 residing on or within contact lens 55. In such an embodiment, one
or more photodetectors 67 may transmit image information to the device 14 via
antenna 63, and based on this information, the device 14 may store an image of the
scene exposed to the photodetectors 67. In this regard, the photodetectors 67 located
on or within the contact lens 55 detect an image, and data defining this image is
transmitted to and stored in the device 14, which may be located remotely from the

lens 55. Since the contact lens 55 resides on the user’s eyeball, the photodetectors 67
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should receive the same image viewed by the user. Therefore, when the device 14
stores image data transmitted from the photodetectors 67, the device 14 should be
capturing the same image seen by the user.

Utilizing information from the sensor 21 to make control decisions may be
particularly advantageous in the foregoing embodiment where photodetectors 67
reside within a contact lens 55 or in an embodiment where the photodetectors 67
reside in eyeglasses or another type of head-mounted apparatus. In this regard, as
described above, the photodetectors 67 in such embodiments can be automatically
exposed to the scene that is seen by the user. Therefore, when the controller 25
detects that the user has become excited, it is likely that the scene being viewed by the
user excited the user. Thus, it is likely that the user intended to take a picture of the
scene or image that is captured by the device 14 in response to an increase in the user’s
excitement level. Assuming that the foregoing is true, the capturing of the scene by the
device 14 should occur very soon after the user is excited, if the device 14 is
automatically controlled based on detections by the sensor 21, as described above.
Indeed, the capturing of the scene should occur much sooner than in an embodiment
where the user is required to point a conventional camera toward the scene of interest
and manually activate the camera. Therefore, by utilizing the techniques of the present
invention, it is less likely that the scene has changed before the device 14 captures an
image of the scene.

It should be noted that each of the components of lens 55 shown in FIGS. 3
and 4 should be of a sufficiently small size (e.g., nano-sized or micro-sized) such that
the user’s vision is not significantly affected by the presence of the components in the
lens 55. Also note that a generator 68 may be necessary to provide the components of

the lens 55 with sufficient power. The generator 68 is further described in U.S. Patent
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Application entitled “ System and Method for Providing Power to Electrical Devices,”
filed concurrently herewith, which is incorporated herein by reference.

As shown by FIG. 5, the lens 55 may include photoemitters 71 configured to
emit light toward a user’s eye when the user is wearing the lens 55 on his or her
eyeball. This light should reflect off of the user’s eye, and at least some of the
photodetectors 67 may be configured to receive or detect the reflected light. Data
defining this reflected light may then be transmitted to controller 25, which processes
this data to determine how to control the electronic device 14. For example, the
controller 25 may analyze the foregoing data to determine when and/or how often the
user is blinking. Alternatively, the controller 25 may analyze the foregoing data to
determine whether or not the user’s pupil has become more dilated. As previously
described, the frequency of blinking and the amount of pupil dilation may indicate that
the user has become excited, and the controller 25 may utilize this information to
control the device 14 in a particular manner.

As shown by FIG. 6, the lens 55 may include a flexure sensor 86 configured to
detect when the lens 55 deforms and, therefore, when the user flexes his or her eyeball.
A user normally flexes his or her eyeball in order to focus on an object of interest.
Thus, the controller 25 may utilize the information provided by the flexure sensor 86 in
order to help determine whether the user is seeing a scene that is exciting to the user,
and the controller 25 may, therefore, utilize this information in order to control the
device 14.

Various other biometric sensors may be included in the lens 55. For example,
the lens 55 may include a temperature detector 91 to detect the user’s body
temperature or a pulse detector 92 to detect the user’s pulse. In addition, the lens 55

may include a galvanic skin response detector 93, a perspiration detector 94, a

11
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pheromones detector 95, and/or a brain wave detector 96. Information from one or
more of these detectors 91-96 may be transmitted to and utilized by the controller 25
to detect the excitement level of the user and, therefore, to control the device 14.

Note that it is not necessary for the components of FIGS. 2-6 to reside within
or on a lens 55. In this regard, the components of FIGS. 2-6 may reside within or on
any device that is positioned within close proximity of the user’s eye. For example, the
components may reside within or on eyeglasses being worn by the user. In another
example, the components may reside within or on an eyepiece (i.e., a component that
is held close to the user’s eye during operation) of the device 14, particularly when the
device 14 is implemented as a camera. In such embodiments, the photodetectors 67
and/or the photoemitters 71 may reside within or on a lens of a pair of eyeglasses or of
an eyepiece. Furthermore, the switch 52 may be implemented as a lever that extends
within the path of movement of the user’s eyelid when the user blinks. Note that the
term “eyelid,” as used herein, refers to the user’s eyelashes in addition to the user’s
skin that normally passes over the user’s eye during a blink.

FIG. 7 depicts a switch 52 positioned within a path of movement of a user’s
eyelid, as described above. The switch 52 of FIG. 7 is coupled to an eyepiece 76 that
should be positioned just in front of the user’s eye 83 when the user is looking through
the eyepiece 76. The eyepiece 76 may be any component of the device 14 that is held
close to the user’s eye 83 during normal operation of the device 14. As an example,
when the device 14 is implemented as a camera, the eyepiece 76 may be a portion of
the camera’s viewfinder that is typically held adjacent to the user’s eye during normal
operation of the camera. When the user blinks, the user’s eyelid should engage and

move the switch 52, thereby activating the switch 52. When the user opens his or her

12
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eye during a blink, the switch 52 should be configured to return to its original position
so that the next blink by the user can be detected.

In addition, similar to the switch 52, any of the detectors 91-96 of FIG. 6 may
be coupled to the eyepiece 76. It may be necessary to engage some of these detectors
91-96 with the user’s face in order to enable the sensing of the physiological conditions
of interest. For example, it may be necessary or desirable to engage the temperature
detector 91 or the galvanic skin response detector 93 with the user’s face or other
body location so that the detector 91 or 93 can take an accurate reading. As an
example, if an eyepiece of the device 14 is designed to engage a user’s face during
normal operation of the device 14, then a sensor, such as detector 91 or 93, for
example, may reside on a portion of the eyepiece such that the detector 91 or 93
engages the user’s face when the eyepiece is correctly positioned during normal
operation. In another example, a sensor, such as detector 91 or 93 for example, may
be attached to the user’s face and tethered to the eyepiece 76 via a flexible tether 99,
as shown by FIG. 8. Other types of detectors may be similarly engaged with the user
in other embodiments.

Moreover, it may not be necessary to engage one or more of the detectors 91-
96 with the user. For example, the eyepiece 76 may be designed to fit close to the
user’s eye, and the perspiration detector 94 may be coupled to the eyepiece 76 such
that the detector 94 resides between the eyepiece 76 and the user’s eye 83. If the user
becomes excited and emits more perspiration, the air between the user’s eye and the
eyepiece 76 should become more humid, and the perspiration detector 94 may be
configured to measure the humidity of this air without engaging the user. If the
humidity of this air increases, the controller 25 may determine that the user has become

more excited and may, therefore, control the device 14 accordingly.
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In another example, which is depicted by FIG. 9, the eyepiece 76 may include a
laser or photoemitter 101 that emits light toward the user’s eye 83, similar to the
photoemitters 71 of FIG. 5. Photodetectors 102, similar to the photodetectors 67 of
FIG. 5, residing on the eyepiece 76 may then detect the light reflected from the user’s
eye 83 in order to enable determination of the rate of eyelid blinking or the amount of
pupil dilation. As described hereinabove, such information may be utilized by the
controller 25 to determine how the electronic device 14 should be controlled. Note
that other types of detectors may be coupled to the eyepiece 76 in other embodiments.

1t should be further noted that the physiological conditions described
hereinabove have generally been involuntary responses that are based on a user’s
excitement level. However, it is possible for the controller 25 to base its operation on
other types of detected conditions. For example, the user could voluntarily blink his
eyes according to a particular pattern or algorithm in order to convey a desire to
control the device 14 in a particular manner.

For illustrative purposes, assume that the circuitry 58 is capable of detecting
whether a blink is a long blink (i.e., a blink where the user’s eyes stays shut for a
specified time period) or a short blink (i.e., a blink where the user’s eyes stays shut less
than a specified time period). Also assume that the controller 25 is configured to
transmit a particular control signal (e.g., a control signal instructing the device 14 to
capture an image) in response to detections by the sensor 21 that the user, within a
specified time period, has performed a short blink followed by a long blink. In this
embodiment, the user can intentionally cause the device 14 to capture an image by
performing a short blink followed by a long blink. When this occurs, the sensor 21
communicates information to the controller 25 indicating the occurrence of the two

blinks, and in response, the controller 25 transmits a control signal to device 14

14
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causing the device 14 to capture an image. Thus, as shown by the foregoing example,
the controller 25 can be configured to control the device 14 based on voluntary inputs
detected by the sensor 21. Note that other blinking pattemns for controlling the device 14
are possible without departing from the principles of the present invention.

Tt should also be noted that there are various methodologies that may be employed
for the controller 25 to determine how the device 14 is to be controlled based on the
information provided by the sensor 21. In this regard, the controller 25 may analyze
whether a plurality of the aforementioned physiological responses occurred within a
specified time period to determine whether the user has become excited such that a
particular control signal should be transmitted to device 14. In such an embodiment, the
occurrence of any one of the physiological responses (e.g., an increase in the frequency of
blinks, an increase in body temperature, efc.) is a factor in the overall decision as to the
status of the user’s excitement level and, therefore, as to whether a particular control signal
should be transmitted by controller 25.

In addition, in the embodiment shown by FIGS. 1 and 2, the controller 25 is shown
as being separate from the device 14 yet capable of communicating with the device 14 via
data interface 45. Tn such an embodiment, the controller 25 may reside at any convenient
location, including within lens 55. For example, the controller 25 and the other
components of the system 33 may be housed by housing unit (not shown), and this housing
unit may be attached to the user (e.g., attached to the user’s belt or other convenient
location). Attaching such a housing unit to the user should preferably keep the controller
25 and sensor 21 within close proximity. This may be advantageous in order to keep the
connections between sensor 21 short, in embodiments where the sensor 21 is tethered to
the controller 25, or to keep the sensor interface 42 (e.g., an antenna) within range of

antenna 63, in embodiments where the sensor 21 wirelessly communicates.
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Furthermore, as previously set forth, it is possible to include the controller 25
within the device 14. An exemplary embodiment showing the controller 25 residing within
device 14 is shown by FIG. 10. In this embodiment, similar to the embodiment shown by
FIG. 2, the controller 25 is implemented in software and stored within memory 103. In
addition, one or more conventional processing elements 106, such as a digital signal
processor (DSP) or a central processing unit (CPU), communicate to and drive the other
elements within the device 14 via a local interface 107, which can include one or more
buses. In particular, the processing element 106 is configured to execute the instructions of
any software, including controller 25, stored in memory 103. Furthermore, an input/output
(VO) interface 109 may be used to communicate data. In this regard, the /O interface 109
may include devices that enable data to be input from or output to a user. Such devices
may include, for example, buttons or other types of switches for inputting information to
the device 14 and a liquid crystal display (LCD) or other type of display device for
outputting information from the device 14 (not specifically shown in FIG. 10). The device
14 of FIG. 10 also comprises a sensor interface 112 for communicating with the sensor 21.

As previously described, the controller 25 is configured to control the device 14
based on physiotogical conditions sensed by sensor 21. For example, if the device 14 isa
camera as described hereinabove, the controller 25 may cause the device 14 to take a
picture or to begin recording in response to information transmitted from sensor 21. In this
regard, the controller 25 may transmit a signal that induces invocation of an image storing
routine 116 that is configured to cause the device 14 to begin storing image data in memory
103. This image data may be provided by a photodetector (not shown) within device 14 or
may be provided fromone or more of the photodectors 67 of FIG. 4. In any event, the
operation of the controller 25 in the embodiment shown by FIG. 10 is similar to the

operation of the controller 25 in the embodiment shown by FIG. 2.
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OPERATION

The preferred use and operation of the control system 10 and associated
methodology are described hereafter.

To illustrate the present invention, assume that the electronic device 14 is a
video camera. Further assume that the control system 10 is configured to control
when the device 14 begins to record a scene based on the excitement level of a user, as
described above. In this regard, assume that the control system 10 is configured to
transmit a control signal for activating the device 14 when the control system 10
determines that the user’s bodily temperature has increased to a predetermined
threshold level and that the user is blinking rapidly (i.e., the user blinks at least 2
predetermined number of times within a specified time period). Further assume that
the sensor 21 includes a temperature detector 91 for detecting the user’s body
temperature and the switch 52 shown by FIG. 4 for detecting the frequency of the
user’s blinks.

It should be noted that the detection of the foregoing physiological conditions
for activating a video camera is presented for illustrative purposes only. In this regard,
the control system 10 may be utilized to provide other types of control signals to other
types of products in other embodiments. Furthermore, in controlling the device 14, the
control system 10 may detect and base its decisions on other types of physiological
conditions, if desired.

In block 121 of FIG. 11, the switch 52 is positioned adjacent to the user’s eye
such that it is activated when the user blinks, and the temperature detector 91 is
positioned such that it can detect the user’s body temperature. During operation, the

sensor 21 continuously, periodically, or upon request transmits, to the controller 25,
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information pertaining to the physiological conditions being monitored. In the present
example, the temperature detector 91 detects the user’s bodily temperature and
transmits information indicative of the user’s temperature to the controller 25. In
addition, the circuitry 58 of FIG. 4 detects each time the user blinks and, therefore,
activates switch 52. The circuitry 58 then transmits, via antenna 63, information
indicative of the user’s blinking frequency. For example, in one embodiment, the
circuitry 58 immediately transmits a signal of a particular logic level when the circuitry
58 detects a blink. The controller 25 then counts the number of signals having the
particular logic level received from the antenna 63 within a specified time period in
order to determine the user’s blinking frequency.

When the controller 25 detects that the user’s temperature has exceeded a
predetermined threshold and that the user’s blinking frequency has simultaneously
increased above another predetermined threshold, the controller 25 determines that the
device 14 should be activated in block 124. In response, the controller 25 transmits, in
block 127, a control signal to the device 14 causing the device 14 to begin recording.
Thus, at this point, the control system 10 has converted involuntary physiological
responses by the user into a control signal for controlling the electronic device 14 in a .
desired manner. Note that, as previously described, the system 10 may control the
electronic device 14 in other ways and/or based on other types of physiological

responses or conditions.
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CLAIMS

Now, therefore, the following is claimed:

1. A system for controlling electronic devices based on physiological
responses, comprising:

a sensor (21) positioned adjacent to an eye (83) of a user, said sensor
configured to detect a physiological response of said user and to transmit, in response
to a detection of said physiological response, 2 signal indicative of said physiological
response; and

a controller (25) configured to receive said signal and to control an electronic

device (14) based on said signal.

2. The system of claim 1, wherein said controller is configured to
determine a value indicative of an excitement level of said user based on said signal

and to control said electronic device based on said value.

3. The system of claim 1, wherein said physiological response is a blink

of an eyelid of said user.

4. The system of claim 1, wherein said physiological response is
involuntary.
5. The system of claim 1, further comprising a contact lens (55) coupled

to said sensor.
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6. The system of claim 1, wherein said electronic device is a camera.

7. The system of claim 1, wherein said sensor comprises a switch (52)
that is positioned within a path of movement of an eyelid of said user, said switch

activated when said user blinks said eyelid.

8. A method for controlling electronic devices based on physiological
responses, comprising the steps of:

positioning a sensor (21) adjacent to an eye (83) of a user;

detecting, via said sensor, a physiological response of said user; and

automatically controlling an electronic device (14) based on said detecting

step.

9. The method of claim 8, wherein said sensor is coupled to a contact lens

(55).

10.  The method of claim 8, further comprising the step of counting, via

said sensor, a number of eye blinks performed by said user within a specified time

period, wherein said controlling step is based on said counting step.
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