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특허청구의 범위

청구항 1 

제 1 이미지 센서;

상기 제 1 이미지 센서로부터 떨어져 이격되어 있는 제 2 이미지 센서;

상기 제 1 이미지 센서와 상기 제 2 이미지 센서로부터의 이미지 데이터를 결합하는 다이버시티 결합 모듈;

상기 다이버시티 결합 모듈로부터의 결합된 이미지 데이터를 처리하도록 구성된 이미지 처리 모듈로서, 상기 이

미지 처리 모듈은 상기 제 1 이미지 센서와 상기 제 2 이미지 센서로부터의 데이터에 대한 수직 방향 1 차원 매

핑을 제공하도록 구성된 매핑 모듈을 포함하는 상기 이미지 처리 모듈; 및

상기 매핑 모듈로부터의 수직 방향 1 차원 매핑 데이터를 상관시키고, 상기 제 1 이미지 센서와 상기 제 2 이미

지 센서로부터의 이미지 데이터의 수직 매핑의 최대 상관에 대응하는 수직 미스매치 오프셋 (mismatch offset)

을 찾도록 구성된 제어기를 포함하며,

상기 다이버시티 결합 모듈은 상기 수직 미스매치 오프셋을 이용하여 상기 제 1 이미지 센서와 상기 제 2 이미

지 센서로부터의 이미지 데이터를 결합하는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 2 

제 1 항에 있어서,

상기 이미지 처리 모듈은 스테레오스코픽 (stereoscopic) 디스플레이를 위해 애너글리프 (anaglyph) 이미지를

생성하도록 구성되는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 3 

제 1 항에 있어서,

상기 이미지 처리 모듈은 오토스테레오스코픽 (autostereoscopic) 디스플레이 상에 직접 시각화되는 애너글리프

이미지를 생성하도록 구성되는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 4 

제 1 항에 있어서,

상기 이미지 처리 모듈은 스테레오스코픽 디스플레이를 위해 애너글리프 비디오를 생성하도록 구성되는, 스테레

오 이미지 및 비디오 캡쳐링 장치.

청구항 5 

제 1 항에 있어서,

상기 이미지 처리 모듈은 오토스테레오스코픽 디스플레이 상에 직접 시각화되는 애너글리프 비디오를 생성하도

록 구성되는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 6 

제 1 항에 있어서,

상기 제 1 이미지 센서로부터의 데이터를 저장하는 제 1 버퍼; 및

상기 제 2 이미지 센서로부터의 데이터를 저장하는 제 2 버퍼를 더 포함하고,

상기 다이버시티 결합 모듈은 상기 제 1 버퍼와 상기 제 2 버퍼로부터 데이터를 교대로 수신하도록 구성되는,

스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 7 

삭제
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청구항 8 

삭제

청구항 9 

제 1 항에 있어서,

상기 다이버시티 결합 모듈은,

상기 수직 미스매치 오프셋을 상기 제 1 이미지 센서로부터의 제 1 픽셀의 수직 인덱스와 비교하고;

상기 제 1 이미지 센서로부터의 제 1 픽셀의 수직 인덱스가 상기 수직 미스매치 오프셋보다 크면, 상기 제 1 픽

셀을 상기 이미지 처리 모듈로 전송하고;

상기 수직 미스매치 오프셋을 상기 제 2 이미지 센서로부터의 제 2 픽셀의 수직 인덱스와 비교하며; 또한

상기 제 2 이미지 센서로부터의 제 2 픽셀의 수직 인덱스가 이미지 높이 (image height) 에서 상기 수직 미스매

치 오프셋을 뺀 것보다 작으면, 상기 제 2 픽셀을 상기 이미지 처리 모듈로 전송하도록 구성되는, 스테레오 이

미지 및 비디오 캡쳐링 장치.

청구항 10 

제 1 항에 있어서,

상기 제어기는 상기 수직 미스매치 오프셋을 임계값과 비교하여 스테레오 이미지의 합성 실패가 존재했는지 여

부를 결정하도록 구성되는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 11 

제 1 항에 있어서,

상기 이미지 처리 모듈은 상기 제 1 이미지 센서와 상기 제 2 이미지 센서에 의해 캡처된 이미지들의 흑색 제거

(black subtraction), 렌즈 롤-오프 보정 (lens roll-off correction), 채널 이득 조정, 불량 픽셀 보정, 디모

자이킹 (demosaicing), 크롭핑 (cropping), 스케일링 (scaling), 백색 밸런싱 (white balancing), 색 보정, 루

마 적응 (luma adaptation), 색 변환, 및 이미지 콘트라스트의 향상 중 적어도 하나를 수행하도록 구성되는, 스

테레오 이미지 및 비디오 캡쳐링 장치.

청구항 12 

제 1 항에 있어서,

상기 이미지 처리 모듈은 색 채널 마스크 작업을 수행하여 3 차원 이미지들을 합성하도록 구성된 색 변환 모듈

을 포함하는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 13 

제 12 항에 있어서,

상기  이미지  처리  모듈은  상기  제  1  이미지  센서의  행  데이터  (row  data)  에  대해  적색  채널  데이터를

출력하고, 상기 제 2 이미지 센서의 행 데이터에 대해 녹색 및 청색 채널 데이터를 출력하는, 스테레오 이미지

및 비디오 캡쳐링 장치.

청구항 14 

제 1 항에 있어서,

상기 제 1 이미지 센서와 상기 제 2 이미지 센서는 6 센티미터 떨어져 위치하는, 스테레오 이미지 및 비디오 캡

쳐링 장치.

청구항 15 

제 1 항에 있어서,
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상기 제 2 이미지 센서는 상기 장치가 저전력 모드 (low power mode) 에 들어가는 경우에 비활성화되도록 구성

되는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 16 

제 1 항에 있어서,

상기 스테레오 이미지 및 비디오 캡쳐링 장치는 이동 전화기인, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 17 

제 1 항에 있어서,

무선 신호들을 송신 및 수신하도록 구성된 송수신기를 더 포함하는, 스테레오 이미지 및 비디오 캡쳐링 장치.

청구항 18 

제 1 이미지 센서를 이용하여 제 1 이미지를 센싱하는 단계;

상기 제 1  이미지 센서로부터 떨어져 이격되어 있는 제 2  이미지 센서를 이용하여 제 2  이미지를 센싱하는

단계;

상기 제 1 이미지 센서와 상기 제 2 이미지 센서로부터의 이미지 데이터를 다이버시티 결합하는 단계;

애너글리프 이미지를 생성하도록 상기 결합된 이미지 데이터를 처리하는 단계로서, 상기 결합된 이미지 데이터

를 처리하는 단계는 상기 제 1 이미지 센서와 상기 제 2 이미지 센서로부터의 데이터에 대한 수직 방향 1 차원

매핑을 제공하는 단계를 포함하는 상기 결합된 이미지 데이터를 처리하는 단계;

수직 방향 1 차원 매핑 데이터를 상관시키는 단계; 및

상기 제 1 이미지 센서와 상기 제 2 이미지 센서로부터의 이미지 데이터의 수직 매핑의 최대 상관에 대응하는

수직 미스매치 오프셋을 찾는 단계를 포함하며,

상기 다이버시티 결합하는 단계는 상기 수직 미스매치 오프셋을 이용하여 상기 제 1 이미지 센서와 상기 제 2

이미지 센서로부터의 이미지 데이터를 결합하는 단계를 포함하는, 스테레오 이미지 및 비디오 캡쳐링 방법.

청구항 19 

제 18 항에 있어서,

상기 애너글리프 이미지를 스테레오스코픽 디스플레이를 위해 생성하는 단계를 더 포함하는, 스테레오 이미지

및 비디오 캡쳐링 방법.

청구항 20 

제 18 항에 있어서,

오토스테레오스코픽 디스플레이 상에 직접 시각화되는 상기 애너글리프 이미지를 생성하는 단계를 더 포함하는,

스테레오 이미지 및 비디오 캡쳐링 방법.

청구항 21 

제 18 항에 있어서,

스테레오스코픽 디스플레이를 위해 애너글리프 비디오를 생성하는 단계를 더 포함하는, 스테레오 이미지 및 비

디오 캡쳐링 방법.

청구항 22 

제 18 항에 있어서,

오토스테레오스코픽 디스플레이 상에 직접 시각화되는 애너글리프 비디오를 생성하는 단계를 더 포함하는, 스테

레오 이미지 및 비디오 캡쳐링 방법.
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청구항 23 

제 18 항에 있어서,

상기 제 1 이미지 센서로부터의 데이터를 저장하는 단계; 및

상기 제 2 이미지 센서로부터의 데이터를 저장하는 단계를 더 포함하고,

상기 다이버시티 결합하는 단계는 제 1 버퍼와 제 2 버퍼로부터 데이터를 교대로 수신하는 단계를 포함하는, 스

테레오 이미지 및 비디오 캡쳐링 방법.

청구항 24 

삭제

청구항 25 

삭제

청구항 26 

제 18 항에 있어서,

상기 다이버시티 결합하는 단계는,

상기 제 1 이미지 센서로부터의 제 1 픽셀의 수직 인덱스와 상기 수직 미스매치 오프셋을 비교하는 단계;

상기 제 1 이미지 센서로부터의 제 1 픽셀의 수직 인덱스가 상기 수직 미스매치 오프셋보다 크면, 상기 제 1 픽

셀을 처리하는 단계;

상기 수직 미스매치 오프셋을 상기 제 2 이미지 센서로부터의 제 2 픽셀의 수직 인덱스와 비교하는 단계; 및

상기 제 2 이미지 센서로부터의 제 2 픽셀의 수직 인덱스가 이미지 높이에서 상기 수직 미스매치 오프셋을 뺀

것보다 작으면, 상기 제 2 픽셀을 처리하는 단계를 포함하는, 스테레오 이미지 및 비디오 캡쳐링 방법.

청구항 27 

제 18 항에 있어서,

상기 수직 미스매치 오프셋을 임계값과 비교하여 스테레오 이미지의 합성 실패가 존재했는지 여부를 결정하는

단계를 더 포함하는, 스테레오 이미지 및 비디오 캡쳐링 방법.

청구항 28 

제 18 항에 있어서,

상기 결합된 이미지 데이터를 처리하는 단계는 상기 제 1 이미지 센서와 상기 제 2 이미지 센서에 의해 캡처된

이미지들의 흑색 제거, 렌즈 롤-오프 보정, 채널 이득 조정, 불량 픽셀 보정, 디모자이킹, 크롭핑, 스케일링,

백색 밸런싱, 색 보정, 루마 적응, 색 변환, 및 이미지 콘트라스트의 향상 중 적어도 하나를 수행하는 단계를

포함하는, 스테레오 이미지 및 비디오 캡쳐링 방법.

청구항 29 

제 18 항에 있어서,

상기 결합된 이미지 데이터를 처리하는 단계는 3 차원 이미지들을 합성하도록 색 채널 마스크 작업을 수행하는

단계를 포함하는, 스테레오 이미지 및 비디오 캡쳐링 방법.

청구항 30 

제 29 항에 있어서,

상기 결합된 이미지 데이터를 처리하는 단계는 상기 제 1 이미지 센서의 행 데이터에 대해 적색 채널 데이터를

출력하고, 상기 제 2 이미지 센서의 행 데이터에 대해 녹색 및 청색 채널 데이터를 출력하는, 스테레오 이미지
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및 비디오 캡쳐링 방법.

청구항 31 

제 18 항에 있어서,

상기 제 2 이미지 센서를 저전력 모드에서 비활성화시키는 단계를 더 포함하는, 스테레오 이미지 및 비디오 캡

쳐링 방법.

청구항 32 

제 18 항에 있어서,

무선 신호들을 송신 및 수신하는 단계를 더 포함하는, 스테레오 이미지 및 비디오 캡쳐링 방법.

명 세 서

관련 출원[0001]

본 출원은 2006 년 7 월 25 일 출원된 발명의 명칭이 "MOBILE DEVICE WITH DUAL DIGITAL CAMERA SENSORS AND[0002]

METHODS OF USING THE SAME" 인 공동 양도된 미국 특허 출원 제 11/493,434 호 (대리인 문서 번호 061170) 에

관한 것으로, 상기 출원은 본원에서 그 전체가 참조로서 병합되어 있다.

기술분야[0003]

본 출원은 전자 디바이스에 관한 것으로, 더욱 상세하게는, 듀얼 디지털 센서를 갖는 스테레오 이미지 및 비디[0004]

오 캡처링 디바이스 및 그 이용 방법에 관한 것이다.

배경[0005]

셀룰러 전화기와 같은 몇몇 이동 디바이스는 이미지를 캡처하는 센서를 가질 수도 있다.[0006]

개요[0007]

일 양태는 제 1 이미지 센서, 제 1 이미지 센서로부터 떨어져 이격되어 있는 제 2 이미지 센서, 제 1 이미지 센[0008]

서와 제 2 이미지 센서로부터의 이미지 데이터를 결합하는 다이버시티 결합 모듈, 및 다이버시티 결합 모듈로부

터의 결합된 이미지 데이터를 처리하도록 구성된 이미지 처리 모듈을 포함하는 장치에 관한 것이다.

다른 양태는 제 1 이미지 센서를 이용하여 제 1 이미지를 센싱하는 단계, 제 1 이미지 센서로부터 떨어져 이격[0009]

되어 있는 제 2 이미지 센서를 이용하여 제 2 이미지를 센싱하는 단계, 제 1 이미지 센서와 제 2 이미지 센서로

부터의 이미지 데이터를 다이버시티 결합하는 단계, 및 결합된 이미지 데이터를 처리하여 애너글리프 이미지를

생성하는 단계를 포함하는 방법에 관한 것이다.

하나 이상의 실시형태의 상세는 첨부된 도면 및 다음 상세한 설명에 개시되어 있다.[0010]

도면의 간단한 설명[0011]

도 1 은 2 개 이상의 카메라 센서를 갖는 이동 디바이스를 도시한다.[0012]

도 2a 는 이미지 평면 P1' 및 P2' 에 투영된 2 개의 물점 (object point) P1 및 P2 를 도시하는 것으로, 단일[0013]

뷰포인트 V 는 카메라 센서의 위치이다.

도 2b 는 우측 이미지 평면 P1r' 및 P2r' 과, 좌측 이미지 평면 P1l' 및 P2l' 에 투영된 2 개의 물점 P1 및 P2[0014]

의 투시도법 (perspective projection) 을 도시한 것으로, V 좌측 및 V 우측은 2 개의 카메라 센서의 위치이다.

도 3 은 도 1 의 디바이스의 카메라 프로세스 파이프라인의 일 예를 도시한다.[0015]

도 4 는 도 1 의 디바이스에 의해 수행될 수도 있는 스테레오 비디오 프로세스 흐름도를 도시한다.[0016]

도 5 는 도 1 의 디바이스의 2 개의 센서에 의해 보이는 이미지의 예를 도시한다.[0017]

도 6 은 도 1 의 디바이스의 2 개 센서 제어기 (two sensor controller) 의 흐름도를 도시한다.[0018]

도 7a 및 도 7b 와, 도 8a 및 도 8b 는 소정의 수평 거리만큼 떨어져 있는 2 개의 센서로부터 캡처된 이미지의[0019]

예를 도시한다.
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도 7c 및 도 8c 는 도 7a 및 도 7b 와, 도 8a 및 도 8b 의 좌안 뷰와 우안 뷰로부터 합성된 (composed) 3 차원[0020]

이미지를 도시한다.

도 9 는 2 개 이상의 센서를 갖는 이동 디바이스의 다른 구성을 도시한다.[0021]

도 10 은 도 9 의 디바이스를 이용한 비디오 모드 처리 방법을 도시한다.[0022]

상세한 설명[0023]

투시도법[0024]

도 2a 에 도시된 것과 같이, 카메라는 투시도법을 수행함으로써 이미지를 캡처한다.     도 2a 는 이미지 평면[0025]

P1' 및 P2' 에 투영된 2 개의 물점 P1 및 P2 를 도시하는 것으로, 단일 뷰포인트 V 는 카메라 센서의 위치이다.

도 2b  에 도시된 것과 같이, 깊이 지각 (depth  perception)  을 갖는 인간의 시각 시스템을 시뮬레이션하기[0026]

위해, 2 개의 카메라 센서를 갖는 디바이스는 좌안 뷰와 우안 뷰를 캡처할 수도 있다.     도 2b 는 우측 이미

지 평면 P1r' 및 P2r' 과, 좌측 이미지 평면 P1l' 및 P2l' 에 투영된 2 개의 물점 P1 및 P2 의 투시도법을 도시

하는 것으로, V 좌측과 V 우측은 2 개의 카메라 센서의 위치이다.     이미지 평면 상의 물체의 투영 차이는 깊

이 지각을 스테레오 이미지로서 생성한다.

도 7a 및 도 7b 와, 도 8a 및 도 8b 는 약 6 ㎝ 의 수평 거리만큼 떨어져 있는 2 개의 센서로부터 캡처된 이미[0027]

지 예를 도시한다.     아래에 설명되는 것과 같이, 도 7c 및 도 8c 는 도 7a 및 도 7b 와, 도 8a 및 도 8b 의

좌안 뷰와 우안 뷰로부터 합성된 3 차원 이미지를 도시한다.

3 차원 스테레오 이미지 및 비디오[0028]

지각적 사실주의 (perceptual realism) 의 향상은 차세대 멀티미디어 개발을 이끄는 요인이 되었다.     빠르게[0029]

성장하고 있는 멀티미디어 통신과 엔터테인먼트 시장은 스테레오 이미지 캡처링, 처리, 압축, 전달 및 디스플레

이를 포함하는 3 차원 (3-D) (또한 스테레오 또는 스테레오스코픽으로 지칭됨) 이미지 및 비디오 기술을 이용할

수 있다.

스테레오  이미지와 모노 이미지 간의 주요한 차이는 스테레오 이미지가 장면 내의 물체에 대해 제  3  차원[0030]

(third dimension) 및 소정 거리의 느낌을 제공한다는 것이다.     인간의 시각은 상이한 원근 시점에서 자신의

좌안과 우안에 의해 보이는 쌍안경 뷰로 인해 스테레오스코픽의 성질을 갖는다.     인간의 뇌는 스테레오스코

픽 깊이로 이미지를 합성할 수 있다.

멀티미디어 디바이스는 모노스코픽 인프라구조로 구현될 수도 있다.     모노스코픽 카메라는 스테레오 이미지[0031]

를 캡처 및 생성할 수도 있다.     모노스코픽 카메라는 오토포커스 (auto-focus) 처리로부터의 통계치를 이용

하여 깊이 정보를 검출 및 추정함으로써 스테레오 이미지를 생성할 수도 있다.

듀얼 센서를 갖는 디바이스[0032]

예를 들어, 이들 센서에 대한 증가된 데이터 처리의 계산 복잡도, 전력 소비, 위치 및 해상도 설정과 같이, 듀[0033]

얼 센서를 갖는 디바이스와 관련하여 다수의 문제점들이 존재할 수도 있다.     카메라 전화기와 같은 디바이스

는 2 개의 이미지 센서를 고정 위치에 가질 수도 있는데, 즉, 2 개의 센서가 움직이지 못할 수 있다.     2 개

의 센서는 주 센서와, 상이한 해상도를 갖는 보조 센서와 같이 상이하게 구성되거나 취급될 수도 있다.     저

해상도 센서는 비디오를 캡처하는데 이용될 수도 있지만, 고해상도 센서는 정지 이미지를 캡처하는데 이용될 수

도 있다.     아래에 설명되는 것과 같이, 2 개의 센서로부터 촬상된 이미지는 함께 결합되거나 처리될 수도 있

다.

듀얼 센서 카메라 전화기는 스테레오스코픽 이미지 또는 비디오를 캡처 및 생성하기 위한 정확한 뷰를 획득할[0034]

수도 있다.     듀얼 카메라 센서 이동 디바이스의 비용은 대략 단일 센서 (one-sensor) 디바이스의 비용과 동

일하게 줄어들 수도 있다.     아래의 설명은 고품질 스테레오 이미지/비디오 캡처링 및 스테레오 이미지 합성

을 가능하게 할 수도 있는 듀얼 카메라 센서 이동 디바이스 또는 스테레오스코픽 이미징 시스템을 설명한다.

도 1 은 3-D 스테레오 이미지 및 비디오를 캡처 및 처리하도록 구성된 듀얼 디지털 카메라 센서 (132, 134) 를[0035]

갖는 이동 디바이스 (130) 를 도시한다.     일반적으로, 이동 디바이스 (130) 는 디지털 이미지 및/또는 비디

오 시퀀스를 캡처, 생성, 처리, 수정, 스케일링, 인코드, 디코드, 송신, 저장 및 디스플레이하도록 구성될 수도

있다.     이동 디바이스 (130) 는 고품질 스테레오 이미지 캡처링, 여러 센서 위치, 시야각 (view angle) 미스
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매치 보상 및 스테레오 이미지를 처리 및 결합하는 효율적인 솔루션을 제공할 수도 있다.

이동 디바이스 (130) 는 무선 통신 디바이스, PDA (personal digital assistant), 핸드헬드 디바이스, 랩톱 컴[0036]

퓨터, 데스크톱 컴퓨터, 디지털 카메라, 디지털 레코딩 디바이스, 네트워크 이네이블 디지털 텔레비전, 이동 전

화기, 셀룰러 전화기, 위성 전화기, 카메라 전화기, 지상 기반 무선전화기, 직접 양방향 통신 디바이스 (종종

 "워키-토키" 로서 지칭됨), 캠코더 등에 표현되거나 구현될 수도 있다.

이동 디바이스 (130) 는 제 1 센서 (132), 제 2 센서 (134), 제 1 카메라 인터페이스 (136), 제 2 카메라 인터[0037]

페이스 (148),  제 1  버퍼 (138),  제 2  버퍼 (150),  제 1  메모리 (146),  다이버시티 결합 모듈 (140;  또는

엔진), 카메라 프로세스 파이프라인 (142), 제 2 메모리 (154), 3-D 이미지용 다이버시티 결합 제어기 (152),

MDP (144; mobile display processor), 비디오 인코더 (156), 정지 이미지 인코더 (158), 사용자 인터페이스

(120) 및 송수신기 (129) 를 포함할 수도 있다.     도 1 에 도시된 컴포넌트에 추가하여 또는 그 컴포넌트 대

신에, 이동 디바이스 (130) 는 다른 컴포넌트를 포함할 수도 있다.     도 1 의 아키텍처는 단지 일 예일 뿐이

다.     본원에 설명된 피처 및 기술은 여러 다른 아키텍처로 구현될 수도 있다.

센서 (132, 134) 는 디지털 카메라 센서일 수도 있다.     센서 (132, 134) 는 유사하거나 상이한 물리적 구조[0038]

를 가질 수도 있다.     센서 (132, 134) 는 유사하거나 상이하게 구성된 설정을 가질 수도 있다.     센서

(132, 134) 는 정지 이미지 스냅샷 및/또는 비디오 시퀀스를 캡처할 수도 있다.     각각의 센서는 개별 센서

또는 센서 엘리먼트의 표면 상에 배열된 CFA (color filter array) 를 포함할 수도 있다.

메모리 (146, 154) 는 분리되거나 통합될 수도 있다.     메모리 (146, 154) 는 처리 전후에 이미지 또는 비디[0039]

오 시퀀스를 저장할 수도 있다.     메모리 (146, 154) 는 휘발성 저장소 및/또는 비휘발성 저장소를 포함할 수

도 있다.     메모리 (146, 154) 는 예를 들어, DRAM (dynamic random access memory), FLASH 메모리, NOR 또

는 NAND 게이트 메모리, 또는 임의의 다른 데이터 저장 기술과 같은 임의 타입의 데이터 저장 수단을 포함할 수

도 있다.

카메라 프로세스 파이프라인 (142; 또한 엔진, 모듈, 처리 유닛, VFE (video front end) 등으로 지칭됨) 은 이[0040]

동 전화기용 칩 세트를 포함할 수도 있고, 이 이동 전화기용 칩 세트는 하드웨어, 소프트웨어, 펌웨어 및/또는

하나 이상의 마이크로프로세서,  DSP  (digital  signal  processor),  ASIC  (application  specific  integrated

circuit), FPGA (field programmable gate array) 또는 그 다양한 조합을 포함할 수도 있다.     카메라 프로

세스 파이프라인 (142) 은 하나 이상의 이미지 처리 기술을 수행하여 이미지 및/또는 비디오 시퀀스의 품질을

개선할 수도 있다.     아래에 설명되는 바와 같이, 도 3 은 도 1 의 카메라 프로세스 파이프라인 (142) 의 일

예를 도시한다.

비디오 인코더 (156) 는 디지털 비디오 데이터를 인코딩 (또는 압축) 및 디코딩 (또는 압축해제) 하는 인코더/[0041]

디코더 (CODEC) 를 포함할 수도 있다.     비디오 인코더 (156) 는 MPEG 또는 H.264 와 같은 하나 이상의 인코

딩/디코딩 표준 또는 포맷을 이용할 수도 있다.

정지 이미지 인코더 (158) 는 이미지 데이터를 인코딩 (또는 압축) 및 디코딩 (압축해제) 하는 인코더/디코더[0042]

(CODEC) 를 포함할 수도 있다.     정지 이미지 인코더 (156) 는 JPEG 와 같은 하나 이상의 인코딩/디코딩 표준

또는 포맷을 이용할 수도 있다.

송수신기 (129) 는 코딩된 이미지 또는 비디오 시퀀스를 수신하고/하거나 다른 디바이스 또는 네트워크로 송신[0043]

할 수도 있다.     송수신기 (129) 는 CDMA (code division multiple access) 와 같은 무선 통신 표준을 이용

할 수도 있다.     CDMA 표준의 예로는, CDMA 1x EV-DO (Evolution Data Optimized) (3GPP2), WCDMA (Wideband

CDMA) (3GPP) 등이 있다.

이동 디바이스 (130) 는 2-센서 카메라 아키텍처를 위해 상당히 최적화된 하드웨어 솔루션을 포함할 수도 있고,[0044]

그 비용은 단일 센서 카메라에서 이용되는 프로세스 엔진과 대략 동일할 수도 있다.     듀얼 카메라 센서 디바

이스 (130) 에 일련의 모듈을 구현하여, 높은 시각 품질의 캡처된 이미지 및 비디오와, 낮은 전력 제약을 제공

할 수도 있다.

이동 디바이스 (130) 는, 3-D 스테레오 이미지 및 비디오가 효율적으로 생성될 수 있도록, 2 개의 센서 (132,[0045]

134) 간에 고정된 수평 거리를 유지할 수도 있다.     도 1 에 도시된 것과 같이, 2 개의 센서 (132, 134) 는

약 6 ㎝ 의 수평 거리만큼 분리될 수도 있지만, 6 ㎝ 보다 크거나 작은 다른 거리가 이용될 수도 있다.     제

1 센서 (132) 는 주 센서 (primary sensor) 일 수도 있고, 제 2 센서 (134) 는 보조 센서 (secondary sensor)

일 수도 있다.     넌 스테레오 모드의 경우에는 제 2 센서 (134) 를 셧 오프 (shut off) 하여 전력 소비를 줄
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일 수도 있다.

2 개의 버퍼 (138,  150)  는 2 개의 센서 (132,  134)  로부터의 픽셀 데이터의 하나의 행 (row) 또는 라인과[0046]

같이, 실시간 센서 입력 데이터를 저장할 수도 있다.     센서 픽셀 데이터는 소형 버퍼 (138, 150) 에 온라인

(on line) 으로 (즉, 실시간으로) 입력될 수도 있고, 센서 (132, 134) (또는 버퍼 (138, 150)) 사이에서 왕복

스위칭함으로써 오프라인으로 다이버시티 결합 모듈 (140) 및/또는 카메라 엔진 파이프라인 엔진 (142) 에 의해

처리될 수도 있다.     다이버시티 결합 모듈 (140) 및/또는 카메라 엔진 파이프라인 엔진 (142) 은 단일 센서

의 데이터 레이트 속도의 약 2 배로 동작할 수도 있다.     출력 데이터 대역폭 및 메모리 요건을 줄이기 위해,

스테레오 이미지 및 비디오를 카메라 엔진 (142) 에서 합성할 수도 있다.

우선, 다이버시티 결합 모듈 (140) 은 제 1 버퍼 (138) 로부터 데이터를 선택할 수도 있다.     제 1 버퍼[0047]

(138) 의 한 행의 끝에서, 다이버시티 결합 모듈 (140) 은 제 2 버퍼 (150) 로 스위칭하여 제 2 센서 (134) 로

부터의 데이터를 획득할 수도 있다.     다이버시티 결합 모듈 (140) 은 제 2 버퍼 (150) 로부터의 데이터의 한

행의 끝에서 제 1 버퍼 (138) 로 다시 스위칭할 수도 있다.

처리 전력 및 데이터 트래픽 대역폭을 줄이기 위해, 비디오 모드의 경우에 센서 이미지 데이터는 (제 1 메모리[0048]

(146)  를 바이패스하여) 버퍼 (138,  150)  를 통해 다이버시티 결합 모듈 (140)  로 직접 송신될 수도 있다.

한편, 스냅샷 (이미지) 처리 모드의 경우에, 센서 데이터는 오프라인 처리를 위해 메모리 (146) 에 저장될 수도

있다.     또한, 저전력 소비 프로파일의 경우에는, 제 2 센서 (134) 를 턴오프할 수도 있고, 카메라 파이프라

인 구동 클록을 줄일 수도 있다.

스테레오 이미지 합성[0049]

도 7a 및 도 7b 와, 도 8a 및 도 8b 는 약 6 ㎝ 의 수평 거리만큼 분리된 제 1 및 제 2 센서 (132, 134) (좌안[0050]

및 우안 뷰) 로부터 캡처된 이미지의 예를 도시한다.     도 7a 및 도 7b 와, 도 8a 및 도 8b 는 (도 1 의 이동

디바이스 (130) 또는 이동 디바이스 (130) 로부터 데이터를 수신하는 어떤 다른 디바이스에서) 디스플레이를 위

해 오토스테레오스코픽 시스템으로 직접 전달될 수 있는 이미지를 도시한다.     스테레오스코픽 애플리케이션

의 효과를 나타내는 스테레오스코픽 디스플레이를 사용자가 보기 위해서는 3-D 안경 (3-D glasses) 을 이용해야

한다.     오토스테레오스코픽과 스테레오스코픽 간의 차이점은 스테레오스코픽 디스플레이가 3-D 안경을 필요

로 한다는 것이다.     3-D 안경은 각각의 눈에 대한 정확한 뷰를 선택적으로 받아들인다.     이들 3-D 안경

상의 색 필터 (애너글리프) 에 대해, 좌안 뷰는 단지 적색 채널 데이터를 포함하고, 우안 뷰는 녹색 및 청색 채

널을 포함할 수도 있다.     도 3 의 카메라 프로세스 파이프라인에 있어서, 색 채널 마스크 (328) 는 사용되지

않은 채널 데이터를 제거할 수도 있다.

도 7c 및 도 8c 는 도 7a 및 도 7b 와, 도 8a 및 도 8b 에서 2 개의 아이 뷰 (eye view) 로부터 합성된 3-D 스[0051]

테레오 이미지 (애너글리프) 를 도시한다.

카메라 파이프라인[0052]

도 3 은 도 1 의 카메라 프로세스 파이프라인 (142) 의 일 예를 도시한다.     예를 들어, 카메라 프로세스 파[0053]

이프라인 (142) 은 흑색 제거 모듈 (300), 렌즈 롤-오프 보정 모듈 (302), 채널 이득 모듈 (304), 불량 픽셀 보

정 또는 잡음 저감 모듈 (306),  디모자이크 모듈 (308),  통계치 데이터 수집 모듈 (310),  1-D  Y  매핑 모듈

(312), FOV (field of view) 크롭핑 모듈 (314), 스케일링 모듈 (316), 백색 밸런스 모듈 (318), 색 보정 모듈

(320),  살색  (skin  color)  프로세서  (322),  루마  적응  모듈  (324),  RGB  (red/green/blue)  LUT  (look  up

table),  RGB  에서 YCrCb  색 변환 또는 채널 마스크 모듈 (328), Y ASF (adaptive spatial filtering) 모듈

(330) 및 크로마 서브 모듈 (332) 을 포함할 수도 있다.     도 3 에 도시된 모듈/기능에 추가하여 또는 그 모

듈/기능 대신에, 카메라 프로세스 파이프라인 (142) 은 다른 모듈 및/또는 기능을 포함할 수도 있다.     카메

라 프로세스 파이프라인 (142) 의 출력은 도 1 의 제 2 메모리 (154) 에 제공될 수도 있다.

수직 미스매치 오프셋[0054]

이동 디바이스 (130) 는 2 개의 독립적인 센서 (132, 134) 로부터 캡처된 2 개의 뷰 이미지의 수직 미스매치를[0055]

신뢰성 있게 계산 및 보상할 수도 있다.

도 5 는 도 1 의 2 개의 센서 (132, 134) 에 의해 보이거나 캡처된 이미지의 예를 도시한다.     각각의 센서[0056]

(132, 134) 에 대한 유효 행 인덱스는 2 개의 센서 (132, 134) 간에 존재하는 수직 미스매치 오프셋 (Y 오프셋

으로 지칭됨) 으로부터 유도될 수도 있다.     도 6 을 참조하여 아래에 설명되는 것과 같이, 3-D 이미지용 다
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이버시티 결합 제어기 (152) 는 Y 오프셋을 유도할 수도 있다.     예를 들어, Y 오프셋 = 5 인 경우에, 제 1

센서 (132) 에 대한 유효 행 인덱스는 5 내지 (이미지 높이 - 1) 일 수도 있고, 제 2 센서 (134) 에 대한 유효

행 인덱스는 0 내지 (이미지 높이 - 6) 일 수도 있다.     다른 방법으로는, Y 오프셋 = -5 인 경우에, 제 1 센

서 (132) 에 대한 유효 행 인덱스는 0 내지 (이미지 높이 - 6) 일 수도 있고, 제 2 센서 (134) 에 대한 유효 행

인덱스는 5 내지 (이미지 높이 - 1) 일 수도 있다.     단일 카메라 VFE 파이프라인 (142) 이 보다 높은 클록

주파수로 구동되어 2 개 센서의 출력 데이터를 소비할 수도 있다.

Y 오프셋을 추정하기 위해, Y 1-D 매핑 모듈 (312) 은 부록 A 의 의사 코드에 있어서 수직 방향 1-D 매핑 데이[0057]

터 (예를 들어, Y SumSensor1[] 및 Y SumSensor2[]) 를 제공한다.     입력 행 데이터가 제 1 센서 (132) 와

제 2 센서 (134) 로부터 교대로 발생하기 때문에, 각각의 행에 대한 Y SumSensor1[] 및 Y SumSensor2[] 는 프

레임의 끝에서 이용가능하게 될 것이다.     Y 추정 작업이 디세이블되면, 전력 소비를 줄이도록 이러한 1-D Y

매핑 모듈 (312) 을 디세이블할 수도 있다.

채널 마스크 모듈 (328) 은 정규 이미지에 대한 색 변환 및 비디오 처리를 수행하고, 3-D 이미지 합성 시 색 채[0058]

널 마스크 작업을 수행할 수도 있다.     좌안 뷰는 단지 적색 채널 데이터를 포함하고, 우안 뷰는 녹색 및 청

색 채널을 포함하기 때문에, 카메라 엔진 (142) 은 단지 제 1 센서의 행 데이터에 대해 적색 채널 데이터를 송

신하고, 제 2 센서의 행 데이터에 대해 녹색 및 청색 채널 데이터를 송신할 수도 있다.     따라서, 출력 데이

터 트래픽 대역폭, 메모리 요건 및 스테레오 이미지를 합성하기 위한 후처리 작업을 줄일 수도 있다.

비디오 모드 처리[0059]

도 4 는 도 1 의 이동 디바이스 (130) 에 의해 수행될 수도 있는 스테레오 비디오 프로세스 흐름도를 도시한다.[0060]

   스테레오 이미지 프로세스는 도 4 의 스테레오 비디오 모드 프로세스와 유사한 방식으로 구현될 수도 있다.

   블록 400 에서, 수평 픽셀 인덱스는 버퍼 선택이 제 1 버퍼 (138) (제 1 센서 데이터) 또는 제 2 버퍼 (150)

(제 2 센서 데이터) 인지 여부를 결정한다.     블록 402 및 블록 406 에서, 제 1 또는 제 2 버퍼 (138, 150)

로부터 각각 픽셀이 판독된다.     블록 404 및 블록 408 에서, 수직 픽셀 인덱스 (y 픽셀) 는 유효 데이터 기

준을 찾기 위해 Y 오프셋 (y_offset) 과 비교되는데, 이 유효 데이터 기준은 제 1 및 제 2 센서 데이터와 상이

하다.     블록 410 에서 유효 행 데이터가 다이버시티 결합 모듈 (140) 로 전송된 다음에, 블록 412 에서 카메

라 파이프라인 엔진 (142) 으로 전송될 것이다.     블록 414 는 픽셀이 최종 픽셀이었는지 여부를 결정하고,

최종 픽셀이 아니면, 블록 400 으로 리턴한다.     최종 픽셀이면, 블록 418 에서의 디스플레이 또는 비디오 인

코딩과 같은 추후 이용을 위해, 처리된 제 1 센서 데이터의 적색 채널 데이터와 제 2 센서 데이터의 녹색 및 청

색 채널 데이터가 메모리 (154) 에 저장될 것이다 (블록 416).

센서 제어기[0061]

위치 부정확과 시야각 미스매치로 인해, 2 개의 센서의 캡처된 이미지 간에 어떤 수직 미스매치 오프셋이 존재[0062]

할 수도 있다.     도 5 는 2 개의 센서의 캡처된 이미지 간의 수직 오프셋 (Y 오프셋) 을 도시한다.     2 개

센서 제어기 (152) 는 수직 방향으로 공통의 중첩된 영역에 위치한 합성된 이미지를 조절할 수도 있다.     도

5 에 도시된 것과 같이, (도 4 의 블록 404 및 블록 408 또는 도 3 의 FOV 크롭핑 모듈 (314) 에 의해) 이미지

의 상부 또는 하부를 크롭핑 아웃 (crop out) 한 다음에, "합성된 이미지 높이 (composed image height)" 는

 "센서 이미지 높이 (sensor image height)" 에서 Y 오프셋을 뺀 것과 같아진다.

도 6 은 도 1 의 2 개 센서 제어기 (152) 의 흐름도를 도시한다.     도 6 은 이동 디바이스 (130) 가 파워 온[0063]

되는 경우 또는 센서 위치가 변하는 경우에 활성 상태일 수도 있는 추정 작업을 도시한다.     오프셋이 수직

방향에만 존재하기 때문에, 제안된 추정 솔루션은 (도 3 의 1-D Y 매핑 모듈 (312) 에 의한) 1-D Y 매핑에 의해

행해진 다음에, 1-D 상호 상관 (cross-correlation) 에 행해진다.     부록 A 는 대응하는 의사 코드의 목록을

기재한다.

수평 거리와 작은 수직 거리로 2 개의 이미지가 동시에 캡처되기 때문에, 2 개의 장면은 매우 유사하며 수평 방[0064]

향으로 크게 상관될 수도 있다.     따라서, 그 프로세스는 단지 1-D 수직 매핑 및 상호 상관 검색만을 이용하

여 강건하며 효율적인 목표를 달성할 수도 있다.

블록 602 및 블록 606 에서, 제 1 및 제 2 센서 (132, 134) 는 데이터를 캡처한다.     각각의 행마다 누적된[0065]

루마 데이터는 프레임의 끝에서 이용 가능하다.     블록 604 및 블록 608 에서, 카메라 프로세스 파이프라인

(142) 은 도 3 의 1-D Y 매핑 모듈 (312) 에 의한 1-D Y 매핑으로 센서 데이터를 처리한다.

블록 610 에서, 도 1 의 제어기 (152) 는 2 개의 센서의 Y 매핑 간의 최대 상관에 대응하는 Y 오프셋을 찾는다.[0066]
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   2 개의 센서의 Y 매핑 데이터의 상호 상관은 도 1 의 제어기 (152) 에 의한 후처리에서 행해진다.     최대

상호 상관에 대응하는 오프셋은 유도된 Y 오프셋이다.     수직 오프셋은 시야각에 의존하는 제한된 값일 수도

있다.     또한, 검색 범위가 제한될 수도 있다.

블록 612 에서, 스테레오 이미지 처리 오류를 피하기 위해, 도 1 의 제어기 (152) 에 의해 최대 상호 상관이 임[0067]

계값과 비교된다.     최대 상호 상관이 임계값보다 작으면, 스테레오 이미지가 성공적으로 합성되며, 블록 614

에서 y 오프셋이 다이버시티 결합을 위해 설정된다.     예를 들어, 임계값은 제 1 센서의 Y 매핑 데이터의 자

기 상관의 90% 로서 설정될 수 있다.     즉, 제 1 센서 및 제 2 센서 데이터 간의 중첩된 이미지 에너지가 제

1 센서 데이터의 에너지의 90%  이상인 경우에만, 합성된 상태가 성공적이다.     블록 616 에 도시된 것과

같이, 최대 상호 상관이 임계값보다 작으면, 스테레오 이미지는 성공적으로 합성되지 않는다.

요약하면, 듀얼 카메라 센서 (132, 134) 를 갖는 이동 디바이스 (130) 는 고품질 스테레오 이미지 및 비디오 캡[0068]

처링을 가능하게 할 수도 있다.     센서 위치, 시야각 미스매치 보상 및 2 개 뷰 (two-view) 조합과 같은 다수

의 문제점이 해결될 수도 있다.     이동 디바이스 (130) 의 비용이 단일 센서 카메라 전화기에서 이용되는 프

로세스 엔진과 대략 등가로 되도록, 이동 디바이스 (130) 는 특정 애플리케이션의 저전력 제약을 만족시키기 위

해 크게 최적화될 수도 있다.     한편, 유연하며 신뢰성 있는 솔루션은 2 개의 독립적인 센서 (132, 134) 로부

터 캡처된 2 개의 뷰 이미지의 수직 미스매치를 계산 및 보상하여 높은 시각 품질을 보장할 수도 있다.

2 개의 센서를 갖는 디바이스 (적어도 하나의 센서가 이동 가능함)[0069]

도 9 는 2 개 이상의 센서 (102, 104) 를 갖는 이동 디바이스 (100) 의 다른 구성을 도시한다.     이동 디바이[0070]

스 (100) 는 상술한 기능들 중 하나 이상을 구현하도록 구성될 수도 있다.     이동 디바이스 (100) 는 디지털

이미지 및/또는 비디오 시퀀스를 캡처, 생성, 프로세스, 수정, 스케일링, 인코드, 디코드, 송신, 저장 및 디스

플레이하도록 구성될 수도 있다.     이동 디바이스 (100)  는 무선 통신 디바이스, PDA  (personal  digital

assistant), 랩톱 컴퓨터, 데스크톱 컴퓨터, 디지털 카메라, 디지털 레코딩 디바이스, 네트워크 이네이블 디지

털 텔레비전, 이동 전화기, 셀룰러 전화기, 위성 전화기, 카메라 전화기, 지상 기반 무선전화기, 직접 양방향

통신 디바이스 (종종 "워키-토키" 로서 지칭됨) 등과 같은 디바이스에 표현되거나 구현될 수도 있다.

이동 디바이스 (100) 는 제 1 센서 (102), 제 2 센서 (104), 센서 위치 제어기 (106), 카메라 프로세스 파이프[0071]

라인 (108), 디스플레이 (110), 비디오 인코더 (112), 정지 이미지 인코더 (114), 메모리 (116), 카메라 제어기

(118), 사용자 인터페이스 (120), 프로세서 (128) 및 송수신기 (129) 를 포함할 수도 있다.     도 9 에 도시된

컴포넌트에 추가하여 또는 그 컴포넌트 대신에, 이동 디바이스 (100) 는 다른 컴포넌트를 포함할 수도 있다.

  도 9 에 도시된 아키텍처는 단지 일 예일 뿐이다.     본원에 설명된 피처 및 기술은 여러 다른 아키텍처로

구현될 수도 있다.

센서 (102, 104) 는 디지털 카메라 센서일 수도 있다.     센서 (102, 104) 는 정지 이미지 스냅샷 및/또는 비[0072]

디오 시퀀스를 캡처할 수도 있다.     각각의 센서는 개별 센서 또는 센서 엘리먼트의 표면 상에 배열된 CFA

(color filter array) 를 포함할 수도 있다.

메모리 (116) 는 처리 전후에 이미지 또는 비디오 시퀀스를 저장할 수도 있다.     메모리 (116) 는 휘발성 저[0073]

장소 및 비휘발성 저장소를 포함할 수도 있다.     메모리 (116) 는 예를 들어, DRAM (dynamic random access

memory), FLASH 메모리, NOR 또는 NAND 게이트 메모리, 또는 임의의 다른 데이터 저장 기술과 같은 임의 타입의

데이터 저장 수단을 포함할 수도 있다.

카메라 프로세스 파이프라인 (108; 또한 엔진, 모듈, 처리 유닛 등으로 지칭됨) 은 이동 전화기용 칩 세트를 포[0074]

함할 수도 있고, 이 이동 전화기용 칩 세트는 하드웨어, 소프트웨어, 펌웨어 및/또는 하나 이상의 마이크로프로

세서,  DSP  (digital  signal  processor),  ASIC  (application  specific  integrated  circuit),  FPGA  (field

programmable gate array) 또는 그 다양한 조합을 포함할 수도 있다.     카메라 프로세스 파이프라인 (108)

은  하나  이상의  이미지  처리  기술을  수행하여  이미지  및/또는  비디오  시퀀스의  품질을  개선할  수도  있다.

예를 들어, 카메라 프로세스 파이프라인 (108) 은 디모자이킹, 렌즈 롤오프 보정, 스케일링, 색 보정, 색 변환

및 공간 필터링과 같은 기술을 수행할 수도 있다.     또한, 카메라 프로세스 파이프라인 (108) 은 다른 기술을

수행할 수도 있다.

비디오 인코더 (112) 는 디지털 비디오 데이터를 인코딩 (또는 압축) 및 디코딩 (또는 압축해제) 하는 인코더/[0075]

디코더 (CODEC) 를 포함할 수도 있다.

정지 이미지 인코더 (114) 는 이미지 데이터를 인코딩 (또는 압축) 및 디코딩 (압축해제) 하는 인코더/디코더[0076]
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(CODEC) 를 포함할 수도 있다.

송수신기 (129) 는 코딩된 이미지 또는 비디오 시퀀스를 수신하고/하거나 다른 디바이스 또는 네트워크로 송신[0077]

할 수도 있다.     송수신기 (129) 는 CDMA (code division multiple access) 와 같은 무선 통신 표준을 이용

할 수도 있다.     CDMA 표준의 예로는, CDMA 1x EV-DO (Evolution Data Optimized), WCDMA (Wideband CDMA)

등이 있다.

센서의 추가 상세[0078]

이하, 2 개의 별개의 센서 (102, 104) 를 갖는 이동 디바이스 (100) 의 설계 및 피처를 설명한다.     센서[0079]

(102, 104) 는 2 개의 양태를 가질 수도 있다.     첫째로, 센서 위치 제어기 (106) 는 예를 들어, 하나 이상의

방향으로 센서 (102, 104) 를 회전, 이동 또는 활주시키는 것과 같이, 2 개의 센서 (102, 104) 의 로케이션 및/

또는 위치를 조정할 수도 있다.     도 9 에는 몇몇 이동 예가 도시되어 있지만, 다른 2 차원 (2-D) 또는 3 차

원 (3-D) 이동이 구현될 수도 있다.     그 이동은 사용자 및/또는 카메라 제어기 (118) 에 의해 설정될 수도

있다.     조정 가능한 센서 (102, 104) 는 이미지 품질 향상, 3-D 이미지 및 비디오 시각화 및 360 도 파노라

마 비디오 생성과 같은 다수의 진보된 피처를 가능하게 할 수도 있다.

그 이동은 일 시간 기간 동안 고정되거나 주파수에 따라 교대로 일어날 수도 있다.     일 구성에 있어서, 이동[0080]

디바이스 (100) 는 3 개 이상의 센서를 포함하고, 그 센서들은 일렬로, 삼각형으로, 원형으로 또는 어떤 다른

패턴으로 배열된다.     본 구성에 있어서, 이동 디바이스 (100) 는 어떤 센서도 이동함 없이 어떤 센서를 활성

화시키고 다른 센서를 비활성화시킬 수도 있다.     이러한 구성은 센서 이동으로부터 발생하는 문제를 피할 수

도 있다.

둘째로, 보다 진보된 피처 및/또는 이미지 처리 애플리케이션을 가능하게 하도록, 해상도와 같은 센서 (102,[0081]

104) 의 여러 설정이 조정 가능할 수도 있다.     듀얼 센서 (102, 104) 는 이동 디바이스 (100) 의 이미지 처

리 유연성을 개선할 수도 있다.

도 10 은 도 9 의 이동 디바이스 (100) 를 이용하는 비디오 모드 처리 방법을 도시한다.     도 10 은 도 1 내[0082]

지 도 8c 를 참조하여 설명된 기능들 중 임의의 기능을 포함하도록 조합되거나 수정될 수도 있다.     블록 202

및 블록 204 에서, 센서 (102, 104) 는 이미지를 캡처하고 픽셀 데이터를 카메라 프로세스 파이프라인 (108) 으

로 전송하는데, 이 카메라 프로세스 파이프라인 (108) 은 VFE (video front end) 에 구현되거나 VFE 와 함께 결

합될 수도 있다.     블록 206 및 블록 208 에서, 카메라 프로세스 파이프라인 (108) 은 픽셀 데이터를 처리한

다.     예를 들어, 카메라 프로세스 파이프라인 (108) 은 색을 조정하고, 크기를 스케일링하며 이미지 콘트라

스트를 향상시킴으로써 이미지 품질을 개선할 수도 있다.

블록 210 에서, 카메라 프로세스 파이프라인 (108) 은 2 개의 센서 (102, 104) 로부터 캡처된 피처리 이미지를[0083]

결합 (또는 스티치 (stitch)) 할 수도 있다.     결합된 이미지는 디스플레이 (110) 에 의한 디스플레이 및/또

는 인코더 (112, 114) 에 의한 정지 이미지 및/또는 비디오 인코딩을 위해 메모리 (116) 에 저장될 수도 있다

(블록 214).     결정 블록 212 는 캡처 및 프로세스할 픽셀 데이터가 더 있는지 여부를 결정한다.

2 개의 센서 (102, 104) 는 하나 이상의 이점을 제공할 수도 있다.     첫째로, 관찰자의 시야각은 센서 위치를[0084]

조정함으로써 제어 가능할 수도 있다.     둘째로, 2 개의 센서 (102, 104) 로부터의 입력 이미지는 함께 처리

및 합성될 수도 있다.     셋째로, 2 개의 센서 (102, 104) 간의 수평 거리는 조정 가능할 수도 있다.     이들

이점들 중 하나 이상은 유연성 및 성능을 증가시켜 넓은 범위의 진보된 피처를 지원할 수도 있다.

본원에 설명된 기술은 특정 애플리케이션에 대한 센서 위치 설정 및 제어 구성에 따라 다를 수도 있다.     저[0085]

전력 소비 프로파일의 경우에는, 제 2 센서 (104) 를 턴오프할 수도 있고, 카메라 파이프라인 구동 클록을 줄일

수 있다.

조정 가능한 센서 위치[0086]

센서 (102, 104) 가 3 개의 위치 또는 로케이션에 존재할 수도 있어, 유연성을 제공하며 진보된 피처를 가능하[0087]

게 할 수도 있다.

2 개의 센서 (102, 104) 서로 매우 가깝게 위치할 수도 있다.     2 개의 센서 (102, 104) 가 사실상 동일한 뷰[0088]

포트 (view port) 를 지향하고 있는 경우에, 즉, 2 개의 센서 (102, 104) 간의 이론상 거리가 0 에 근접하는 경

우에, 캡처된 이미지 및/또는 비디오 품질은 크게 향상될 수도 있다.     캡처된 이미지들을 이동시켜 캡처된
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이미지들을 하나의 이미지로 병합하는데 조정 알고리즘을 이용할 수도 있다.

랜덤 이미지 잡음은 특히 낮은 조명 환경에서 문제가 될 수도 있다.     2 개의 센서 (102, 104) 를 갖는 수신[0089]

다이버시티는 시간 다이버시티로 인한 중첩된 이미지 블러링 또는 노출 시간의 제약 없이 센서 잡음을 줄이는

좋은 솔루션일 수도 있다.     2 개의 센서 (102, 104) 는 2 개의 센서 (102, 104) 의 캡처된 장면 간의 차이를

줄이도록 서로 가까이 배치될 수도 있다.     센서 잡음 분포가 독립적일 수도 있고, 동일한 분산을 가질 수도

있다.     2  개의 센서 (102,  104)  로부터의 2 개의 처리된 이미지를 결합한 후에, SNR  (signal  to  noise

ratio) 은 다음 식과 같이 계산될 수도 있다.

[0090]

여기서, S1 및 S2 는 센서 (102) 및 (104) 로부터 캡처된 이미지의 신호이고, var(N1) 및 var(N2) 는 각각 센서[0091]

(102) 및 센서 (104) 로부터의 센서 잡음 이미지 분산이다.     SNR 은 2 개의 센서의 이미지 또는 비디오를 결

합한 다음에 3 dB (decibel) 만큼 크게 개선될 수도 있다.

본원에는 듀얼 카메라 센서를 갖는 이동 디바이스가 설명되어 있다.     이동 디바이스에 있어서, 센서의 설정[0092]

과 위치 모두는 조정 가능할 수도 있다.     지능형 피처 적응 이미지 결합 엔진은 이미지 품질 개선, 3-D 이미

지 및 비디오 시각화 및 360 도 파노라마 비디오 생성과 같은 진보된 피처 또는 애플리케이션을 제공할 수도 있

다.

본원에 개시된 양태와 관련하여 설명된 여러 예시적인 논리 블록, 모듈, 회로 및 알고리즘 단계는 전자 하드웨[0093]

어, 컴퓨터 소프트웨어, 또는 양자의 조합으로서 구현될 수도 있다.     하드웨어와 소프트웨어의 이러한 호환

가능성을 명확히 설명하기 위해, 여러 예시적인 컴포넌트, 블록, 모듈, 회로 및 단계는 일반적으로 그 기능성의

관점에서 상술되었다.     그러한 기능성이 하드웨어 또는 소프트웨어로서 구현되는지 여부는 전체 시스템에 부

과된 설계 제약 및 특정 애플리케이션에 따라 다르다.     당업자라면, 각각의 특정 애플리케이션에 대해 여러

방식으로 설명된 기능성을 구현할 수도 있지만, 그러한 구현 결정은 한정적인 것으로서 해석되지 않아야 한다.

본원에 개시된 양태와 관련하여 설명된 여러 예시적인 논리 블록, 모듈 및 회로는 범용 프로세서, DSP, ASIC,[0094]

FPGA 또는 다른 프로그램 가능 논리 디바이스, 이산 게이트 또는 트랜지스터 논리, 이산 하드웨어 컴포넌트, 또

는 본원에 설명된 기능을 수행하도록 설계된 그 임의의 조합으로 구현되거나 수행될 수도 있다.     범용 프로

세서는 마이크로프로세서일 수도 있지만, 다른 방법으로는, 범용 프로세서는 임의의 통상적인 프로세서, 컨트롤

러, 마이크로컨트롤러, 또는 상태 머신일 수도 있다.     또한, 프로세서는 예를 들어, DSP 와 마이크로프로세

서의 조합, 복수의 마이크로프로세서, DSP 코어와 결합한 하나 이상의 마이크로프로세서, 또는 임의의 다른 그

러한 구성과 같은, 컴퓨팅 디바이스의 조합으로서 구현될 수도 있다.

본원에 개시된 실시형태와 관련하여 설명된 방법 또는 알고리즘의 액션 (action) 은 하드웨어에 직접, 프로세서[0095]

에 의해 실행되는 소프트웨어 모듈에, 또는 양자의 조합으로 구현될 수도 있다.     소프트웨어 모듈은 RAM 메

모리, 플래시 메모리, ROM 메모리, EPROM 메모리, EEPROM 메모리, 레지스터, 하드 디스크, 착탈식 디스크, CD-

ROM, 또는 임의의 다른 형태의 저장 매체에 상주할 수도 있다.     프로세서가 저장 매체로부터 정보를 판독하

고, 저장 매체에 정보를 기입할 수 있도록, 프로세서에 저장 매체가 연결된다.     다른 방법으로는, 저장 매체

는 프로세서와 일체로 형성될 수도 있다.     프로세서와 저장 매체는 ASIC 에 상주할 수도 있다.     ASIC 은

사용자 단말기에 상주할 수도 있다.     다른 방법으로는, 프로세서와 저장 매체는 사용자 단말기에 이산 컴포

넌트로서 상주할 수도 있다.

당업자라면, 설명된 양태에 대한 여러 변형을 명확히 알 수 있고, 본원에 정의된 일반적인 원리는 본 개시내용[0096]

의 사상이나 범위로부터 일탈함이 없이 다른 실시형태에 적용될 수도 있다.     따라서, 본 개시내용은 본원에

등록특허 10-1066052

- 14 -



도시된 실시형태에 한정되는 것이 아니라, 본원에 개시된 원리 및 신규한 피처와 부합하는 최광의 범위가 부여

된다.

부록 A[0097]

미스매치 오프셋 계산에 대한 의사 코드:[0098]

[0099]
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