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(57) ABSTRACT 

According to the present invention a telecommunications 
apparatus for providing transport of packetized information 
over large distances. The apparatus provides a bi-directional 
flow of information from a first Satellite gateway using a 
connection over a Satellite network to a Second Satellite 
gateway. The apparatus uses a gateway that translates the 
information using the TCP protocol into information using a 
Satellite protocol, which is Suitable for transmission of Such 
information over the satellite network. 
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INTERNET OVER SATELLITE APPARATUS 

CROSS-REFERENCES TO RELATED 
APPLICATIONS 

0001. The subject application claims priority from U.S. 
Provisional Patent Application No. 60/118,227, filed Feb. 2, 
1999, in the name of Jerome D. Toporek et al., titled, 
“Internet Over Satellite Apparatus,” (Attorney Docket Num 
ber 16625-001100), the complete disclosure of which is 
incorporated herein by reference. 
0002 The following two commonly-owned co-pending 
applications also are hereby incorporated by reference in 
their entirety for all purposes: 

0003) 1. U.S. patent application Ser. No. 09/243, 
185, filed Feb. 2, 1999, in the name of Jerome D. 
Toporek et. al., titled, “Internet Over Satellite Sys 
tem,” (Attorney Docket Number 16625-001200); 
and 

0004 2. U.S. patent application Ser. No. 09/243, 
554, filed Feb. 2, 1999, in the name of Jerome D. 
Toporek et al, titled, “Internet Over Satellite 
Method,” (Attorney Docket Number 16625-001300) 

BACKGROUND OF THE INVENTION 

0005 The present invention relates to telecommunica 
tions devices and techniques. More particularly, the present 
invention provides a technique including an apparatus for 
transmitting information using a TCP connection over a 
Satellite System for use in a wide area network of computers 
Such as the Internet. The present apparatus provides a high 
Speed and quality transmission of Signals to a distant loca 
tion over a Satellite System using an Xpress Transport 
Protocol (herein “XTP) protocol, for example. But it will 
be recognized that the invention has a much wider range of 
applicability; it can also be applied to a private bridged 
network, terrestrial wireleSS network links, and the like. 
0006 The Internet is an international “super-network” 
connecting together millions of individual computer net 
WorkS and computers. The Internet is generally not a single 
entity. It is an extremely diffuse and complex System over 
which no single entity has complete authority or control. 
Although the Internet is widely known for one of its ways of 
presenting information through the World Wide Web (herein 
“Web”), there are many other services currently available 
based upon the general Internet protocols and infrastructure. 
0007. The Web is generally easy to use for people inex 
perienced with computers. Information on the Web can be 
presented on “pages” of graphics and text that contain 
“links” to other pages either within the same set of data files 
(i.e., Web site) or within data files located on other computer 
networks. Users often access information on the Web using 
a “browser program Such as one made by Netscape Com 
munications Corporation of Mountain View, Calif. or 
Microsoft Corporation of Redmond, Wash. Browser pro 
grams process information from Web Sites and display the 
information using graphics, text, Sound, and animation. 
Accordingly, the Web has become a popular medium for 
advertising goods and Services directly to consumers. 
0008. The Internet Supports many other forms of com 
munication. For example, the Internet allows one-to-one 
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communication via electronic mail, which is commonly 
known as "e-mail.” The Internet also has “bulletin boards' 
which are used by users to post colorful text and graphics for 
others to read and respond to. For real time communication, 
the Internet has “chat rooms” and the like, which allow users 
to communicate to each other by way of typed messages. In 
Some cases, the Internet can also be used for voice commu 
nication between users. All of these forms of communication 
are possible, at least in part, by way of an important 
connection, which allows information to be transmitted from 
many different servers on the Internet. 

0009. The Internet is based on the TCP/IP protocol suite. 
At the network layer, and Internet Protocol, which is known 
as IP provides a mechanism to deliver packets addressed to 
individual computers. The Internet has a plurality of com 
puter Systems implementing IP, which are generally inter 
connected to each other using local area networks and 
dedicated transmission lines to form a wide area network of 
computers. IP packets are delivered on a best effort basis and 
are not guaranteed to arrive at their intended destination, 
which is known as “unreliable” service. 

0010 For many applications that require reliable data 
delivery Service, the Internet uses a connection mechanism 
called Transmission Control Protocol, which is known as 
TCP. TCP has a variety of desirable characteristics that 
allows it to be suitable for communication over the Internet. 
For example, TCP considers the data size or best sized 
Segment of data to Send from a transmitting Server over the 
communication medium to a receiving Server. Additionally, 
TCP maintains a timer, which waits for the receiving server 
to Send an acknowledgement of the reception of the data 
Segment from the transmitting Server. If the timer times out 
before the acknowledgement is received, TCP resends the 
data Segment, which provides reliability in the communica 
tion. TCP also maintains a checksum on its header and data, 
which monitors any modification in the data in transit. If the 
data arrives with an invalid checksum, TCP discards the data 
and does not acknowledge receiving the data. If data Seg 
ments arrive out of order, TCP can also recombine the 
segments in order at the receiving server. Furthermore, TCP 
provides flow control, which only allows a finite amount of 
data to be sent to a buffer on the receiving server. This 
prevents a fast Server computer from overflowing all the 
buffers on a slower Server computer. 

0011 Although TCP has been well Suited for transmitting 
Internet data between a plurality of Servers, which are 
coupled to each other by way of conventional telephone 
Systems and lines with Similar characteristics, TCP has many 
limitations. For example, TCP is suitable for “short hops” 
but often slows down communication over extremely long 
distances which can have significant latency (e.g., transcon 
tinental hops via satellite). Here, the flow control and 
acknowledgment features take too long to Send and receive, 
which make communication slow. Additionally, opportuni 
ties for gains in efficiency still exist. In particular, TCP has 
been found to be slow and cumbersome for transmission of 
Internet data over a Satellite network, for example. Addi 
tionally, networking using Satellites often encounterS Sig 
nificant bit error rates, which leads to further slowing of TCP 
connections. These and other limitations will be more fully 
described according to the FigS. below. 
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0012 From the above, it is seen that a more efficient way 
of transporting Internet Services over large geographical 
regions using wireleSS communication media is highly desir 
able. 

SUMMARY OF THE INVENTION 

0013. According to the present invention, a technique for 
improving TCP performance over a wireless wide area 
network is provided. In an exemplary embodiment, the 
present invention provides an apparatus for converting infor 
mation using a TCP connection to an Xpress Transport 
Protocol (herein “XTP) connection, for example, which is 
more Suitable for transmission over a wireleSS network 
System Such as a Satellite System. 

0.014. In a specific embodiment, the present invention 
provides a communication apparatus for transmitting infor 
mation over a satellite link. The apparatus includes a TCP 
interface coupled to a Satellite gateway interface for provid 
ing a bi-directional flow of information, which has data and 
a header, using a TCP connection. AS merely an example, the 
bidirectional flow of information can be from the Internet or 
internet-like network of computers or any network using 
TCP/IP protocols. The apparatus also includes a processor 
for converting the information, using the TCP connection, 
into a Satellite protocol for transmission over a Satellite link. 
The Satellite protocol has Suitable characteristics for trans 
mission of Such information over a Satellite link. The pro 
tocol can include, among others, XTP, XTP-like protocols, 
and the like. 

0.015. In an alternative embodiment, the present invention 
provides a communication apparatus for establishing a plu 
rality of connections for transmission of information using a 
TCP connection over a satellite link. The apparatus includes 
a TCP interface for forming a first communication connec 
tion between a first client (e.g., user computer) to a first 
Satellite gateway. The apparatus also includes a Satellite 
gateway interface for forming a Second communication 
connection between the first Satellite gateway to a Second 
Satellite gateway that is over a Satellite link. Information 
describing characteristics (erg., Source and destination IP 
addresses and port numbers) of the first connection is 
transmitted to the Second Satellite gateway. A third commu 
nication connection is formed between the Second Satellite 
gateway and the destination Server. A combination of these 
connections forms a transparent connection from the origi 
nal first client to the destination Server. 

0016. In another aspect of the present invention, tech 
niques for matching a data rate for information flowing 
through a predetermined point in a network, Such as a 
Satellite, to the data rate capabilities of a remote point on the 
network are provided. In one embodiment, the present 
invention provides rate control to maintain a Suitable or 
predetermined data rate over the Satellite device. The rate 
control provides a plurality of queues for buffering incoming 
data. Incoming data are checked against a predetermined 
length. Data in excess of the predetermined length are Stored 
in the queues. At predetermined intervals, information is 
taken from one or more queues and transmitted along the 
outgoing data path. This processing can enable Systems 
according to the present invention to provide for data rate 
control acroSS a particular point of interest along the net 
work, Such as a Satellite link. 
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0017. In another aspect of the present invention, a 
method of converting a communications System for provid 
ing transport of packetized information in a TCP protocol 
between a client and a Server to a System for providing 
transport of packetized information in a Satellite protocol 
between the client and the Server includes a step of installing 
a first gateway operatively disposed to intercept connections 
from the client to the server. The first gateway is further able 
to convert the packetized information from TCP protocol to 
Satellite protocol. A step of installing a Second gateway 
capable of establishing a connection with the Server and 
further operatively disposed to convert packetized informa 
tion from satellite protocol to TCP protocol is also included 
in the method. The first gateway and the Second gateway are 
able to establish a connection over a common telecommu 
nications link. The combination of these elements can pro 
vide a method for converting a system for TCP telecommu 
nications to Satellite protocol communications. 
0018 Numerous benefits are achieved by way of the 
present invention over conventional techniques. In a specific 
embodiment, the present invention provides a higher 
throughput than conventional Systems. Additionally, the 
present invention provides for a way to transparently 
improve TCP performance over a satellite network. In other 
embodiments, the present invention provides for a novel 
protocol which is Suitable for long latency, high loSS, asym 
metric bandwidth conditions, which are typical of Satellite 
communications. The present invention also provides for 
relatively easy implementation into a conventional satellite 
System. Depending upon the embodiment, one or more of 
these benefits can be present. These and other advantages or 
benefits are described throughout the present Specification 
and are described more particularly below. 
0019. These and other embodiments of the present inven 
tion are described in more detail in conjunction with the text 
below and attached FigS. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0020 FIG. 1 is a simplified diagram of a satellite system 
according to an embodiment of the present invention; 
0021 FIGS. 2 and 2A are simplified diagrams of system 
architectures according to embodiments of the present 
invention; 
0022 FIGS. 3A-3E are simplified diagrams of process 
diagrams according to embodiments of the present inven 
tion; 
0023 FIGS. 4-6 are simplified diagrams of experimental 
data according to embodiments of the present invention; and 
0024 FIG. 7 is a simplified diagram of a gateway inter 
face according to an embodiment of the present invention. 

DESCRIPTION OF THE SPECIFIC 
EMBODIMENTS 

0025 Before discussing the various embodiments, it may 
assist the reader to more fully understand the limitations of 
using TCP over a satellite network. Some of these limita 
tions are described more fully below. 
0026 Congestion Avoidance: 

0027. In order to avoid the possibility of congestive 
network meltdown, TCP generally assumes that all 
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data loSS is caused by congestion and responds by 
reducing the transmission rate. Over Satellite links, 
however, TCP often misinterprets the long round trip 
time and bit errors as congestion and responds inap 
propriately. Similarly, the TCP "Slow Start” algo 
rithm, which over the terrestrial infrastructure pre 
vents new connections from flooding an already 
congested network, over Satellites forces an exces 
Sively long ramp-up for each new connection. While 
these congestion avoidance mechanisms are impor 
tant in routed environments, they are often ill-Suited 
to Satellite linkS. 

0028 Data Acknowledgments: 
0029. The simple, heuristic data acknowledgment 
scheme used by TCP generally does not adapt well to 
long latency or highly asymmetric bandwidth con 
ditions. To provide reliable data transmission, the 
TCP receiver often constantly sends acknowledg 
ments for the data received back the Sender. The 
Sender generally does not assume any data is lost or 
corrupted until a multiple of the round trip time has 
passed without receiving an acknowledgment. If a 
packet is lost or corrupted, TCP can retransmit all of 
the data Starting from the first missing packet. The 
algorithm may not respond well over Satellite net 
WorkS where the round trip time is long and error 
rates are high. Further, the constant Stream of 
acknowledgments frequently wastes precious back 
channel bandwidth. If the back channel bandwidth is 
Small, the return of the acknowledgments to the 
Sender can become the System bottleneck in Some 
CSS. 

0030 Window Size: 
0031 TCP utilizes a sliding window mechanism to 
limit the amount of data in flight. When the window 
becomes Substantially full, the Sender Stops trans 
mitting data until it receives new acknowledgments 
from the destination server. Over satellite networks, 
where acknowledgments are slow to return, the TCP 
window Size generally Sets a hard limit on the 
maximum data throughput rate. The minimum win 
dow size often needed to filly utilize an error-free 
link, known as the “bandwidth-delay product,” is 
100 Kbytes for a T1 satellite link and 675 Kbytes for 
a 10 MBps link, for example. Bit errors can increase 
the required window size further. However, most 
implementations of TCP/IP are often limited to a 
maximum window size of 64 KB and many common 
operating Systems use a default window Size of only 
8 KB, imposing a maximum throughput rate over a 
satellite link of only 128 Kbps per connection, 
regardless of the bandwidth of the data pipe. 

0032. According to the present invention, a technique for 
providing a TCP connection over a wide area wireleSS 
network is provided. In an exemplary embodiment, the 
present invention provides an apparatus for converting infor 
mation using a TCP connection to an XTP connection, 
which is more Suitable for transmission over a wireleSS 
network System Such as a Satellite System. Details of the 
present apparatus are described throughout the present 
Specification and more particularly below. 
0.033 FIG. 1 is a simplified diagram of a satellite system 
100 according to an embodiment of the present invention. 
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This diagram is merely an illustration and should not limit 
the scope of the claims herein. One of ordinary skill in the 
art would recognize other variations, modifications, and 
alternatives. Among other features, the system 100 includes 
a satellite network system, which has satellite(s) 101. The 
satellite 101 receives and transmits information between a 
plurality of ground stations 107,108 or satellite dishes. Each 
Satellite ground Station includes a Satellite dish, and a 
satellite modem 109A, 109B or other form of receiver Such 
as a VSAT indoor unit, which is coupled, directly or indi 
rectly to a satellite gateway 111A, 111B. 
0034 Satellite antenna 108 receives and transmits signals 
103 through satellite 101. Satellite antenna 108 connects to 
Satellite gateway 111B that couples to a wide area network 
such as the Internet 129 or an internet, which is coupled to 
a server 131. The gateway 111B also couples through 
satellite modem 109B. The server and the Internet commu 
nication occur in a common protocol such as TCP/IP, 
UDP/IP or the like. The satellite gateway will be described 
in more detail below. 

0035) Satellite antenna 107 receives and transmits signals 
105 through satellite 101 Satellite antenna 107 connects to 
Satellite gateway 111A that couples to a local area network 
such as Ethernet, Token Ring, FDDI, or others 121, which 
is coupled to computer terminals 123 or clients. Here, 
Satellite gateway couples to laptop 117, which is coupled 
through modem 119. The client, the laptop, and the local 
area network use a common connection format Such as 
TCP/IP, IPX/SPX, or the like. The satellite gateway will be 
described in more detail below. 

0036). In a specific embodiment, satellite gateway 111A 
intercepts a TCP connection from a client and converts data 
105 to a satellite protocol for transmission over satellite 101. 
The gateway 111A also couples through Satellite modem 
109A, which transmits data to satellite 101. The satellite 
gateway 111B on the opposite side of the satellite link 
translates the data in the satellite protocol back to TCP for 
communications with the server 131. In a specific embodi 
ment, the present apparatus provides improved performance 
over conventional techniques. Additionally, the present 
methods remain Substantially transparent to an end user and 
is fully compatible with the Internet or an internet infra 
Structure. In many, if not all aspects, no Substantial changes 
are required to the client or Server. In preferred embodi 
ments, applications continue to function without Substantial 
hardware and/or Software modifications. 

0037 Although the above has been described in terms of 
a specific networking diagram, it is possible to implement 
the present Satellite gateway in other configurations. For 
example, the present Satellite gateway can be one "hub' or 
central gateway that Serves a plurality of remote gatewayS. 
Each of the remote gateways is connected to the central 
gateway to create an individual Satellite link. 
0038. Other common network topologies can also be 
used. Further, in Some embodiments, different telecommu 
nications links can be used to carry forward and backward 
paths of a connection. For example, a Satellite link can be 
used to carry data on the forward path, while telephone line 
can be used for the backward path. Other types of telecom 
munications hardware may be Substituted for the example 
hardware described here without departing from the Scope of 
the present invention. 
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0039. Additionally, the present satellite gateway is gen 
erally described as a Stand alone unit. It will be recognized, 
however, that the present gateway can be implemented or 
integrated into a client machine. For example, the present 
gateway can be implemented on a personal computer using 
a satellite card, which can be inserted into a WindowsTM 98 
machine. The present gateway can also be implemented on 
other operating systems such as Windows NT, MacOS, and 
Linux. Of course, the exact manner of implementation will 
depend upon the application. 
0040 Additionally, the present satellite gateway may be 
integrated into a Standalone Satellite modem, VSAT hard 
ware, router or other network devices. 

0041) 
0042. In a specific embodiment, the present apparatus 
includes a novel Satellite protocol, which provides improved 
throughput for Satellite networks. The present protocol can 
be designed to respond efficiently to typical Satellite latency, 
bit errors, and asymmetric bandwidth conditions. The 
present protocol also can take advantage of optimizations 
possible on a point-to-point link with fixed bandwidth. For 
further information regarding Satellite protocols, Such as 
XTP, reference may be had to Tim Strayer, “A Brief Intro 
duction to the Xpress Transport Protocol,” which is incor 
porated herein by reference in its entirety for all purposes. 
These and other features of the present Satellite protocol are 
described in more detail below. 

I. Protocol Design 

0043. The present protocol utilizes an efficient selective 
retransmission algorithm for the acknowledgment of data. 
Because the hop over the Satellite is a point-to-point link 
with no intermediate routing, any gaps in the packet 
Sequence can be assumed to be data loSS due to corruption. 
The receiving Satellite gateway requests retransmission 
immediately upon detection of the missing data from the 
transmitting Satellite gateway. 
0044) The present protocol is substantially free from the 
frequent acknowledgment features of conventional TCP. In 
Some embodiments, the present protocol does not use 
acknowledgments as the primary means of identifying lost 
data. In these embodiments, the present protocol needs only 
infrequent acknowledgments to confirm data arrival and 
clear buffers. (Conventional TCP sends a constant stream of 
acknowledgments over the reverse channel.) The present 
protocol reduces back channel usage by 70% or more, 
thereby increasing the performance of networks where lim 
ited back channel bandwidth is the system bottleneck. 
004.5 The present protocol offers adequately large win 
dow Sizes for transmission of data between the Satellite 
gateways. Because the bandwidth-delay product over the 
Satellite between the Satellite gateways is much larger than 
that from the Satellite gateway to the end node, the large 
present protocol window enables the bandwidth-delay prod 
uct to window Size ratio to remain relatively constant. The 
present gateway becomes a buffer for the network, allowing 
high throughput independent of the window Size of the 
clients and Servers. 

0046) The present protocol generally does not use unnec 
essary congestion avoidance mechanisms for the hop over 
the Satellite between the Satellite gatewayS. The present 
system, however, continues to use “Slow Start” and all other 
Standard TCP congestion avoidance algorithms for the ter 
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restrial connections between the present gateways and the 
end nodes. The present protocol also uses a Streamlined 
handshake mechanism to reduce the number of round-trip 
times required for connection Set-up. 
0047 The present apparatus can run over IP for compat 
ibility with routed networks. Alternatively, it can run directly 
over the link layer for Substantially improved performance 
in most instances. Depending upon the embodiment one or 
more of these features can be available. 

0048. The above has generally been described in terms of 
desirable features of the present satellite protocol. It would 
be recognized that many other types of features can be 
available. Additionally, the present invention does not nec 
essarily require each of the above features. Any combination 
can be used depending upon the application. One of ordinary 
skill in the art would recognize other variations, modifica 
tions, and alternatives. 

0049) 
0050. In a preferred embodiment, the present invention 
provides an “Xpress Transport Protocol,” which is com 
monly known as XTP. XTP provides orthogonal protocol 
functions for Separation of implementation from policy, 
Separation of rate and flow control, explicit first-class Sup 
port for multicast, and data delivery Service independence. 
XTP has a variety of suitable characteristics for transmission 
of data over a satellite link, which are described more fully 
below. 

0051. In a specific embodiment, the present protocol 
includes a Set of mechanisms whose functionality is 
orthogonal. The most notable effect of this is that XTP 
Separates communication mechanism (e.g., data-gram, Vir 
tual circuit, transaction, etc) from an error control policy 
employed (fully reliable through uncorrected). Further, flow 
and rate control as well as error control can be tailored to the 
communication at hand. If desired, any Set of these control 
procedures can be turned off. 

II. Xpress Transport Protocol 

0052 The present protocol also provides for separation of 
rate and flow control. In general, flow control operates on 
end-to-end buffer space. Rate control is a producer/con 
Sumer concept that considers processor Speed and conges 
tion. TCP does not provide rate control, and combats con 
gestion with slow-start and other heuristics. XTP provides 
mechanisms for Shaping rate control and flow control inde 
pendently. 

0053. In a specific embodiment, the present protocol 
provides explicit multicast Support. Here, multicast is not an 
afterthought in XTP. Each mechanism used for uni-cast 
communications is available for multicast use as well. 

0054 The present protocol also has data delivery service 
independence. In particular, XTP is a transport protocol, yet 
with the advent of Switched networks rather than routed 
networks, a traditional network layer Service may not be 
appropriate in every instance. XTP generally requires that 
the underlying data delivery Service provides flaming and 
delivery of packets from one XTP-equipped host to another. 
This could be raw MAC or IP or AAL5. XTP also employs 
parametric addressing, allowing packets to be addressed 
with any one of Several Standard addressing formats. Other 
features of XTP include, among others, implicit fast con 
nection Setup for virtual circuit paradigm; key-based 
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addressing lookups, message priority and Scheduling, Sup 
port for encapsulated and convergence protocols, Selective 
retransmission and acknowledgment; and fixed-size 64-bit 
aligned frame design. 
0055 XTP defines the mechanisms necessary for deliv 
ering user data from one end System to one or more other end 
systems. Each XTP implementation maintains the state of 
each of its communications. Well-defined packet Structures, 
containing user data or control information, are exchanged 
in order to effect the user data transfer. The control infor 
mation is used to provide the requested layer of correctness 
and to assist in making the transfer efficient. ASSurance of 
correctness is done via error control algorithms and main 
tenance of a connection State machine. Flow and rate control 
algorithms, certain protocol modes, and traffic shaping infor 
mation are used to provide the requested quality of Service 
as efficiently as possible. 
0056. The collection of information comprising the XTP 
State at an end System is called a context. This information 
represents one instance of an active communication between 
two (or more) XTP endpoints. A context should be created, 
or instantiated, before Sending or receiving XTP packets. 
There may be many active contexts at an end System, one for 
each active conversation or message. 
0057 Each context manages both an outgoing data 
Stream and an incoming data Stream. A data Stream is an 
arbitrary length String of Sequenced bytes, where each byte 
is represented by a Sequence number. The aggregate of a pair 
of active contexts and the data Streams between them is 
called an association. 

0.058 Acontext at an end system is initially in a quiescent 
State. A user in need of communication Services requests that 
the context be placed into the listening State. The context 
now listens for an appropriate FIRST packet. The FIRST 
packet is the initial packet of an association. It contains 
explicit addressing information. The user Should provide all 
of the necessary information for XTP to match an incoming 
FIRST packet with the listening context. 
0059 At another end system a user requests communi 
cation service from XTP. Since this user will initiate the 
asSociation, the context moves from a quiescent State to an 
active state directly. The active context constructs a FIRST 
packet, complete with explicit addressing information from 
the user. The FIRST packet is sent via the underlying data 
delivery Service. 
0060. When the FIRST packet is received at the first 
host's XTP implementation, the address is compared against 
all listening contexts. If a match is found, the listening 
context moves to the active State. From this point forward an 
asSociation is established, and communication can be com 
pletely Symmetric Since there are two data Streams, one in 
each direction, in an association. Also, no other packet 
during the lifetime of the association will carry explicit 
addressing information. Rather, a unique “key is carried in 
each packet that maps the packet to the appropriate context. 

0061. Once all data from one user has been sent, that data 
Stream from that user's context can be closed. Sentinels in 
the form of options bits in a packet are exchanged to 
gracefully close the connection. Other forms of leSS graceful 
closings are possible by abbreviating this exchange. When 
both users are done, and both data Streams closed, the 

Oct. 20, 2005 

contexts move into the inactive State. One of the contexts 
will Send a Sentinel that causes the association to dissolve. 
At this point, both contexts return to the quiescent State. 
0062 Generally all of XTP's packet types use a common 
header Structure. All of the information necessary to Steer the 
packet's payload to the proper point of processing is carried 
in the header. Much of how an XTP context operates is 
controlled by a set of bit flags that are concentrated in one 
field in the packet header. Fifteen flags are defined, including 
bit flags to control connection shutdown, bit flags to control 
the acknowledgment policy, and bit flags that are markers in 
the data Stream. The remaining bit flags control the end-to 
end operating modes. Examples include enabling or dis 
abling error control or flow control, or enabling multicast 
mode. 

0063 XTP flow control is based on 64-bit sequence 
numbers and a 64-bit sliding window. XTP also provides 
rate control whereby an end System or intermediate System 
can specify the maximum bandwidth and burst size it will 
accept on a connection. A Traffic Segment provides a means 
for specifying the shape of the traffic so that both end 
Systems and intermediate Systems can manage their 
resources and facilitate Service quality guarantees. 
0064. Error control in XTP incorporates positive and, 
when appropriate, negative acknowledgment to effect 
retransmission of missing or damaged data packets. Retrans 
mission may be either go-back-N or Selective. The retrans 
mission algorithms are conservative: only data that is shown 
to be missing via control messages may be transmitted. This 
avoids Spurious and possible congestion-causing retransmis 
Sions. The error control algorithm, while basically conser 
Vative, can also be aggressive: a technique for a quick-acting 
error notification is provided. 
0065 XTP also specifies techniques for extending error 
control to a multicast environment. The error control algo 
rithm in multicast is identical to the uni-cast algorithm, 
although additional Sophistication is required to manage 
State variables and achieve continuous Streaming. Accord 
ingly, XTP is a preferred Satellite protocol according to the 
present invention. 
0066 Although the above has generally been described in 
using an XTP protocol, it will be understood that other types 
of protocols can be used. For example, the protocol can be 
a modified TCP, a modified XTP, and others. Additionally, 
the protocol can be any that is Suitable for transmission over 
a Satellite link. Additionally, one of ordinary skill in the art 
would recognize other variations, modifications, and alter 
natives. 

0067 FIG. 2 is a simplified diagram of system architec 
ture 200 according to an embodiment of the present inven 
tion. This diagram is merely an illustration and should not 
limit the scope of the claims herein. One of ordinary skill in 
the art would recognize other variations, modifications, and 
alternatives. The system architecture 200 includes at least a 
client 201, which is coupled to a satellite gateway 203, 
which transmits and receives information via Satellite link 
209 from a satellite gateway 205. Satellite gateway 205 
couples to server 207. Satellite gateway and server couple to 
each other through the Internet or an internet-like network of 
computers. 
0068 Client 201 can be represented in multiple layers, 
including application and physical layers. The layerS may 
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include a browser 211. The browser 211 allows a user to 
communicate information from an application layer to a 
physical layer for transmission to a gateway. The browser 
211 is generally in the application layer, which provides the 
information. For example, the browser can be one of Suitable 
design made by a company called Netscape Communica 
tions Corporation of Mountain View, Calif. or Microsoft 
Corporation of Redmond, Wash. or others. In addition to 
browsers, other TCP applications, including FTP file trans 
fers, may also be used to communicate between clients and 
SCWCS. 

0069. The information goes through the transport layer 
(e.g., TCP) 213 and then through the IP layer 215, which is 
the networking layer. The transport layer provides a flow of 
data between the client and the gateway. The IP layer 
handles movement of data comprising packets between the 
client and the gateway, or other network. The information is 
sent through the physical layer, which includes a driver 217. 
The driver 217 transmits the information to the gateway 203 
through hardware 219 connected to gateway 203 via a 
telecommunications link 221, which can be a wire, cable, 
fiber optic, or other physical communication medium. Alter 
natively, the driver 217 receives information from the gate 
way 203 via link 221 and hard ware 219. The driver can be 
a network operating System with a network interface card in 
the client computer, for example. 

0070 From the physical connection 221, the information 
traverses to the gateway 203. The gateway has a physical 
layer 223, which interacts with driver 225. The gateway also 
includes a networking layer 227 and a transport layer 229, 
which is coupled to a translation module 231. The network 
ing layer 227 determines whether the information can be 
routed over the Satellite protocol. If So, the data is passed up 
to the transport layer 229. If not, the data is immediately 
forwarded out to the rate control module 234 for delivery to 
the satellite link 239 in non-translated form. The translation 
module 231 converts the information into a satellite protocol 
233, which is Suitable for use over a satellite link. A rate 
control module 234 determines whether the information can 
be passed immediately to the Satellite connection or be 
queued for later delivery. The Satellite connection is coupled 
to a physical layer 237 by a driver 235, which transmits 
information to and from Satellite 209. The information 
traverses to and from the satellite in a wireless medium, 239, 
241. 

0071 Information is received by the satellite gateway 
205, which includes multiple layers, physical and others. 
The physical layer 243 couples to driver 245. The network 
ing and transport layer include a Satellite protocol 247 and 
a rate control 244. The network and transport layers connect 
to a Session layer which comprises translation module 249. 
The translation module converts the information using the 
satellite protocol back to TCP/IP. The information traverses 
through the transport layer (i.e., TCP) 251 and the network 
ing layer (i.e., IP) 253. Information from the satellite gate 
way 205 enters a physical layer 257 through driver 255. The 
driver transmits the information to a server 207 over tele 
communications link 259. Driver 255 can also receive 
information from server 207 in the backward path. 

0072 From the telecommunications link 259, the infor 
mation is sent to driver 263 in the server 207 via physical 
layer 261. The information traverses from the driver to a 
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networking layer, which includes IP 265. The information 
also traverses from the networking layer to a transport layer, 
which includes TCP 267. The information is delivered to a 
Web server application 269, for example. Between the 
server 207 and the satellite gateway 205 is the Internet or 
another IP network, depending upon the application. 

0073. In a specific embodiment, information can flow 
through a gateway, such as gateway 203,205 at the network 
layer, bypassing the transport and application layerS alto 
gether. For example, in gateway 203, information can enter 
from client 201 via telecommunications link 221. Physical 
layer 223 passes the information to driver 225. In turn, driver 
225 passes the information to network layer 227. Network 
layer 227 can route the information to its destination using 
IP. The information then flows from network layer 227 to 
driver 235. Driver 235 interacts with physical layer 237 to 
pass the information along to satellite 209 via telecommu 
nications link 239. 

0074. In a specific embodiment, the translation module 
converts information using a TCP connection to a Suitable 
connection for transmission over a Satellite System. The 
Suitable connection for the Satellite is generally resilient to 
transmission over a wireleSS network Such as a Satellite 
network, e.g., Orion WorldcastTM or PanAmSat TM Spot 
BytesTM services, and the like. The connection should also 
be Suitable for long latency, high loSS, and asymmetric 
bandwidth conditions. The connection should also be trans 
parent to the end user at the client or server location. The 
long latency is typically about 200 milliseconds to about 700 
milliseconds, per Satellite hop but is not limited to Such 
values. 

0075. In a specific embodiment, the present translation 
module converts information using a TCP connection into an 
XTP, modified TCP or XTP-like protocol for transmission 
over a satellite link, which is illustrated by FIG. 2A, for 
example. Here, the TCP module receives information 350 
including the TCP connection. The information includes 
data 333, a TCP header 335, and an IP header 337. The TCP 
module removes the TCP header from the information Such 
that the information 351 includes substantially all data 333 
and passes the data, along with certain TCP header infor 
mation, to the translation module. The translation module 
passes the data or portions of data to the Satellite protocol 
module where a satellite protocol header 339 is prepended 
onto the data. The header is an XTP header or like. The 
information 352 now includes the XTP header, which is 
Suitable for transmission over the Satellite link. Depending 
on the specific implementation, the XTP header and data 
may also be prepended with an IP header for transmission 
over the Satellite link. In particular, the information is 
transferred to the physical layer and the driver. The driver 
and physical layer Send the information to a receiving 
Satellite gateway, which may prepend additional headers. 

0076 From the satellite link, the information including 
the XTP header enters a receiving XTP module. The receiv 
ing XTP or satellite protocol module removes the XTP 
header from the information, leaving data 353. The receiv 
ing Satellite protocol module passes the data to the transla 
tion module, which can be a routing module used to route 
data to the proper protocol. The translation module then 
passes the data to the TCP module. The receiving TCP 
module attaches a TCP header 343 and IP header 341 onto 
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the data to form information that is now ready for transmis 
Sion over a network to a receiving Server destination. The 
information using the TCP connection traverses through a 
network to the destination Server. 

0077. In other embodiments, the translation module can 
also convert a portion of the information including the data 
and TCP/IP headers to information using the XTP protocol. 
Alternatively, the translation module can convert more than 
one segment of information including multiple TCP/IP 
headers into a single piece of information including the XTP 
header for transmission over a Satellite link. Depending 
upon the application, the translation module can convert the 
information including the TCP connection into any one or 
any combination of the above. Further details of these 
techniques, and others, are described in more detail below. 

0078 FIGS. 3A and 3B are simplified diagrams of 
proceSS diagrams according to embodiments of the present 
invention. These diagrams are merely illustrations and 
should not limit the scope of the claims herein. One of 
ordinary skill in the art would recognize other variations, 
modifications, and alternatives. In a specific embodiment, 
the present invention uses a connection process 300, which 
is illustrated by FIG. 3A. The connection process uses a 
plurality of Separate connections using a "handshaking rou 
tine' in the satellite system to provide a transparent TCP 
connection to an end user. The Satellite System can be similar 
to the one described herein, but is not limited. The present 
proceSS begins at Start, Step 301. In a Specific embodiment, 
a plurality of connections are provided. In particular, the 
present process provides a first connection, Step 303. The 
first connection is a TCP connection between a client and a 
client Side gateway, which interfaces to a Satellite link. The 
present process provides a Second connection, Step 305, 
which provides a connection between the client Side gate 
way and a destination gateway over a wireless (e.g., Satel 
lite) link. The connection between the wireless link can be 
any suitable connection such as XTP or XTP-like connec 
tion. The present process provides a third connection, Step 
307, which forms a TCP connection between the destination 
gateway to the destination Server, which can traverse 
through the Internet or an internet. Once these connections 
have been made they are maintained, step 309. The present 
process ends at Stop 311, which terminates all three connec 
tions. 

0079. In a specific embodiment, the present process 
occurs by way of a Selected Sequence of Steps. Here, TCP 
SYN packets are intercepted transparently by a Satellite 
gateway. The Satellite gateway establishes a new XTP con 
nection acroSS the Satellite link to the other Satellite gateway. 
Information, including IP addresses and port numbers, about 
the requesting client and the destination Server is transferred 
acroSS the Satellite link to the other Satellite gateway. The 
destination gateway then Sets up a TCP connection with the 
destination Server, using the client's addressing information 
So that the Server Sees the TCP connection as being the same 
as if the client itself had established the connection. The 
Satellite gateway makes routing decisions based upon Source 
and destination addresses in the IP header of packets enter 
ing the gateway in order to determine whether the packets 
should be routed over the Satellite telecommunications link. 
Once the TCP connection to the server is established, the 
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destination gateway communicates back to the Sending 
gateway, which then acknowledges the connection with the 
client. 

0080. In one or more embodiments, this sequence of 
StepS has advantages. In particular, the client does not 
believe the connection is established until the server has 
accepted this connection, which tends to reduce or even 
eliminate false indications of Successful connection estab 
lishment. Additionally, both the client and server see the 
connection as happening immediately between the two of 
them, without detecting that the Satellite connection is 
happening in between the client and the Server. That is, the 
present invention Substantially preserves "end-to-end 
Semantics” of the connection. In other embodiments, the 
connectivity is Symmetric. Here, “clients' may exist on 
either side of the satellite link, and “servers' may exist on 
either Side. Systems on either Side may request connections 
to Systems on the other Side, and the Satellite gateways will 
intercept the connections. 
0081 FIG. 3B illustrates a simplified flowchart of a 
novel routing process 320 in a specific embodiment accord 
ing to the present invention that begins with a starting Step 
321. This diagram is merely an example which should not 
limit the scope of the claims herein. One of ordinary skill in 
the art would recognize other variations, modifications, and 
alternatives. In a step 323, a client host sends a TCP packet 
destined for a particular IP address to a Satellite gateway. In 
an example, the Satellite gateway can be similar to the one 
111A described above, but can also be others. In a decisional 
Step 325, the Satellite gateway receives the packet and 
determines whether the packet is to be carried over an XTP 
connection prior to transmission. An example of an XTP 
protocol has been described herein, but should not limit the 
Scope of the claims. Any Suitable Satellite protocol can be 
used according to certain embodiments of the present inven 
tion. If the destination address of the TCP packet is config 
ured to be converted to the XTP protocol format, then the 
packet is converted into the XTP protocol in a step 331. 
Otherwise, the packet is transmitted in its TCP format via an 
alternative branch to step 327. By way of the present 
decisional process, the present invention is useful for Sites 
where a single Satellite gateway communicates with multiple 
remote sites, Some of which have gateways that are com 
patible with XTP protocol while other sites do not contain 
corresponding gateways. Additionally, the present invention 
allows Specific addresses to be configured for protocol 
translation and other addresses to be configured for no 
translation, based on policy decisions of the network admin 
istrator. 

0082 In a specific embodiment, the present invention 
also provides a rate control step (step 327). In a step 327, 
processing is performed to maintain a Suitable or predeter 
mined data rate over the Satellite device. The processing of 
Step 327 may require buffering of packets in order to avoid 
overloading the satellite link, such as 105 and 103 in FIG. 
1. This can be accomplished using the process depicted by 
FIGS. 3C-3D, but is not limited to this process. Then, in a 
Step 329, the packet is transmitted along a connection 
transmitted from the Sending Satellite gateway across the 
satellite link. Then, in a step 333, the packet is converted 
back to TCP, if it was converted to XTP protocol in step 331. 
Then, in a step 335, the packet is routed to its remote 
destination. The present invention is especially useful for 
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Sites where a Single Satellite gateway communicates with 
multiple remote gateways, Some of which are compatible 
with XTP protocol while others of the remote gateways are 
not. Some configurations may have multiple remote Sites per 
Satellite gateway. Some of these remote sites may have a 
Satellite gateway installed, while others do not. Thus, there 
may be no Satellite gateway on the remote Side, just a IP 
routing configuration. The process completes routing (Step 
335) when the information enters a destination server 131, 
which transfers the information to a destination client. The 
process stops (step 337) when the connection is terminated. 
0.083. In a particular embodiment according to the present 
invention, TCP connections at times pass a piece of infor 
mation in the protocol header which must be delivered as 
Soon as possible to the destination Side of the connection. 
This piece of information is known as the “urgent pointer'. 
In select embodiments, the TCP implementation that is part 
of the client-Side Satellite gateway, Such as for example 
satellite gateway 203 of FIG. 2, can extract this urgent 
pointer from the TCP header. However, this operation is not 
required by the system of FIG. 2 and is not intended to limit 
the scope of the claims. ATCP module, such as TCP module 
229 of FIG. 2, for example, can extract the urgent pointer 
and pass it to a Satellite gateway translation module, which 
can be satellite gateway translation module 231 of FIG. 2, 
or an equivalent. The urgent pointer is passed down to a 
Satellite protocol module, Such as Satellite protocol module 
233 of FIG. 2, or an equivalent. The urgent pointer can then 
be carried in the Satellite protocol header to a satellite 
gateway, such as satellite gateway 205 of FIG. 2, or any 
other receiving Satellite gateway. At the receiving Satellite 
gateway, the urgent pointer can be extracted by a Satellite 
protocol module, such as satellite protocol module 247 of 
FIG. 2, and passed up to a translation module, Such as 
translation module 249, or another satellite translation mod 
ule, which can deliver it to a TCP module, Such as TCP 
module 251. The TCP module then incorporates the urgent 
pointer in its target field in the TCP header for immediate 
delivery to an end server, such as end server 207. This 
header for delivery to the server refers to the point in the data 
Stream that has not yet arrived at the Second Satellite gateway 
machine. In Some embodiments, appropriate urgent pointer 
processing can alleviate malfunctions. 
0084 FIG. 3C illustrates a simplified flowchart of a data 
rate control proceSS Such as data rate control Step 327 in 
FIG. 3B in a specific embodiment according to the present 
invention. This diagram is merely an example which should 
not limit the scope of the claims herein. One of ordinary skill 
in the art would recognize other variations, modifications, 
and alternatives. FIG. 3C shows a first decisional step 341 
of determining whether queues are empty when an incoming 
packet arrives. In a presently preferable embodiment, there 
are two queues, one for queuing high priority (HIPRI) traffic 
and one for queuing “normal’ traffic. A perSon of ordinary 
skill in the art can appreciate that the number of queues can 
be extended or reduced by straightforward extensions of the 
embodiments according to the present invention. If the 
queues are empty, then processing continues with a deci 
Sional Step 343. Otherwise, processing continues with a 
decisional step 345. 
0085 Decisional step 343 determines whether the current 
System clock tick count is the same as a Stored clock tick 
count. If the System clock tick and the Stored clock tick are 
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the Same, then processing continues with decisional Step 
349, which determines whether a byte counter and a length 
of an incoming packet are greater than a predetermined 
maximum, based on the desired transmission rate, denoted 
here as "MAX. If the maximum would not be exceeded, 
then processing continues with Step 355, in which the packet 
is Sent and the byte counter is incremented by the packet 
length. Otherwise, if the maximum would be exceeded in 
step 349, then processing continues with a step 357, in which 
the difference between MAX and the current value of the 
byte counter is stored as “EXTRA', and a timer can be 
started. Processing then continues at step 345 Otherwise, if 
step 343 determines that the clock tick and stored clock tick 
are different, processing continues with a step 347 in which 
a byte counter is cleared and the Stored clock tick is updated. 
Processing then continues with a step 355, as described 
above. 

0086). If decisional step 341 determines that at least one 
of the queues is not empty, or if the packet length would 
have increased the byte counter beyond MAX in step 349, 
then in a decisional Step 345, a determination is made 
whether the incoming packet is a retransmission. If the 
packet is a retransmission, then in a step 351, the packet is 
added to the high priority (HIPRI) queue. Otherwise, in a 
Step 353, the packet is added to the normal queue. 

0087 FIG. 3D illustrates a simplified flowchart of a 
timer Service process useful in conjunction with data rate 
control process illustrated by FIG. 3C in a specific embodi 
ment according to the present invention. This diagram is 
merely an example which should not limit the Scope of the 
claims herein. One of ordinary skill in the art would recog 
nize other variations, modifications, and alternatives. FIG. 
3D shows a step 361 invoked whenever a timer set in step 
357 expires. In step 341, the byte counter is cleared and the 
local maximum is set to the maximum MAX added toEX 
TRA. Then, in a decisional step 363, the high priority 
(HIPRI) queue is checked to determine whether packets are 
on the queue. If there are packets on the HIPRI queue, then 
processing continues with a decisional Step 365. Otherwise, 
processing continues with a decisional Step 367. 

0088. If there are packets on the HIPRI queue, then in a 
decisional step 365, a determination is made whether the 
byte counter and the packet length are less than a local 
maximum. If this is indeed the case, then processing con 
tinues with a step 369 in which the packet is dequeued from 
the HIPRI queue and sent. Also, the byte counter is incre 
mented to reflect the length of the data in the packet. 
Otherwise, if decisional step 365 determines that the byte 
counter and the packet length exceed the local maximum, 
then in a step 371 the timer is restarted and processing 
returns to the invoking proceSS. Processing can continue 
when the timer expires. 

0089. If decisional step 363 determines that there are no 
packets on the HIPRI queue, then processing continues with 
a decisional step 367. Decisional step 367 determines 
whether there are packets on the normal queue. If there are 
no packets on the normal queue, then processing continues 
with a step 375, in which the current clock tick is stored in 
a global cell. Otherwise, if decisional step 367 determines 
that packets are on the normal queue, then processing 
continues with a decisional step 373, in which a determina 
tion is made whether the byte counter and the packet length 
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are less than the local maximum. If this is indeed the case, 
then processing continues with a step 377, in which the 
packet is dequeued from the normal queue and Sent. Also, 
the byte counter is incremented to reflect the length of the 
data in the packet. Otherwise, if decisional step 373 deter 
mines that if the byte counter and the packet length exceed 
the local maximum, then in a step 379 the timer is restarted 
and processing returns to the invoking process. Processing 
can continue when the timer expires. 
0090 FIG. 3E illustrates a representative system over 
View in a particular embodiment according to the present 
invention. This diagram is merely an example which should 
not limit the scope of the claims herein. One of ordinary skill 
in the art would recognize other variations, modifications, 
and alternatives. A client 380 initiates a connection request 
to a TCP server 388. Satellite gateway 384 intercepts the 
connection request and establishes a Second connection 385 
with a second Satellite gateway 386. The second satellite 
gateway 386 then initiates a third connection 387 with the 
server 388. Once connection 387 is established and that 
information has been communicated back to the Satellite 
gateway 384, the first TCP connection 383 can be confirmed 
between the client 380 and satellite gateway 384. Although 
depicted in terms of Satellite and Satellite gateways, the 
present invention can also be embodied in other forms of 
network hardware. For example, first gateway 384 and 
Second gateway 386 can be connected by a wireleSS network 
and the like. 

0.091 FIG. 7 illustrates a representative apparatus in a 
particular embodiment according to the present invention. 
This diagram is merely an example which should not limit 
the scope of the claims herein. One of ordinary skill in the 
art would recognize other variations, modifications, and 
alternatives. FIG. 7 depicts a block diagram of a protocol 
gateway in a particular embodiment according to the present 
invention, Such as protocol gateway 111A, or the like. 
Protocol gateway 111A includes a bus 112 which intercon 
nects major Subsystems. Such as a central processor 114, a 
system memory 116 (typically RAM), and a number of 
optional external devices Such as a display Screen 124 via a 
display adapter 126, a keyboard 132 and a mouse 146 via an 
I/O controller 118, a floppy disk drive 136 operative to 
receive a floppy disk 138. Storage Interface 134 may act as 
a storage interface to a fixed disk drive 144. An optional 
CD-ROM player 140 operative to receive a CD-ROM 142 
can also be included. Other forms of Storage, Such as a flash 
memory 147 can also be included. A network interface 148A 
can provide a direct connection to a remote Server via a 
telephone link or to the Internet using a common protocol 
Such as TCP/IP or the like. Network interface 148A can 
interface to one or more outside networks, which can 
employ any network format known in the art, Such as 
Ethernet, Token Ring, ATM, IEEE 802.3, X.25, Serial Link 
Internet Protocol (SLIP), FDDI and the like. Network inter 
face 148B may also connect to a Satellite gateway, Such as 
satellite gateway 109A, or other network interconnecting 
devices or computer systems. Network interface 148A can 
interface to one or more outside networks, which can 
employ any network format known in the art, Such as 
Ethernet, Token Ring, ATM, IEEE 802.3, X.25, Serial Link 
Internet Protocol (SLIP), FDDI and the like. Many other 
devices or Subsystems (not shown) may be connected in a 
Similar manner. Also, it is not necessary for all of the devices 
shown in FIG. 7 to be present to practice the present 
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invention, as discussed below. The devices and Subsystems 
may be interconnected in different ways from that shown in 
FIG. 7 in various embodiments. Code to implement the 
present invention, may be operably disposed or Stored in 
computer-readable Storage media Such as System memory 
116, fixed disk 144, CD-ROM 140, or floppy disk 138. 
0092 System 111A is merely one example of a configu 
ration that embodies the present invention. It will be readily 
apparent to one of ordinary skill in the art that many System 
types, configurations, and combinations of the above devices 
are Suitable for use in light of the present disclosure. 
0093. Although the above has generally described the 
present invention according to specific Systems and embodi 
ments, the present invention has a much broader range of 
applicability. In particular, the present invention is not 
limited to Satellite telecommunications, but can be applied to 
any networking Situation where an improved or optimized 
protocol is desired for use over a specific portion of the 
network, and the end Systems cannot be updated to use the 
improved protocol. Thus, in Some embodiments, Satellite 
gateways could provide access to wireleSS or cabled net 
works and internetworks of all kinds. Of course, one of 
ordinary skill in the art would recognize other variations, 
modifications, and alternatives. 
0094) Experiment: 
0095 To prove the principles and operation of the present 
System, experiments have been performed. In the present 
experiments, we ran a series of single-client FTP file transfer 
throughput tests to compare performance of conventional 
TCP and the present invention over a wide variety of 
different TCP windows sizes, link bandwidths, round trip 
delay times, and bit error rates. In one experiment, “Window 
Size' was compared against “Throughput, as shown by the 
simplified diagram 400 of FIG. 4, for example. This dia 
gram is merely an example and should not limit the Scope of 
the claims herein. One of ordinary skill in the art would 
recognize other variations, modifications, and alternatives. 
Without performance enhancements or TCP window size 
tuning, most clients were limited to a throughput rate of leSS 
than 100 Kbps when the round trip time was 540 ms. As the 
test data in FIG. 4 show, even clients with a 32 KB window 
were able to reach a throughput of a mere 400 Kbps. The 
present System allowed the client to take advantage of the 
available bandwidth regardless of the window size of the 
client or Server. 

0096. In an alternative experiment, a “Round Trip Delay” 
was analyzed against “Throughput, as shown in a simpli 
fied diagram 500 of FIG. 5, for example. This diagram is 
merely an example and should not limit the Scope of the 
claims herein. One of ordinary skill in the art would recog 
nize other variations, modifications, and alternatives. Here, 
the present invention removed the dependency of TCP on 
the round trip time of the network. Performance was mea 
sured over symmetric 2 Mbps and 10 Mbps links with no 
errors. These results illustrated that TCP is able to fully 
Saturate terrestrial low-delay networks, but as the delay 
increases, TCP performance dropped rapidly. In contrast, a 
network which used the present System was able to maintain 
near complete usage of the link regardless of the round trip 
time of the network. 

0097. In an alternative experiment, a “Bit Error Rate" 
was monitored against “Throughput,” which is shown by the 
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simplified diagram 600 of FIG. 6, for example. This dia 
gram is merely an example and should not limit the Scope of 
the claims herein. One of ordinary skill in the art would 
recognize other variations, modifications, and alternatives. 
Networks which incorporated the present invention were 
also sensitive to the bit error rate of the link. The diagram 
shows throughput as a function of the bit error rate for a 
symmetric 10 Mbps satellite network with a 540 ms round 
trip time and a TCP window size of 1 MB. Even at low error 
rates, TCP was able to deliver a mere 1.2 Mbps. At an error 
rate of 1.0x10, TCP's throughput dropped to 0.05 Mbps. 
A network which used the present system was able to fully 
saturate the link at low error rates and delivered 2.7 Mbps 
even at an error rate of 1.0x10. 

0098) While the above is a full description of the specific 
embodiments, various modifications, alternative construc 
tions and equivalents may be used. For example, the above 
has generally been described in terms of using XTP as a 
Satellite protocol. Other types of protocols may be available. 
For example, the protocol can include a modified TCP or the 
like. Therefore, the above description and illustrations 
should not be taken as limiting the Scope of the present 
invention which is defined by the appended claims. 

1-8. (canceled) 
9. A communication apparatus comprising: 
a TCP interface; 
a Satellite gateway interface, 
a System memory; 

a bus interconnecting Said TCP interface, Said Satellite 
gateway interface and Said System memory with a 
processor, Said processor operatively disposed to: 

intercept a first communication connection between a 
client and a Server; 

form a Second communication connection between a first 
Satellite 

gateway and a Second Satellite gateway that is over a 
Satellite link, 

transmit information describing Said first connection to 
Said Second Satellite gateway; and 

form a third communication connection between Said 
Second Satellite gateway and a destination Server using 
Said information describing Said first connection 
wherein Said forming Said Second connection and form 
ing Said third connection occur transparently to Said 
client and Said Server, 

wherein the first, Second and third communication con 
nections define a 1:1:1 connection relationship, for use 
with only communications between the client and the 
SCWC. 

10. The apparatus of claim 9 wherein said information 
comprises a client address and a destination Server address. 

11. The apparatus of claim 9 wherein Said processor is 
further operatively disposed to transmit a response from Said 
Second Satellite gateway to Said first Satellite gateway when 
Said third communication connection with Said destination 
SCWC OCCU.S. 

12. The apparatus of claim 9 wherein Said processor is 
further operatively disposed to transmit a response from Said 

Oct. 20, 2005 

first Satellite gateway to Said client when Said third commu 
nication connection with Said destination Server occurs. 

13. The apparatus of claim 9 wherein Said processor is 
further operatively disposed to transmit a failure response 
from Said first Satellite gateway to Said client when said third 
communication connection is lost. 

14. An apparatus for establishing a communication 
between a first computer and one of a plurality of Second 
computers, Said apparatus comprising 

a network interface; 

a Satellite gateway interface; 
a System memory; 

a bus interconnecting Said network interface, Said Satellite 
gateway interface and Said System memory with a 
processor, Said processor operatively disposed to: 

provide a first protocol and a Second protocol, wherein at 
least one of Said plurality of computerS is able to 
communicate with Said first computer using Said first 
protocol and at least one of Said plurality of Second 
computerS is able to communicate with Said first com 
puter using Said Second protocol; 

determine whether a connection can be established 
between Said first computer and at least one of Said 
plurality of Said Second computers using Said first 
protocol; 

if Said connection cannot be established, then establish a 
connection between Said first computer and Said at least 
one of Said plurality of Second computers using Said 
protocol. 

15. The apparatus of claim 14 wherein each of said 
plurality of Second computerS is able to communicate with 
Said first computer using Said Second protocol. 

16. The apparatus of claim 14 wherein said first protocol 
is XTP. 

17. The apparatus of claim 14 wherein said second 
protocol is TCP/IP. 

18. The apparatus of claim 14 wherein said first protocol 
has a first throughput and Said Second protocol has a Second 
throughput, Said first throughput being at least 7.5 times 
greater than Said Second throughput at a bit error rate of 
1x107. 

19. The apparatus of claim 14 wherein said first protocol 
has a first throughput and Said Second protocol has a Second 
throughput, Said first throughput being at least 10 times 
greater than Said Second throughput at a bit error rate of 
1x1O. 

20. The apparatus of claim 14 wherein said first protocol 
has a throughput of at least 95% of available bandwidth at 
a bit error rate of 1x10. 

21. In a communications System for providing transport of 
packetized information in a TCP protocol between a client 
and a Sever, a method of converting Said System to a System 
for providing transport of packetized information in a Sat 
ellite protocol, Said method comprising: 

installing a first gateway, Said first gateway operatively 
disposed to intercept connection from Said client to Said 
Server; Said first gateway further operatively disposed 
to convert said packetized information from TCP pro 
tocol to Satellite protocol; 
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installing a Second gateway, Said Second gateway dis 
posed to establish with Said Server, Said Second gateway 
further operatively disposed to convert Said packetized 
information from satellite protocol to TCP protocol, 
Said first gateway and Said Second gateway operatively 
disposed to establish a connection over a common 
telecommunications link. 

22. A communication apparatus comprising: 

a processor interconnected with a System memory and at 
least one network interface; wherein the processor is 
operatively disposed to: 

intercept a connection request Sent by a client to a server, 
the connection request in a first transport layer protocol; 

establish a connection to a Second apparatus over a long 
latency link, 

receive a packetized flow of information over the con 
nection from the Second apparatus, Said information 
being contained in a Second transport layer protocol; 

buffer at least a portion of the flow of information in the 
System memory; and 

Send a repacketed flow of information to the client, the 
repacketed flow of information including the buffered 
portion of the flow of information. 

23. The communication apparatus as in claim 22 wherein 
the long latency link is a Satellite link. 

24. The communication apparatus as in claim 22 wherein 
the repacketed flow of information sent to the client is in the 
first transport layer protocol. 
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25. A communication apparatus comprising: 
at least one network interface; 
a proceSSOr, 

a System memory; and 
a bus interconnecting the at least one network interface, 

the System memory and the processor; 
wherein the processor is operatively disposed to: 

intercept a first communication connection between a 
client and a Server; 

form a Second communication connection between the 
apparatus and a Second apparatus that is over a long 
latency link, 

transmit information describing the first communica 
tion connection to the Second apparatus, the Second 
apparatus adapted for forming a third communica 
tion connection between the Second apparatus and 
the Server using the information describing the first 
communication connection; 

and transmit a fast connection acknowledgement to the 
client after the third communication connection with 
the server is formed. 

26. The communication apparatus as in claim 25 wherein 
the first, Second and third communication connections define 
a 1:1:1 connection relationship. 

27. The communication apparatus as in claim 25 wherein 
the long latency link is a Satellite link. 

28. The apparatus as in claim 12 wherein the response 
comprises a connection acknowledgment response. 

k k k k k 


