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(57) Abstract

A method and apparatus for simulating movement within a multidimensional space by sampling a prestored panor-
amic image. The image formed by sampling is displayed on a CRT display screen (94). Each of the stored images represen-
ts the view derived from data stored (70) as a panoramic projection of a flat world (10) in an imaginary space, selected as a
function of an observer’s position (21) within the imaginary space and orientation with respect to that space. The preferred
embodiment selects prestored panoramic image data which has been mapped to a geometric projection surface (13) asso-
ciated with a "keypoint” (12). The apparatus includes a random access video disc system (41, 42, 60) for storing the key-
point data. The method involves mapping each pixel on the display screen (20, 94) to the imaginary space and thence to
the keypoint projection surface (13) in order to retrieve pixel information for display. Each keypoint projection surface
represents an entire 360° panoramic view of the imaginary world for all possible orientations of the observer with respect

to the closest keypoint.
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METHOD AND APPARATUS FOR SAMPLING
IMAGES TO SIMULATE MOVEMENT WITHIN A
MULTIDIMENSIONAL SPACE
15

1.0 Technical Field
The present invention relates generally to

visual systems for vehicle flight simulation, and
more particularly relates to a method and apparatus
29 for simulating freedom of movement within a
multidimensional space by sampling image data from a
panoramic image projection stored on a random access
storage media such as a video disc, particularly

useful for incorporation in a flight simulator.

22 2.0 Background of the Invention
High costs of aircraft operation and
desires on the part of governmenﬁal agencies to
efficiently and effectively train aircraft pilots
30 have resulted in efforts to develop cost effective

flight simulator apparatus. The United States
Federal Aviation Administration has recently
implemented an advanced flight simulation program
requiring that flight simulators accurately depict an

aircraft's performance on take-off and landing
35
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maneuvers as well as on the ground, provide an
improved visual résponse time and increased fields of
vision, and provide daylight capabilities plus
adverserweatherrfeatureé to allow pilots to upgrade
from copilot to captain on the same aircraft or to
laterally transfer crew'members from one aircraft
type to another entirely in a simulator.

With operating costs of large jet liners
such as arBoeing 747 runningr$6,500 to §$7,000 per
hour, commercial éarriers and the military alike are
interested in lower cost flight simulators for

providing total simulation training. Flight

simulation apparatus employing high-speed. -

supercomputers and superminicomputers to create

graphics displays in real time have been developed in
response to this need. Costs of many current flight

~simulation apparatus are around $250--300 per hour

due to the high computational cost of generating
real-time images for the flight simulators which can
be réproduced rapidly enough to be convincingly
realistic. Costs of this order, however, are

prohibitive for smaller commercial and private

carriers and privateréilots, who must still rely upon
actual flight'time for traihing and upgrading.
Moredver, the resolution of the graphics displays of
many of these systems leaves much to be desired when
the computer-generated images are created at rates
high enough to avoid perceptible flicker.
Accordingly, there is a need for a means of producing
convincingly realistic images for flight simulators
at drasticaily reduéed costs which do not involve the
real-time generation of sophisticated realistic
computér graphics by'supercomputers and
superminidomputers. '
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Recent advances in generating realistic
graphic images by computer have made it desirable to
incorporate these new technigques into flight
simulation. Although costs of the computers and
5 software for generating realistic computér images are

falling rapidly, the computational demands of
realistic image creation are immense. Typically,
supercomputers such as a Cray X-MP Super Computer,
manufactured by Cray Research, can perform over 400
10 million mathematical computations per second, but
even such a supercomputer can produce only around 25
minutes of high quality 70-millimeter
computer-generated film images per month. Fast
minicomputers can produce an average of only about
15 2.5 minutes of 70-millimeter film images per year.
While it is desirable to use newer image synthesis
techniques such as fractal geometry for generating
images for flight simulation and other applications
such as games, it is .presently difficult if not
20 1mpossible to generate and display such images in
real time. Accordingly, there is a need for a method
of creating highly realistic images off-line, and
providing for storage and retrieval of
previously-generated images for applications such as
25 flight simulators.

One prior art technique for generating
images for use in simulators is known as texture
mapping. ‘This technique has been successfully
employed by the Jet Propulsion Laboratory (JPL),
Pasadena, California, to generate simulated images
for the planning stages of the Voyager spacecraft in
its recent fly-by of the planet Jupiter.
Two-dimensional images from paintings and photographs
were remapped to a sphere so that various planet

fly-by scenarios could be simulated for the space

30

35 vehicle.
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In a texture mapping system, an image that
is prOJected on one surface is remapped to a
dlfferent surface by ray tracing. For example, one
surface which represents the terrain that is to be
simulated may be a plane, like an overhead map or
sateilite photograph. This first surface is remapped
to some other surface; this may only involve
remapping to another plane to effect perspective
transformation. The other plane could be a CRT
display screen in a ~ vehicle simulator -- the data
fromrthe.stored representation of the terrain in the
image data base is mapped to the plane of the screen

which is in the_simulator. As another example, for -

the JPL Jupiter simulation, and in many recent
popular science fiction movies, there is a mapping to
a spherical representation to simulate a spinning

‘globe of a planet. Of course, these are

non-real-time simulations.
There are several problems encountered in
texture mapping approaches to simulation which make

it expensive for real-time simulation. One

significant problem is that computations can be very
complicated and therefore computationally expensive.

Anothér'major complication involves sampling
artifacts or aliasing, especially on complicated
surfaces such asrremapping from a plane tb 2 sphere.
One aspect of the problem results from uneven

‘resolutions between the mapped surface and the

mapping surface. Some areas may have a high
resolution on the original surface while other areas
have very éoarse resolution. For example, consider
therremappiﬁg of a regular Mercator projection map to
a globe -- on the Mercator projection the data at
poles has a very high resolution. When the data is
mapped to the globe's surface, all the data gets
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condensed. When this is done pixel-by-pixel, as in a
digital imaging system, some of this condensed data
may be skipped over and cause the effect often called
"aliasing" or "sparkling". 1In the case of moving
sequences in particular, there can be irregular edges
or possibly holes in the images. Other effects of
texture mapping include the situation where the

original resolution was insufficient (such as on the

equator) and the data at eertain regions (on the "

equator) becomes coarse or blocky when remapped
because the pixels are becoming very large relative
to the new projection surface. In real-time

simulators, aliasing is unacceptable because it

severely degrades the realism of the simulated

images. .

3.0 Summary of the Invention

The present invention provides a solution
to the aforementioned problems in real-time image
generation for flight simulation. Unlike
conventional visual simulator systems which often are
high-speed poiygon drawing engines, the present
invention is based on image extrapolation or sampling
techniques. True six-degree-of-freedom movement is
permitted over a flat terrain having extremely high
quality texturing and detail. The preferred
embodiment of the present invention uses a video disc
for mass storage, and is capable of representing a 50
mile by 50 mile unique imaginary space, from zero to
100,000 feet in altitude. Images are presented at a
30 Hertz (Hz) rate, and the cost of the system is
extremely low when compared to conventional visual
systems.

For a typical flight simulator data base as

may be represented in the preferred embodiment, an
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operational runway 10,000 feet in length, including
markings and other airfield features, can be
represented with a sub-inch resolution. The image
data base "wraps around" smoothly at- the edges,
preventlng the phenomenon known as "edge of the
world" present in some types of prior art systems.
Photography of real terrain can be used as input to
the image data base creation Process.
Advantageously,rextremely high resolution computer
graphics representlng the imaginary landscape may be
generated off-line, obviating real-time image
generation, yet still providing extremely convincing
and realistic image sequences.

Briefly described, the present invention is
an interactive image reproducing apparatus which
generates 2 sequence of images on a CRT to simulate

movement within a multidimensional space. The

- preferred embodiment carries out a method of storing

a number of high resolution panoramic images on a
storage medium, and retr1ev1ng and extrapolating or
sampllng a portion of a panoramic image as a function
of an observer's location and orientation within an
1maglnary space. A randomly addressable data storage
means, such as a video disc, is employed as the
storage medium in the disclosed embodiment. The data
storage means allows high-speed selectable retrieval
of a plurality of panoramic 1mages in addressable
locatlons.

Each of the stored panoramlc images is
created off line by Separate computer graphic image
generation equipment or photographlcally, and
contains all data required to reconstruct all
possible views of an imaginary landscape. The stored
panoramlc images are then associated with a

&4
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"keypoint", which is defined as a predetermined
location within an imaginary multidimensional space.

A "view" of the imaginary space 1is
generated as a function of the location and attitude
of an "eyepoint" within the imaginary épace. The
view corresponds to the field of view of an observer
located at that eyepoint. A particular view
associated with a particular eyepoint has three
spatial coordinates and three angular coordinates,
that is, a location within the imaginary space and
attitude angles.

Control means are provided for addressing
the data storage means as a function of observer .
location (i.e., the eyepoint location) and
orientation (i.e., roll, tilt, and pan). In
response, the data storage means provides a retrieved
set of data, called the "keypoint data", which
corresponds to the entire panoramic view associated
with a keypoint selected by the control means. Image
extrapolating or sampling means responsive to the
observer location and orientation provides as an
output only a sampled portion or subset of the
selected panoramic image of a keypoint.

In accordance with the invention, only a
single panoramic image is used to display any
particular view as the eyepoint moves through the
imaginary space, until the movement indicates that a
different stored panoramic image associated with a
different keypoint should be retrieved and displayed.

More particularly described, the present
invention provides a visual image reproduction system
which communicates with a host simulator through a
master controller. The controller is responsive to
input information from the simdlator such as the
location and orientation of the eyepoint within the

imaginary space, and determines which keypoint is
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associated with the given eyepoint. The keypoint

-data is then retrieVedrfrom the video disc. The

video disc is merely used as a high capacity data
storage device,rrather than as an output image

playback device. Data are retrieved from the video

disc and stored,in,a keypoint data memory, which is

addressable by a k eirpknir1t address
genefator/calculator.to access the data. A sky
generator is operable for portions of the image above
the horizon. Distance-based haze is blended with the
composite- image, permitting selectable visibility.
The data determined by the keypoint address
generator, which'compriserpicture elements (pixels)
of color componant 1nfohmatlon, are then converted to
an RGB video format for display on a CRT. The

- displayed image is obtained pixel-by-pixel and

displayed in a raster scan fashion.

A large number of panoramic views called
“keypoints" comprise the data stored on the video
disc. The'keyPoints are arranged so that their
density within the imaginaryfspace is greater in
regions of special interest, for example regions
surroundihg the airport or runway or the like for
flight simulation. The kKeypoint image data comprises
a distorted panoramic image consgisting of a plurality

of plxels. ‘Each of these keypoint images includes

all data required for creating all possible views

" seen by an obseryer (such as a pilot in a flight
simulator) moving from a first point within the

imaginary space to another, second point, where the
path between the first and second points is in the
subspace associated with that keypoint. Each
keypoint data set, being an entire 360° panorama, can
be used to create a plurality of video images.

" In the pfeferred'embodiment, the keypoint

~May be considered as a geometric mapping surface upon

of

w
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which the landscape features of a flat earth are
projected or mapped. Thus, associated with each
keypoint is a panoramic image, which comprises a
plurality of picture elements which are "mapped" onto
a predetermined imaginary geometric surface. The
imaginary geometric surface is selected during the
system design based on a variety of factors such as
computational ease. The panoramic images are formed
off-line by mapping each point on an imaginéry flat
world landscape onto the preselected geometric
mapping surface, by extending a ray from the keypoint
through the mapping surface to the flat world
landscape, and storing as a picture element the color -
value of the picture element associated with the ray
at an address associated with the geometric
configuration of the mapping surface.

The keypoint layout within the imaginary
space in the preferred embodiment comprises several
planes of keypoints. The density of the keypoints
progressively decreases with increasing altitude.
The layout of keypoints within the imaginary space
paftitions the imaginary space so that every possible
position and observer orientation within the
imaginary space is associated with a single keypoint.
Using the position and attitude of the viewing screen
of the observer, a unique keypoint is selected for
retrieval from the video disc. A mathematical
address function is defined which relates the
viewing screen and the observer with the coordinates
of the keypoint, and in particular with the surface
of the keypoint projection or mapping surface.

To produce an image, the viewing screen is
raster scanned. First, the intersection of the
imaginary ground with a ray from the eyepoint through
the viewing screen is determined. Next, the

intersection of the keypoint projection or mapping
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surface is determined by extending a line from the

determined point on the imaginary ground to the

'keYQoint'position; This intersection unigquely

defines a point on the keypoint prejection sur face.
This unique point causes the selection of the four
closest'keypoint image Pixels for use by an
antialiasing circuit. It Qill be noted that the
values necessary to determine the'distance from the
eyep01nt to the point on the 1mag1nary ground are
computed at this step, whlch.ls then used to add haze
to the resulting images to allow variable visibility.

By raster scanning the viewing screen

surface by repeatedly determlnlng the point of -

intersection on the ground and the resulting point on

the keypoint projection su:face, an image is created

_pixel-by—pixel;rpThe eXxtrapolation or sampling

process always ﬁekes the same amount of time for each

- pixel. Accordingly, the frame update rate and visual

system latency time remain constant. An update of a
new frame involves redefining the address computation
parameters.

Keypoiht data are stored on a video disc

‘because of its large capacity, rapid access, and low

cost. In the preferred embodiment, a conventional
video dlsc player is employed and modified to

lncrease its track jumping speed and accuracy. Since

‘a new keypoint must be retrieved from the video disc
- when the eyep01nt moves .too far away from the current

'keyp01nt in imaginary space, the video disc system

need not be capable of retrieving a random Keypoint

within the image data base within one frame tinme.

Rather, the system need only be able to load new
keypoint data into the keypoint data memory by the
time the eyepoint has moved to a location in
imaginary space where it is needed. Accordingly, it
will be appreciated that double buffering techniques

PCT/US87/02213
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are employed to allow ample time for determining and
retrieving the new keypoint based on input
information from the host simulator. By anticipating
the trajectory of the eyepoint, the next keypoint
data is loaded into one of the keypoint buffers while
the data in the other buffer are being employed to
generate the image.

The maximum eyepoint speed within the
imaginary space .increases with altitude, since the
keypoint spacing is greater at higher altitudes.
However, even for low altitudes, the speed limit
provides realistic flight simulation. In the

preferred embodiment, the eyepoint can always travel

at least 100 mph, and can exceed 3,000 mph at
altitudes exceeding 250 feet.

Typical displayed scenes possible in the
preferred embodiment contain as many as 1,000,000
polygons, compared to the best currently-available
real-time image generating systems whose maximum
reliable real-time capability is in the range of
4,000-5,000 polygons per frame. Accordingly, it will
be appreciated that the present invention provides a
method and apparatus for reproducing highly détailed
renderings of objects and accurate texturing of
terrain and other features. Runway markings and
landscape texturing built into the image data base
create excellent depth perception and closure cues.
A plurality of systems constructed in accordance with
the preferred embodiment may be connected in a
modular fashion, permitting larger imaginary spaces
and the insertion of independently controlled moving

objects for targets and the like.

4.0 Objects of the Invention _
Accordingly, it is an object of the present
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invention to provide an improved and low-cost flight

simulator apparatus.

' It is another Object of the present
'1nvent1on to provide an image reproduclng apparatus
5 whlch allows reproduction of sequences of images

without objectionable tranSLtlon between sequences.

‘It is another Object of the present
invention to provide an image reproducing apparatus
which provides extremely high quality and detailed

10 rvisual images at a sufficiently rapid rate to prevent

-objectionable transition between images.

It is another object of the present
invention to provide an improved flight simulator -
'which'employs highly realistic landscape scenes to

15 create a true sense of motion, distance and altitude.

It is "another object of the present
1nventlon to provide an imaging apparatus which
employs commercially avallable low-cost mass storage
media for image storage coupled with real-time

>g sampling or éxtrapolatibn'rather than real-time image
generation.

' It 1s another object of the present
invention to prov1de a low cost flight simulator
wherein high resolution computer graphics
‘representing an imaginary Space may be generated off

25 line, stored, and accessed in real time to create
realistic and convincing movement sequences.

It is another object of the present

invention to provide a ﬁOVement simulator wherein all

10 data required for representing a plurality of

different views is accessed in a single data loading
operation for a high speed random access memory,
thereb” allowing all data needed to generate a
plurality of given scenes to be accessed at high

speed.
35
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It is another object of the present
invention to provide an improved movement simulator
which employs image extrapolation techniques to

generate images.

It is another object of the present
invention to provide a movement simulator which
stores image data at lower resolution for areas of
the scene at greater apparent distance and higher
resolution for areas of the scene at closer apparent
distance, thereby conserving data storage
requirements.

It is another object of the present
invention to provide an improved image reproducing -
apparatus which allows simulation of freedom of
movement in a multidimensional space by reproducing
images in greater detail at lower apparent altitudes
than at higher apparent altitudes, in order to
conserve data storage requirements.

These and other objects, features, and
advantages of the present invention may be more
clearly understood and appreciated from a review of
the following detailed description of the preferred
embodiment when taken in conjunction with the

appended drawings and claims.

5.0 Brief Description of the Drawing Figures

Fig. 1 graphically illustrates the mapping
of a panoramic flat world onto a keypoint mapping
surface used in the preferred embodiment.

Fig. 2 illustrates the location of
keypoints within an imaginary space for a typical

exemplary data base.
Fig. 3 graphically illustrates a planar

view of an imaginary flat world and the layout of

keypoints within such space.
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Fig. 4 graphlcally illustrates the

coordlnates of the eyepoint, screen, and Keypoint

relative to the,ground in the imaginary space
represented by the keypoint data.

. Figs. 5, 6, and 7 illustrate certain
Varlables associated with the eyepoint and viewing
screen. .

Figs. 8'énd 9 illustrate the method

"employed in the preferred embodiment for
antialiasing.

Fig.-lOIis a block schematic diagram of the

preferred embodiment of apparatus for reproducing

images to simulate movement within a multidimensional -

space in accordance with the present invention.

- Fig. il, consisting of Figs. 11A and 11B,
1llustrates the noise spectra of conventional video
encoding and the image encodlng technique for data
storage on the v1deo disc employed in the preferred
embodlment._ 7

Fig. 12, consisting of Figs. 12a--12D,
1llustrates a conventlonal NTSC encoded video signal
and a szgnal representlng multlolexed analog
components for data storage on the video disc
empldyed in the preferred embodiment.

Fig. 13 is a detailed block schematic
diagram of the keypoint address generator employed in
the preferred embodiment of Fig. 10.

Fig. 14 is a detailed block schematic

~diagram of the Uqg/MJ address calculation unit

employed in the keypoint address generator of Fig.
13. | -

Fig. 15 is a detailed schematic diagram of
the Vg/MK address calcuiation'unit_employed in the
keypoint address generator of Fig. 13.

Fig. 16 is a detailed block schematic
diagram of the sky generator emploYed in the keypoint

‘address generator of Fig. 13.

«
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Fig. 17 is a detailed block schematic
diagram of the row/column multiplier circuit employed
in the preferred embodiment.

Fig. 18 is a state diagram of the
sequential control logic in the row/column multiplier
of Fig. 17. '

Fig. 19 is a detailed block schematic
diagram of the haze overlay circuit employed in the
preferred embodiment illustrated in Fig. 10.

Fig. 20 illustrates converters for hardware

data types employed in the preferred embodiment.

6.0 Detailed Description of the Prefarred
Embodiment
The preferred embodiment of the present

invention, illustrated in the several figures, is an

apparatus which carries out a method and apparatus
for simulating freedom of movement within a
multidimensional imaginary space, utilizing a visual
display, and is particularly useful for commercial
and military flight and/or vehicle/travel simulation.
The effect of movement within the imaginary space is
created by selecting a particular keypoint and
displaying a predetermined set of data associated
with the selected keypoint to create a sequence of
images which would be seen by an observer at an
infinite number of predetermined locations within the
imaginary space. This set of predetermined locations
defines a subspace within the original imaginary
space. The selection of one of a number of
selectable keypoints is made in response to operator
input indicative of the hypothetical "location" of an
Observer within the imaginary space, and the
orientation of the observer such as roll, tilt, and
pan, as well as the trajectory of the observer

eyepoint within the imaginary space. The operator's
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choices, such as provided by operator controls such
as a joystick or the like, are manifested by choosing
a particular keypoint from a set of possible choices
of keypoints, and presenting a sequence of images to
the operator which coincide with the control
exercised by the operator.r

6.1 General Overview of Methodology
6.1.1 Keypoint Projection Surface
Mapping '

Referring now to the drawings, in which

like numerals indicate like elements throughout the
several figures, attention first should be directed -
to Fig. 1 for an expositibn on the methodology
employed in the present invention for image
generation. Fig. 1 illustrates the technique

employed for mapping a panoramic view of an imaginary

- flat world 10 onto a keypoint projection or mapping

surface 13. Simply stated, the imaginary space
through which an observer "travels" includes a flat
two-dimensional surface in all directions to the
horizon. Image'data representing a panoramic view of
the flat world are stored on a storage medium
associated with a predetermined keypoint such as
illustrated at 12. A “keypoint“ is a point in
imaginary séace suepended at a predetermined height
h above the imaginary flat world 10. Image data
cemprising a predetermined number N of pixels
representing the panoramic view from the keypoint
are then mapped onto the mapping surface 13 so that
it may be retrieeed by the circuitry disclosed
hefeinbelow. 7

In other words, to create a set of
keypoint data a keypoint observer is positioned at
the keypoint and progfessiveLy rotates about the
keypoint while “looking" out to the horizon. At each
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incremental position which corresponds to the minimum
picture element resolution, the color value of the
view seen by the keypoint observer, which is a slit
or slice of the keypoint projection surface, is noted
at a column on the mapping surface. The color values
may be represented by fed, green, and blue (RGB)
color components; in the preferred embodiment, the
color values are represented by a multiplexed analog
component (Y,U,K) system.

In still other words, a ray is traced
from the keypoint observer at 12 through the mapping
surface to a point on the imaginary flat world such
as the point 15 on the horizon. The color values of.
the point 15 are then associated with the conic
coordinates of the mapping surface 13 in the
preferred embodiment, for example the point 16 on the
mapping surface.

As an additional example, note in Fig.
1 the point 17 on the imaginary flat world. A ray
traced from the keypoint 12 through the mapping
surface 13 to the point 17 defines a unique location
(Up/,Vp) on the mapping surface 13, where Ug
represents horizontal pixel position as measured
along a circular section taken through the conical
projection surface used in the preferred embodiment,
and Vg represents vertical pixel position.as measured
by row number which corresponds to a particular
circular section. The process of mapping the flat
world to the projection surface 13 is effectuated in
principle by rotating the keypoint observer about the
keypoint 360° while mapping the horizon picture
elements to the projection surface 13, lowering the
"line of sight" by one picture element or resolution
(which in effect selects the next lower circular
section) , and repeating the rotating step 360°,
until the entire panoramic view of the flat world has
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been mapped ohto the mapping'surface 13. In the
preferred embodiment, the panoramic flat world 1is
mapped onto the mapping surface to a horlzontal
resolution of 360/1920 = 0.1875 degrees, which
represents 1920 pixels per row. The mean vertical
resolution is 90/384 = 0.234 degrees, which
represents 384 pixels per column. Accordingly, it
will be appreciated that.each,keypoint requires
storage of a predetermined number N = 1920 x 384
= 737,280 pixels, from which a sampled set of n
pixels are retrieved to prov1de an image for a given
eyepoint within the predeflned space.

As mentioned, in the preferred-
embodiment each of the stored images associated with

- each keypoint is a 360° panoramic view. With the

storage of such panoramié data, it is possible to

~generate a 360° view for the observer. 1In other

words, with only slight modification the backwards
view from the simulator vehicle can be generated,
namely, by providing another channel of circuitry for

generating an 1mage for a back facing CRT. However,

- it should be understood that it is possible to limit

the image associated with the keypoint and thereby
effectuate savings in data storage requirements. For
example, by precluding rearward views for the
observer, and by storing keypoint data only for the
portions or regions ofrthe panorama visible from an
aircraft cockpit (e.gq. . forward and sideward) at a

glven position in space, a less-than-panoranmic

'keyp01nt image can be stored. The method of mapping
the less- -than-360° panorama to the projection surface

is the same. 1In such an embodiment, the keypoint
selected will still:-be a function of the spatial
orientation and location of the observer, but either

less data can be stored while still maintaining

'resolutlon, or alternatlvely’the_same amount of data
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can be stored for a higher image resolution, or the
address generation equations might be simplified.

It will be observed in Fig. 1 that the
mapping surface 13 in the preferred embodiment
comprises an inverted cone suspended above the flat
world, It should be understood that the mapping
surface 13 does not correspond to any actual
geometric structure, but rather corresponds to an
imaginary geometric surface positioned in imaginary
space for purposes of defining a projection surface.
It shall also be understood that in the preferred
embodiment there is no storage of image data for
portions of the image above the horizon line (i.e., -
the "sky" region), hence the mapping surface 13 has a
“base" which is the base of the inverted cone.

Additionally,; it should be understood
that the choice of an inverted cone in the preferred
embodiment is merely exemplary and not by way of
limitation. Those skilled in the art will understand
that other projection geometries, such as an inverted
pyramid, cylinder, or the bottom of a half—sphere;
will also provide a suitable projection surface for
mapping the imaginary space. The choice of a
geometric configuration for use as a mapping surface
is primarily made as a function of the complexity of
the address calculation. For example, a cone was
chosen in the preferred embodiment because the
address calculations for the conic surface are
simpler to implement in hardware than several other
surfaces. Other geometric mapping surfaces require
different coordinate systems, for example a purely
spherical coordinate system might be suitable for

other applications.
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6.1.2 Keypoint Image Creation

Next will be a discussion of the

- methodology employed in the preferred embodiment for

creating'the'keypoint,images. First of all, it will
be understood that in the preferred embodiment a flat
world terrain model is emplbyed és the map of the
terrain which is to be represented by'the images
presentedbin the system. That is, there is no
three-dimensional information in the map, as if the
runway and surrounding areas were perfectly flat.
There are two advantagés tb use of a flat terrain
model. One advantage is that there are no occlusion
problems, as there is nothing in the data base that -
can hide anything else. Another advantage is that

the equations reptesenting the imaginary space are

_simpler when everything is on the same plane. Note

that a flat world was chosen in the disclosed
embodiment for simplicity of implementation.
However, the same teéhniquesrdiéclosed herein can be
extended to nonflat or raised relief surfaces.

‘It will by now be appreciated by those
skilled in the art that the present invention is
particularly suited for use as a visual system in a
flight simulator. In particular, the images of"
airports and other similar terrain can be created
using photographic techniqﬁes or high resolution

computer graphic techniques in order to generate a

. flat two-dimensional map of a terrain that will form

the base or ground in the imaginary space. After the

creation of the original image using such techniques,

the two-dimensional terrain image then is remapped to
the projection surface in the manner described-herein.
After the image has been mapped to the projection
surface, there is no further need for the original
im;ge, and in fact the present invention and the

preferred embodiment of same makes no use whatsoever
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of the original image. The keypoint projection image
is the sole image data required to generate the
plurality of images required to simulate movement
within the imaginary space. All that is needed is
5 the keypoint image data and information about the
location of the keypoints within the imaginary space.
Considerations important to data base
generation include the image projection, reduction of
aliasing, and proper filtering. The image projection
10 must be computed to provide adequate resolution. The
particular method employed in the preferred
embodiment uses fractal techniques to generate the
texture, with an off-line computer graphics station.
Another consideration relates to
15 antialiésing. Since moving pictures are generated by
the present invention, continuity of the images
between keypoints becomes extremely significant.
With switched keypoints (which result when there is a
keypoint transition), portions of an image which are
20 sampled in one keypoint might be omitted in the next,
resulting in visual artifacts. Area sampling,
discussed further below, is employed in the image
creation to reduce this problem in the disclosed

embodiment.

55 Accordingly, it will be understood that
manipulating keypoint images in real-time may prove
problematic if the image data is not originally
generated with attention to the subtleties of

.sampling and filtering. First of all, any filtering
applied to the keypoint data must be "zero-phase",

30 that is, it does not introduce any apparent shift in

any components of the terrain model. For example,

even a one pixel shift applied to every keypoint -may
cause a noticeable mismatch in transition between
keypointé.

35
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Thus, the image data must be mapped to
the keypoints so that if data from two different
keypoints were taken for a given output screen pixel
for a given output position and orientation, these
data would corréspoqd. In other words, for a
transition between keypoints where there has been a
movement in imaginary space such that data from a
different keypoint must be retrieved to display the
next screen, there will be no objectionable

‘transition in the output screen images.

In most applications incorporating the
present invention,'it will be a goal to store as
large a visuél data base as possible on a single"
video disc. Accordingly, the keypoints will be
spaced as far apart as'possible without introducing
objectionable changes in resolution at keypoint
transitions. The introduction of a small shift in
keypoint images;is greatly magnified at distances far
frbm the keypoint-and, if not properly compensated,
can reduce the permissible keypoint spacing.

Secondly, the keypoint image data can
be viewed as a sampled signal of the imaginary
terrain. In fact, it is the product of an array of

impulses (arranged according to the keypoint

' projection'surface) with a terrain map, both of which

are continuous two-dimensional signals. If aliasing
is present in the keypoint image data, it will appear
in the output image as a mismatch in the level of
detail at keypoint transitions. Due to the
impracticality of low-pass filtering the terrain map
relative to the sampling geometry when creating the
Keypoint image data, area sampling is employed in the
present invention during keypoint image creation. 1In
this technique, the source terrain map is typically
provided at a level of detail or resolution greater
than that for the keypoint projection surface with
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its unique geometry. Then, areas corresponding to
the individual pixel areas on the Keypoint surface
are'essentially mapped to the ground or terrain map.
The boundaries of the keypoint surface are mapped to

5 the ground as well. Then, the intensity and color of
the terrain map data base is integrated, summed up,
or averaged, over the projected keypoint pixel area
on the ground. The average intensity and color value.
is used as the keypoint pixel value.

10 Although area sampling does not produce
an alias-free discrete representation of a terrain
map, it renders nearly all sampling artifacts caused
by mapping from the terrain to the keypoint virtually
imperceptible.

15

6.173 Keypoint Layout and Selection
Fig. 2 illustrates the Keypoint layout

within an exemplary imaginary hypothetical space 10.

In the example of Fig. 2, the flat world 10 includes
20 certain geographical features which are particularly
significant for flight simulation, namely, the
presence of an airport runway 18. 1In regions of
particular interest such as this runway, the
keypoints are concentrated in a higher density,
primarily because it is expected that an observer

2 will be traveling most frequently and at lower
altitudes through these regions of interest and it is
desirable to provide the maximum image quality and
resolution in these regions. Accordingly, it will be

30 appreciated in Fig. 2 that the kKeypoints 12a

associated with a given first level are concentrated
in regions of interest such as the airport, but are
less concentrated in regions further away from the
special interest area where the observer will be

traveling at higher altitudes.
35
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o The keypoints 12a signified with an
asterisk (*) signify the keypoints in a given first
plane associated with the flat worlg 10. Each of
these keypoints 12a are positioned at a predetermined
first height h] above the world 10.

Note further in Fig. 2 that in the
preferred embodiment there is provided a plurality of
keypoints 12b signified with a Plus sign (+)
positioned at a predetermined second height hs above
the flat world 10. The keypoints at higher
elevations such as hy are interspersed throughout the
imaginary space at a lower density than the keypoints
at the lower altitude hj due to the reduced need for
terrain resolution at higher altitudes. It will be
understood that all of the keypoints 12b are
p051tloned at the same 1maglnary altitude hao It
should be also understood that other planes of
keyp01nts (not illustrated in'Eig. 2) are provided in
the preferred embodiment at higher altitudes above
h3, and that the image data associated with such
hlgher altitude keypoints represents panoramic images
mapped in the manner described in connection with
Fig. 1 for Keypoint observers p051t10ned at such
higher altitudes.

Each keypclnt is theoretlcally‘capable
of creatlng an entire screen image for any point in
the imaginary space, since each keypoint represents
an entire panoramic image. However, the image
quality will be degraded for eyepoint locations far
away in 1mag1nary space from a single keypoint.
Thus, it will be understood that for optimal image
quality and ‘resolution in low altltude regions of
interest such as runways and attack targets,
keypoints should be arranged at lower altitudes such
as hy in these regions. 1In particular, the keypoint
layout employed in the disclosed embodiment for



WO 88/02517 PCT/US87/02213

25

flight simulation may be considered (1) an
arrangement of keypoints defining an inverted
truncated pyramid for the first 500 to 1000 feet of
altitude in regions of particular interest such as
5 targets or runways, with the recommended attack or
runway glide slope defining the pyramid sides, and
(2) above 1000 feet, an arrangement of keypoints
defining a plurality of planes of progressively
. decreasing keypoint density, each spanning the

10 imaginary space from end to end.

In the disclosed embodiment, the
keypoints are arranged in planes parallel to the
imaginary flat ground. The altitude of a given plane -
is four times the altitude of the next lower plane.

15- For a particular plane, the keypoint spacing is twice
the altitude of the plane. Thus, the preferred

altitudes of the planes are:

TABLE I
20
Plane Plane Keypoint vValid
No. Altitude Spacing Eyepoint Altitudes
1 32 ft. 64 ft. 0.0 - 51.2 ft.
2 128 256 51.2 - 204.8
25 3 512 1024 204.8 - 819.2
4 2048 - 4096 8l9.2 - 3276.8
5 8192 16,384 3276.8 - 13,107.2
6 32,768 - 65,536 13,107.2 - 100,000.0
10 .In Table I, the valid eyepoint

altitudes indicate when a new keypoint will be
selected based on eyepoint altitude. The rule
employed in the preferred embodiment -is that the
transition altitude between two keypoint planes is
equal to the harmonic mean of the altitudes of the
35 two planes. Specifically, if XL represents the
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altitude of the lower plane and XU is the altitude of

the upper plane, the transition altitude XT is given

by the equation XT = (XL * XU)/((XL + XU)/2). Note

that this rule is not used to determine the lowest

5 valid altitude for plane no. 1 or the highest valid

' altitude for plane no. 6. 7

Several techhiques may be employed for

kKeypoint seiection,.depending on operational

requirements; One simple technique for keypoint

10 selection involves merely choosing the closest

keypoint to the eyepoint, which is computationally

fast. In order to increase the area which can be

spannedrwith a given data storage capacity, the

'keypoint spacing can be increased in the manner

15 described above and a keypoint chosen which is closer

to most of the terrain in the field of view of the

observer. For example, if the eyepoint is at 512

feet and the field of view is perfectly orthogonal to

the ground and is 48 by 36 degrees, the point on the

20 9Jround closest to the eyepoint is actually 1576 feet

-away. This represents about 1.5 keypoint spacings

 for this altitude in Table I. Most of the terrain in

the field of view, however, will be substantially
farther away than this. ' 7

25 The p:eferred keypoint selection method

chooses the keypoint closest to the point on the

ground seen at the bottom—éenter of the output screen.

However, the position of the selected keypoint is

restricted so as not to vary by more than plus or

minus one keypoint spacing in either the west-east or

30 south-north directions. Since the keypoints are
arranged in a gridwork ruhning Wwest-east and
‘south-north, the keypoints are referred to through an
ordered pair notation in the preferred embodiment.

- An ordered pair selects a partidular keypoint from

35

the keypoint data memory'for use in generating an
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image. For example, assume the closest keypoint to
the eyepoint is at (6, 15) and the keypoint closest
to the point on the ground at the bottom center of
the screen is at (8, 18). Then the selected keypoint
would be at (7, 16). 1If there is not a keypoint
stored for this location, then a violation of the
layout rules described in Table I has occurred, for
example, the observer is travelling too low far away
from the runway, substantially off the expected glide
path. In order to provide an image, albeit a
degraded one, the selection method is employed using
the next higher keypoint plane. Eventually, a
keypoint location will be computed for which a -
kKeypoint is stored, since the three upper keypoint
planes in Table I span the entire imaginary space in
the disclosed embodiment.

The above described procedure for
keypoint selection can be reduced to the following
method, which is implemented as a brogram for the
master controller employed in the preferred
embodiment (the variables are defined further in

section 6.2.1.):

1. Select the keypoint plane-based
eyepoint altitude as given in Table I, as a function

of input from the host.

2. Compute the variables XFOCUS and
YFOCUS, which represent the point on the ground at
the bottom center of the screen:

A. Define the eyepoint position as
(x,y,2) and the heading or azimuthal
angle as PAN. Denote the tilt angle by
TILT and half the vertical field of
view by PHIMAX.



PCT/US87/02213

WO 88/02517
.28
B. If -90 degrees < TILT < + 90
N degrees, then set PHIFOCUS = - PHIMAX +
TILT. Otherwise, set PHIFOCUS = PHIMAX
+ TILT.
: C. XFOCUS = x - z * (cos PAN/tan
PHIFOCUS)
.~ YFOCUS = y - z * (sin PAN/tan
10 PHIFOCUS)

15

20

25

30

35

3. Determine the index of the keypoint in
this plane closest to the. point (XFOCUS, YFOCUS), -
i.e., the Keypoint spacing in feet represents the
minimum index amount for a given plane. Denote this
index as (IFOCUS, JFOCUS). .

4. Determine the index of the Keypoint in

this plane closest to the point (x,y) and denote it

- as (1,J3).

5. Compute adjustment factors IFOCUSADJ
and JFOCUSADJ as follows:

min (1, max (-1, IFOCUS - I))
min (71, max (-1, JFOCUS - J))

IFOCUSADJ
JFOCUSADJ

.

6.. Denote the index of the keypoint
selected by'- (ISELECT, JSELECT), and compute these
parameters as follows:

ISELECT = I + IFOCUSADJS

JSELECT = J + JFOCUSADJ

7. Employ the keypoint selected in step 6
to generate the image. If there is not a keypoint
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stored in the data base at this index, increment the

plane number by one and repeat the method at step 3.

6.2 Equations for Implementation in the
Preferred Embodiment
6.2.1 Definition of Variables

Turning next to Fig. 4, there will now

be described the mathematics underlying the image
sampling or extrapolation technigue employed in the
preferred embodiment. The objective is to find the
coordinates on the projection surface of the selected
keypoint for a given screen projection surface
coordinate, eyepoint position and orientation, and a-
keypoint position. First, it is necessary to orient
the various positions of the observer eyepoint, the
keypoint, and the imaginary ground relative to one
another so that the relationship between these
constructs is clearly defined. It will of course be
understood that the objective in the preferred
embodiment is to present an image of a hypothetical
flat world to an observer moving through an imaginary
space. In the preferred embodiment the observer, or
at least the eye of the observer called the
"eyepoint" 21, takes a position within an imaginary
three-dimensional space signified by the variable set
(x,y,2z). In the imaginary space, the x and y axes
are along the flat ground, and the origin is fixed to
some arbitrary position in the ground relative to the
50 mile by 50 mile data base in the preferred
embodiment. The variable z represents the altitude,
in feet, from the ground. Furthermore, the variable
X extends positively in the easterly direction, while
the variable y extends positively to the north in the
imaginary space.

Still referring to Fig. 4, imagine next

that a viewing screen 20 is positioned in front of
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the eyepoint 21. The viewing screen of course in the
preferred embodlment is a raster scanned color CRT.

Assume further that the viewing screen 20 is

positioned at a predetermined or given orientation

relative to the x,y,z axes. The orientation of the
planar viewing screen determines the attitude and
orientation of the observer relative to the imaginary
space, for example if the observer is tilted or
rolling relative to the horizon. Accordingly, the
“look angle" for the observer positioned at location
(x,v,2z) is defined by the wvariables PAN, TILT, and
ROLL in degrees. ] '

. Referring to Fig. 4, the variable PAN ~
is a horizontal angle or aéimuth. Zero degrees is
defined as being in the x or east direction, and the
angle increases to the north. The TILT angle is
defined as the vertical or elevation angle. A
perfectly horlzontal TILT angle represents zerc
degrees, and the angle is positive above the horizon.
It will be noted in Fig. 4 that the angle TILT is
about -45°. Finally, the ROLL angle is defined as

‘the roll angle of the viewing screen 20 relative to

the center of the screen. When the viewing screen is
perfectly level, the ROLL angle is zero degrees, and
increases in the positive direction as the horizon on
the screen moves clockwise. For example, it will
noted in Fig. 5 that the angle ROLL illustrated
therein is about +15°. In the preferred embodiment,
to avoid ambiguity the attitude angles are applied in
the following order: PAN, TILT, and ROLL.

Accordingly, it will be appreciated that first the

PAN angle is established, then the TILT angle is
established, and finally the ROLL is applied. A
"max" subscript, for example TILTpax Oor PANpax»
represents the angular limits of the observer's field

of view.
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The next position to be defined is the
keypoint position. The keypoint position is defined
as occupying a position in the imaginary space at
(%0,Y0:20). In accordance with the invention, given
any eyepoint position (x,y,z) and attitude angles
(PAN, TILT, ROLL) in imaginary space,one and only one
associated keypoint is selected, and the image data
associated therewith retrieved from memory and
displayed in the manner to be described. Thus, for
10 purposes of the definitions which follow, it will be

understood that a predetermined keypoint (xqg.yg.2zq)
associated with a given observer position (x,y,z) and
attitude (PAN, TILT, ROLL) in the imaginary space is
uniquely defined. It should be understood that there
15 are a plurality of spatial coordinates for the
Observer eyepoint which will result in selection of
the same keypoint, inasmuch as the image data
associated with each keypoint represents a panoramic
view in all directions and for all spatial
o9 ©Orientations.

Finally with respect to the keypoint
coordinates, each keypoint possesses an angular
dimension represented by the variable CONE (Fig. 4),
which represents the angle in degrees of the conic

projection surface 13 relative to a vertical line

23 through the apex.

' The next parameters to be defined are
the ground coordinates in imaginary space. Assume as
in Fig. 4 that the eye of the observer, positioned at

10 (x,y,2), is looking directly at a point on the

imaginary ground (x3,¥a:23). Thus, it will be
appreciated that a ray 21 traced from the eyepoint
(x,y,2) to the ground (x5,ya,2z5) defines a unique
point on the viewing screen 20, which is represented
by the variables (u,v). Each point (u,v) represents

35 4 predetermined pixel on the viewing screen 20. As
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shown in Figs. 6 and 7, the variable u represents the

horizontal dimension of the screen, wherein the

origin is positioned at the center of the screen and
is positive to the right. The variable v represents

the vertical dimension, having its origin also at the

center of the screen, and is positive in the up
direction, that is, to the top of the viewing screen.
It will noted in Figs. 6 and 7 that
there are limits of the field of view of the
observer, inasmuch as the observer is positioned back
from the center of the viewing screen. These limits

repfesent the edges of the viewing screen 20. Thus,

the pixel limits in the horizontal direction ar= -

represented by the numbers Upzy, ~-Upagxs While the
pixel limits of the field of view in the vertical

direction are represented by the numbers Vpay: ~Vpax-

- Note further in Figs. 6 and 7 that the angles for the

>:limits of the fielq of view are represented by the

numpers TILTpy ¢ and PANpa k.

| The objective of defining the screen
coordinate variables (u,v) is to retrieve and display
a pixel at the location u,v on the viewing screen 20
which represents the image the observer would see
looking through the screen 20 at the imaginary
ground, at the point (x5,Ys,2Z3). The screen position

(u,v) maps into the position (Ug,Vg), which is a

"position" on the keypoint projection surface 13. It

should be understood that the projection surface 13
merely represents an imaginary projection surface on
which is “painted" the entire panoramic scene in the
manner as described in connection with Fig. 1. Thus,
the keypoint~pixél coordinate (Ug,Vg) used to
determined a pixel value to be displayed on the
screen 20 at the position (u,v) is defined by
extending a ray 25 from the ground point (x5,ya:2z3)

up to the projection surface 13 through the keypoint

PCT/US87/02213

~
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(x0,¥0,20). The intersection of the ray from
(%XasYar2a) to (x0.Y¥0,20) uniquely defines a point
(Ug.Vg) on the projection surface 13. Thus, the
entire screen 20 is "painted" by raster scanning and
diéplaying at each and every pixel location (u,v) on
the screen a pixel obtained by extending a ray from
the observer at (X,Yy,z) through the viewing screen 20
to the ground point (x3,¥3,23) up to the keypoint
(x0,Y0:20) and displaying a pixel determined by the
10 coordinates (Ug,Vg) where the ray 25 intersects the
projection surface 13.

The limits of the field of view of the
screen 20 in Fig. 4 define the limits of the set of -
data which are displayed for any one given screen

15 image. For example, the pixel (u',v') is positioned
at the upper left-hand corner of the screen (relative
to the eyepoint), and represents the point on the
ground (X3',Y3',Z5'). This pixel corresponds to the
limits of the field of view (-Upsx, Vpax). Tracing
the rays 22' and 25' locates the displayed pixel at
address (Ug',Vp') on the projection surface. In one

sense, each corner of the viewing screen defines a

20

point on the projection surface which bounds the
region on the projection surface which contains the
pixel data to be displayed for the current frame.
However, it should be understood that the pixel data
to be displayed are selected by sampling rather than
by display of all data within the boundary. It will
be appreciated that since the bounded region just
described is on the flat earth or ground, and that
this region is then mapped to the keypoint projection
surface, it is not strictly true that the sampled

25

30

pixel data uniquely defines a bounded region on the
projection surface nor necessarily defines a bounded

region on the projection surface.
35
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One further definition is required
prior to deriving the equations for obtaining a pixel
fto be displayed. 1If a line is extended from the
keypoint (xg,yg:20) to the ground, it will intersect

5 the ground coordinates through the apex of the

projection surface 13 at a point 23. Since the image

~data associated with the keypoint is a panoramic

view, there is an angle between the x axis in the

easterly direction and the line 247extending from the

10 ground point.(xa,yé,za) to the point 23. This angle
is defined as thetaq, which is used in finding Ug.

The keypoint 1mage coordinate (Ug,Vp)
in pixels is defined in a manner similar to the -
screen coordinates (u,v) wherein Up is a horizontal

15 or azimuthal variable, with the zero position in the

' easﬁerly airectionrand'increaSing to the south or

-y axis. The variable Vo is the vertical or

elevational dimension, with -Vgps, at the apex of the

conical projection surface, and inéreasing positively

20 upwards in the z direction. Note further that the

keypoint image comprises terrain or ground data only.

The portions of the image which constitute sky are

computed in a manner as will be described below, and

no separate data corresponding to the sky is stored.

25 It will be uhderstcod that the foregoing described

flat world technique could also be employed to
produce sky and cloud 1magery as well.

6.2.2 Frame Rate Constants ,
Equations that are employed to

30

-determine keypoint coordinates (Ug,Vy) as a function
of screen coordinates (u,v), eyepoint position
(x,¥,2), eyepoint orientation (PAN, TILT, ROLL), and
keypoint position (xqg. yQ,zo) can be written for
various keypoint and eyepolnt-prOJectlon surfaces, it

35

of course being understood that in the preferred
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embodiment the keypoint projection surface is a conic
surface and the eyepoint projection surface ig a flat
display screen. In the preferred embodiment, it has
been shown by analysis of the mathematics underlying
5 these equations that they may be rewritten in terms
of several intermediate variables (A,B,C) to simplify
their computation. It can be shown that the
equations for determining the intermediate variables
(A,B,C) given the screen coordinates (u,v) take the

10 form of the following equations:

A=al *u+ a2 *v + a3 (Equation 1)
bl * u + b2 * v + b3 (Equation 2)
=cl *u+c2*v+c3 (Equation 3)

0O w
ton

15
where the variables al, a2, a3, bl, b2, b3, cl, c2,

and c3 represent frame rate constants, that is, they

do not change during the computation of an entire

output image. In these equations, single asterisks
20 (*) represent multiplication, while double asterisks
(**) represent exponentiation.

Moreover, and equally importantly, it
has been determined by analysis of the mathematics
of Equations 1, 2, and 3 that the coefficients can be
55 computed at frame rate, that is, the numbers do not

change for a given frame. Other parameters must be
computed at pixel rates, that is, a separate
computation is required to define each pixel. The
frame rate constants are defined in terms of the
variables defined in connection with Fig. 4 as

30 foLlows:

al = [(((x=-xg)/2g)*cos TILT *sin ROLL) +
((z/z2g9)*((cos PAN *sin TILT *sin
ROLL)-(sin PAN *cos ROLL)))] *
35 [ (tan PANpay) /Upax]
(Equation 4)
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a2 = [(((x=-xq)/20)*cos TILT *cos RbLL) +

((2/2g)*((cos PAN *sin TILT *cos
ROLL)+(sin PAN *sin ROLL)))] *

(Equation 5)

a3 = (((x-xq)/zg)*sin TILT)-((z/zq)*cos

PAN *cos TILT)

(Equation 6)

bl = [(((y-yg)/zg)*cos TILT *sin ROLL) +

((z/z0)*((sin PAN *sin TILT *sin
ROLL)+(cos PAN *cos ROLL)))] *
[(tan PANpay)/Upayl

(Equation 7)

b2 = ((((y-yg)/2zg)*cos TILT *cos ROLL) +

((z/zo)*((siﬁ PAN *gin TILT *cos
ROLL)-(cos PAN *sin ROLL)))] *
((tan TILTpax)/Vpaxl

(Equation 8)

b3 = (((y-yo)/zg)*sin TILT)-((2/2zg) *sin

PAN *cos TILT)

(Equation 9)
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cl = ((tan PANpay)/Upay)*cos TILT *sin
- ROLL *tan CONE
(Equation 10)
5
c2 = ((tan TILTpay)/Vpax)*cos TILT *cos
ROLL *tan CONE
10 (Equation 11)
¢3 = (sin TILT * tan CONE)
15 (Equation 12)

20

25

30

35

6.2.3 Qutput Memory Address

Equations MJ, MK
It has been determined from analysis of

the geometries of the eyepoint projection surface,
the imaginary ground, and the keypoint projection
surface that basic equations may be derived for
obtaining the address of a picture element on the
keypoint projection surface as a function of a given
element to be displayed on the display screen, that
is for a given (u,v). Given a position in the
imaginary space for the observer at (x,¥,2), the
numbers A,B,C resultant from the solution to
Equations 1--3 form the basis for the following
output equations which are used to derive the pixel
(Ug.,Vg). These equations are pixel rate
computations, and the digital representations of
these numbers form a memory address which is used to
retrieve and display the RGB values of a particular

pixel:
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= (‘UOmax/PANOmax)'* thetag
= (‘UOmax/PANOmax) * arctan 2 [ (ya-vo)/
(x5-%0) ]

[
o
[

wm
[

= (~UQmax/PANQpa x) * arctan 2 [(B * sign
C * sign zg)/(A * sign C * sign zg) ]

((-Uomax/PANQpay) * OFT1) + ((-Uomax/
PANQmax) * (L - (2 + Soutl1)) *
10 , : (arctan (2 ** (log, | B | - logsp
’ [a|))))
when | B |[< |A |

((~Uomax/PANgpax) * OFTL) + ((-Uomax/
15 , PANOmax) * (1 - (2 * Sgyuep)) *
- (arctan (2 ** (logy |A ] - logy
[B]))))

when [B > |a ] ;

20 : = ((-Uopmax/PANQpax) * OFTL
' when [B | =|a].

(Equation 13)

)5 In Equation 13, the yariable OFT1 represents one
: selected value from the contents of an offset table
- for computing Ujg. This table holds values that make
fhe computation of Ug practical by taking édvantage
of the'eight-fold symmetry of the arctan function.
The value of OFT1 is éelécted,frcm a table according

30 to the value of four Boolean equations given in Table
II. Note that arctan 2 (y/x) is defined as arctan
(y/x) if x > 0, and.arctan (y/x) + 180° if x < 0.
It will'be observed in Equation 13 that
the formula for Uy takes different forms depending
35

upon certain conditions set forth in the equations.
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into the values of the
logical variables BGTA, BEQA, SA, and SB, as shown in
the following table:

TABLE II
OFT1 Table
Inputs OFT1 (used in
Sout2, S180, S90, Soff Equation 13)
0 0 0] 0 0 deg.
0 0 0 1 0 deg.
0 0 1 0 +90 deg.
0 0 1 1 -90 deg.
0 1 0 0 +180 deg.
0 1 0 1 -180 deg.
0 1 1 0 +90 deg.
0 1 1 1 -90 deg.
1 0 0 0 +45 deg.
1 0 0 1 -45 deg.
1 0 1 0 +135 deg.
1 0 1 1 -135 deg.
1 1 0 0 +45 deg.
1 1 0 1 -45 degq.
1 1 1 0 +135 degq.
1 1 1 1 -135 deg.
SDIV = BGTA
SOFF = NOT SB
S90 = BGTA OR (BEQA AND (NOT SA))
S180 = NOT SA
SOUT1 = (NOT BGTA) XOR (SA XOR SB)
SOUT2 = BEQA
where BGTA = 1 when [B|> |A ]|,
= O when |B | < |A|
BEQA = 1 when |B|=|A |,
= 0 otherwise
SA = 1 when A<Q,
0 when A>0
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1 when B<O
0 when BZO

Those skilled in the art will understand that the

offset for use in Equation 13 is derived upon

' application of the condition set forth in Table 1 as

a function of the conditions set forth tﬁerein, after

computation of the variables A and B in Equations

1--3.

In a similar manner, the output

‘equation for Vo is formed in accordance with the

following equations:

Vo

Vomax *-[((Xa4Xoj cos thetag +
(ya-yo) sin thetag - z, tan CONE)/
((x3-%g) cos thetag +

(Ya'YO) sin thetag + Zg tan CONE)]

B sin thetag - C)/
(A cos thetag + B sin thetag + C)1]

Vomax * [(A - C cos thetag)/
| (A + C cos thetag)]
for -45° < thetag < 45° or
135° < thetag < 225°

Vomax *[(B - C sin thetag)/

(B + C sin thetag)]
for 45° < thetag < 135° or
225° < thetag < 315°

Vomax * ((1 - RP)/(1 + RP)) = (1 -
(2 * RINV)) * (1 - REQ)

(Equation 14)

0
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where RP = = 2**(MPYC-logy |A | ) for BGTA = 0, RINV=0
B = 2**(MPYC-log, | B |) for BGTA = 1, RINV=0
= 2%**(logy | A | -MPYC) for BGTA = 0, RINV=1
= 2**(logy | B | -MPYC) for BGTA = 1, RINV=1
. ,
where BGTA = O when |[B | < | A
. 1 when |[B|> |Aa]
RINV = O when MPYC < the larger of logy |A |or
logp | B |,
10 = 1 when MPYC > the larger of logp |A | or
logp | B |
REQ = 0 when MPYC is not equal to the larger

of logy | A | or logs | B |
1 when MPYC = the larger of logp | A | or
15 logy | B |
MPYC (loga |C|) +
(logp(cos(arctan(2**(logs | B | -logs
[A]))))) for BGTA = 0,
(logz [C|) +
(logz(cos(arctanf2**(1092
|a]| -logy |B|))))) for BGTA = 1

1}

20

It will be appreciated by those skilled
in the art that Equation 14 also is a multiple part
25 equation which results in different computations as a

function of the values of certain logical variables
as defined in connection with the equation.

Next, it should be understood that as
stated in the definition of variables, the
computation (Ug,Vg) constitutes a position in

30 keypoint projection surface coordinates for a given
output screen coordinate position (u,v). Further
manipulations of the expressions for (Ug,Vg) are
required in order to convert the calculations
resultant from Equations 13 and 14 into

35  hnardware-usable physical addresses which are used to
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access a digital storage memory which contains Y,U,K
color data for the pixel to be displayed at position
(4,v) on the viewing screen.

, Accordlngly, the following equation
deflnes the hardware address MJ for use in actual
memory accessing:

MT

Ug + MEMJ

OFT + ((-Ugpax/PANgpax) * (L - (2 *
‘Sout1)) * (arctan (2 ** (log, |B |-
logy |A]))))

when BGTA = 0, BEQA = 0;

"

Sout1)) * (arctan (2 ** (log, ]A]
logy [ B |)
when BGTA = 1, BEQA = 0:

OFT when BEQA = 1.

(Equation 15)

where OFT is related to- OFTl used in Equation 13.

OFT dlffers from OFT1l in that it includes terms
required for the "wrap around" of the polar
coordinateon on a rectangular plane of physical
memory holding the keypoint. In addition, those

'skilled in the art will appreciate that an offset

value is required to transform the screen origin
(0,0) 1llustrated in Fig. 7 to the raster origin
(0,0), which is the beglnnlng pixel for purposes of
the raster scan of the screen 20. Therefore, OFT is
used in the preferred embodiment rather than OFTI.
The relationship between OFT and OFT1 is given by

 Equation 16:
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OFT = (-UQpax/PANQmax) * OFT1 + MEMJ
(Equation 16)
5 The variable MEMJ represents a systenm

constant that is equal to the difference between Ug
and the physical address of the memory that
corresponds to the pixel specified by Ug. Thus, it
will be understood the MEMJ represents a memory
10 offset which is then combined with the value OFT1
given in Table II to form OFT used in Eguation 15.
In a similar manner as for Up and MJ,
the hardware address related to the pixel address Vg -

is formed in accordance with the following equation:

15

MK = ((Vg + MEMK) * (SC)) + ((SC) * SKY)
MK = ((Vg + MEMK) * (SC)) + ((SC) *
((MEMSKY/tan CONE) * (| C | ) *
2** (NORM) + OFFSKY))
20
(Equation 17)
where SC = 1 when C is negaﬁive ( for
TERRAIN pixel)
25 = 0 when C> 0 (for SKY pixel)
and S5C = the logical NOT of SC.
MEMSKY = system constant

corresponding to number of pixels in a physical
30 nmemory map allotted to SKY lookup table, minus one.

OFFSKY = system constant equal to
physical address of the SKY lookup table's first

pixel, corresponding to the horizon.
35
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NORM = a frame rate integer constant
from the system'prdcessor used to compensate for any
normalization of A, B, C done by the systen
processor, for the purpose of optimizing the
precision of the.real time hardware. Note that if A,
B, C are multiplied by some factor (1/2**NORM) the
result for the output and hardware equations is
unchanged. o
' As in Equatibn 15, the variable MEMK is
a2 system constant equal to the difference between Vo
and the physical address of the memory that
corresponds to the pixel specified by Vjq.

It should be notsd in connection with -

Equatlon 17 that the terms. assoclatea w1th the

loglcal variable (SC) may be considered as "sky

. terms"; herce the label SKY. It will be recalled

from the discussion in connection with Fig. 4 and the

- definition of coordinates and variables that no data

for positions above the horizon in the panoramic

image are stored. Rather, in the preferred
embodiment of the present invention, when the input
information as to the orientation and position of the
observer are such that the observer is looking ét the
sky, circuitry forming a part of the present
invention are activated which causes the generatlon

of an address into a physical "sky" memory array of

- data which corresponds approximately to the color of

the sky for a given angular distance above the
horizon. For example, pixels having a "sky"
coloration are reproduced for portions of the image
corresponding'totregions above the horizon line, and
this coloration één change'for example gradually to
deeper shades of blue for pixels higher in angular
elevation above the horizon.

o
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6.2.4 Haze Approximation

In the present invention, means are

provided for overlaying an approximation of haze on a

displayed series of video images to Simulate variable

5 visibility. The haze superimposed on a given scene

generally is a function of distance from known

terrain, for example the altitude of the observer in

the imaginary space. The haze overlay may also be

employed in a ground vehicle simulator, for example a

10 battle tank simulator or automobile simulator, to

overlay variable visibility due to smoke, fog,
chemical mists, etc.

Haze 1is calculated in the preferred

embodiment based on an approximation that distance

15 from the eyepoint through the viewing screen pixel to

the ground remains constant along lines on the screen.

that are parallel to the horizon., While this is

strictly true only for some spherical output screen

projections, it has proved acceptable for moderate

fields of view for the pPlanar output screen

projection used in the preferred embodiment, and such

20

an approximation is relatively easily calculated. In
other words, a constant haze is superimposed on all
portions of the image which are parallel to the

55 horizon line. Thus, should the observer undergo a
roll, the haze will roll as well and be maintained
constant along ﬁhe horizon line.

It can be shown that certain portions
of the mathematical representation of a haze overlay
for a generated image may be computed at frame rate

30 rather than at pixel rate, according to the following
equations:

£l = (-PANpax/Upayx) * (sin ROLL)

35 (Equation 18)
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1}

£2 = (-TILTpax/Vpax) * (cos ROLL)

(Equation 19)

£3 = -TILT

(Equation 20)

These frame rate constants are employed to compute a

number F whlch is represented in terms of a displayed
Vplxel (u,v):

F=fl *u+ £2 * v + £3
(Equation 21)

"After the computation of the number F, which

corresponds to the ahgle to the horizon of a point on
the output image, the variable HF (which corresponds
to “haée factor") is calculated according to the
following equation: ) |

= (.02) ** (1/(RVRZ * (sin F)))
(Equation 22)
where RVRZ is a unitless visibility term which
corresponds to the runway visual range (visibility

distance) divided by the altitude of the eyepoint.
‘The computation of the haze factor HF

is used to determine the weighted average between
-haze 1nformatlon and terrain or sky pixel 1nformat10n

being dlsplayed The result of the computation of HF

" is employed to compute an output color value

represented by the variable OUT. The OUT signal,
which comprises combined haze, terrain, and sky data,

is provided to digital-to-analog converters together

PCT/US87/02213

o



PCT/US87/02213

wO 88/02517

10

15

20

25

30

35

47

with the terrain or sky data, and forms the RGB
output from the keypoint data memory, as represented
by the following equation:

OUT = (HF * TERR) + ((1 =~ HF) * HAZE)
(Equation 23)

where TERR = terrain/sky data from the antialiasing
circuit, and

HAZE = a constant representing haze color value
sent by the master controller.

Equation 23 is computed for each of the three color
channels red, green, and blue. The value of the
output OUT represents an output color value for each

color channel.

6.2.5 Antialiasing
In some prior art computer graphics

applications, a technique called "texture mapping" is
sometimes employed. 1In conventional texture mapping,
the scene to be simulated is generaéed by
conventional polygon generating techniques, and some
type of pattern or texture from a separate data base
or other source is then generated to fill in the
region within each given polygon. 1If this technique
were employed in real-time simulators, a map of the
entire imaginary world would be stored in a
two-dimensional array, and a raster scan display of a
pixel generated according to the location of an
eyepoint and orientation within a predetermined space.
If resolution is desired down to, say, one foot, the
amount of data required for storage for a 50 mile
Square data base is approximately (5280 ft/mile)?2
*(50 miles) * (50 miles) * (24 bits per RGB pixel) =
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1.67 x 1012 bits of data storage, about 209 gigabytes.
Needless to say, this represents an extremely vast
amount of data storage, and in practice, this
technique is not used in this manner in real-time
szmulatlon. . 7

Additionally} the above-described
texture'mapping technique provides a constant
resolution image regardless of the distance of the
observer from the terrain. As the Oobserver's
altitude,increases, one pixel in the eutput image
subtends a larger and larger number of stored pizxels,

each making a contribution to the color of the output

pixel. Although "skipping” the contribution of some

of ;hese pixels will greatly simplify the task of
bulldlng a machine to create real-time images from a
vast store of information, this will cause a
“twinkling” of fine detail. Thisrhas proven to be an
annoying phenomenon in" images used in flight
simulation, in that it detracts from the realism of
the image. This and other annoying artifacts caused
by "sklpplng", i.e., subsampling the data base, are
known to those skilled in the art as "aliasing"

' Aliasing results in "sparkling" of
terraln features, for example when a bright object is
alternately’dlsplayed and then skipped over at a
given altitude. The a11a51ng phenomenon is also
referred to as “sampling artifacts". Aliasing is
espec1ally a problem for small features, for example,
a painted strlpe on a runway which is only three feet
wide or so. At high simulated altitudes, parts of
the runway stripe will flash on and off, i.e.

sparkle" because of alla51ng. -
Prior art efforts to reduce or

ellmlnate sparkling typlcally involve deliberate

blendlng or fuzzing of an image when lesser
‘resolution is called for. In the present invention,

9

L]
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steps are taken to reduce or minimize aliasing in a

substantially different manner. 1In the preferred

embodiment of the present invention, a digital filter

is employed to reduce sampling artifacts. The

5 techniqde employed is to reformulate the keypoint
address, which selects data in the keypoint data
memory, to retrieve data corresponding to the four
keypoint pixels surrounding (Ug,Vg). In the
preferred embodiment, a finite impulse response (FIR)

10 filter described by the following equation is
employed to effectuate antialiasing:

tri(x,y)
(L-]x|)*(1-]y])

h(x,y)

15
for -1{ x { + 1 and -1< y £+ 1,

0 elsewhere.

20 (Equation 24)

It will be appreciated that in the
preferred embodiment the FIR filter preferébly'has a
somewhat pyramidal-like impulse response as
55 illustrated in Figs. 8 and 9. The address into the
keypoint image, represented by the computation of the
variables MJ and MK, are reformulated for

antialiasing as a function of the following equation:

30 R = (MJ,MK) = (MJI + P, MKI + Q)

(Equation 25)
where MJI and MKI are the integer keypoint pixel
memory addresses, MJ, MK are resultant addresses as

35 computed above for a resultant location R which is
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surrounded by four pixels,and P and Q are fractions
ranging from 0 to 1. ,
— As shown in Fig. 8, in the preferred
embodlment the resultant dlsplayed pixel R is
5 provided as a function of the pixels (MJI,MKI),
© (MJILMKI + 1), (MJI + 1, MKI) and (MJI + 1, MKI + 1).
The fractional values P and Q are represented in the
preferred embodiment by the subpixel address portions
of MJ and MK, réspectively, and are used to weight
10 the contribution from these four retrieved data
pixels to create an estimate of the "true" value of
‘the resultant pixel R. This estimate is then used as
the actual RGB value of the pixel displayed on the -
screen. It will therefore be understood that in the
15 préferred embodiment, four pixels are retrieved from
- memory for each pixel displayed.

6.2.6 Hardware Data Tvpe

- Converters
20 o In actually building an apparatus for
manipulating the imaginary space as illustrated in
Figs. 1 and 4, and implementing Equations 1--25, many
mathematical operations including angular functions,
multiplication, division, énd exponentials must be
25 ~accomplished in'real-timg, and certain functions must
be accomplished at pixel rates. Fast, high precision
multiply and divide hardware is expensive and complex.
Accordingly, in the prefe:réd embodiment logarithmic
representations of various parameters are employed.
Thus, Iogérithmic data types'are empldyed for certain

30 computations so that the resultant hardware for
multiplicatioﬁ and division can be implemented by
addition or subtraction operations. Although a
logarithmic data type cannot directly represent zero,
and at times cértain variables may actually be zero,
35

the numerical values in the preferred embodiment
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represented by logarithms are represented with
sufficient precision as to approximate a number very
close to zero. In particular, see the discussion
hereinbelow in Section 6.4 pertaining to Data
Precision Considerations.

For the keypoint address generator
circuitry, intermediate values A, B, and C
(identified in Equations 1, 2, and 3) are computed in
binary two's complement fixed point representations.
For further calculation, these variables are
converted to signed two's complement base-two
logarithmic data types. This conversion is
effectuated in two steps. First, a fixed~to-floating
point conversion is done, and then the result of this
conversion is transformed to a logarithmic format by
separate operations on the mantissa and exponent.

Referring in this regard to Fig. 20,
the data type converters 30 for conversion from a
particular data type employed in the preferred
embodiment to another data type are illustrated. 1In
parzicular, conversion from digital representations
of 32 bit fixed point, to floating point, to base two
logarithmic formats, is illustrated.

After the discussion above in
connection with the equations representing the
imaginary space employed in the preferred embodiment,
it will be appreciated that particular pixel rate
variables A, B, and C are employed in certain
calculations. These variables are provided in the
preferred embodiment as 32 bit fixed point two's
complement data representations. Each of these
signals is provided first to an absolute value
converter block 31. The absolute value block 31
takes the two's complement fixed point number A, B or
C and forms an unsigned 31 bit binary magnitude
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representation provided to a shift matrig 33, plus a
1 .bit sign signal-designated SIGN or SM.

A leading digit detect circuit 32,
comprising a plurality of priority encoders, finds

the first digit out of the 32 bit input number which

differs from the most significant bit, and provides
thls leading digit 1nformat10n as a 5 bit number LI.

VLI corresponds to the number of binary digit

positions away from the most 31gn1f1cant bit from
which the leading digit is found, and accordingly
represents the exponent of the input number, minus
one (E-1). The number LI is provided as both the
output of the float-to- log convortar and as the AMT +

1 1nput to shlrt matrix 33.

Shift matrix 33 is a standard digital
shift matrix well known to those skilled in the art,

‘and may be constructed with a plurality of data

selectors/multiplexers. The AMT + 1 input is the
shift amount tﬂatris tb be shifted by the shift
matrix 33. The output of the shift matrix represents
the floating point mantissa of the input number
shifted by LI places. The shift matrix 33 output
forms the 16 bit mantissa M of a floating point
répresentation of the input number. _

The three outputs comprising the sign
SM, the mantissa M, and the exponent E-1 or LI can be

thought of as a floating point representation of the
~input number. 1In converting these numbers from

floating point format to log format, only operations
on the mantissa M are required. The exponent figure
LI, which is supplled by the output of leading digit
detect 32, forms the 1nteger portion of a
logarlthmlc representatlon, hence the name LI. The
mantissa M of the floating point representation is

provided to a look up table 34 which performs the
function of (1+ log 3) of the input value. The

PCT/US87/02213
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output LF of table 34 forms the fractional portion of
the base two log representation so that LI represents
the integer bits and LF the fractional bits of the
log representation.

Those skilled in the art will
appreciate that the forégoing process is basically
reversed in order to convert back from a base two log
type format into a two's complement fixed point
output or into such other data types as may be
required at points in the circuitry. A look up table
35 which performs the function 2%-1 converts LF back
into a floating point mantissa M, and a shift matrix
36 shifts the mantissa M by an amount represented by.

LI.

6.3 Schematic Diagrams of the Preferred

Embodiment

In the preferred embodiment of the present
invention, the above-described method for displaying
sampled portions of stored keypoint data is performed
by apparatus 40 as illustrated in Fig. 10. Referring
now to Fig. 10, the system 40 employed in the
preferred embodiment comprises-a combination of

components adapted for accessing keypoint data
prestored on a video disc 41, to be retrieved by a
video disc player 42 and processed by other circuitry
Lo create a series of displayed images. The system
40 may be viewed as comprising two separate
subsections, a processing unit 45 and a calculation
unit 46. It should be understood, however, that
these functional divisions are merely employed to
ease the description of the circuitry employed, and

are not limiting:
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6.3.1 Proéessing Unit

, The processing unit 45 includes the
videordiSC player 42 and other subsystems necessary
for'cont:ollingrand accessing the video disc 41.
Additionally, the processing unit includes a master

- controller 50 which controisrthe entire system. In

particular in the preferred embodiment, the master
controller 50 comprises a programmed microcomputer
such as a type MC68020 32-bit microprocessor,
configured to be operational with a conventional VME
signal bus for communication with other system
components. It is specifically contemplated in the
present invention that the'preferred embodiment will
be émployed in conjunction with a flight simulator,
vehicle simulator, or other similar type of simulator

apparatus which includes operator controls for

'simulating a realistic environment short of visual

cues. The preferred embodiment of the present

invention is specifically intended to provide those

visual cues SO .as to provide an extremely realistic

‘simulation. Accordlngly, a host 51 provides signals

indicative of operator input and external conditions.
The host 51 may be one of a number of different types
of simulator devices such as airplane simulators,
which are well known to those skilled in the art and
will not be descrlbed further herein.

The host 51, in response to operator
input, prov1des parameters to the system 40 in the
form of the variables (x.y,z, ROLL, PITCH, HEADING),
all of which generally correspond to the variables

- described above with respect to the equations, except

that PITCH corresponds to TILT and HEADING
corresponds to PAN. These signals are provided on
lines 52 as data inputs to the master controller 50.

- The master controller provides on lines 53 status

information and synchronization (SYNC) signals for
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the host so that any controls or outputs in the host
simulator may be coordinated with visual cues or
conditions.
The master controller 50 is directly
5 responsible for a number of functions, including but
not limited to keypoint selection (see Section 6.1.3)
and calculation of the frame rate constants
(Equations 4--12). These frame rate constants are
provided on lines 55 to the calculation unit 46.
10 Additionally, a normalization variable NORM is
computed and provided to the calculation unit 46, for
use in generating sky portions of the displayed
image.

The master controller 50 also computes
1s frame rate constants for use in creating the haze
overlay. The frame rate constants for this purpose
are the variables (f;,f5,£3). The variables RVRZ
and HAZE COLOR, both of which relate to the haze
overlay, are also provided. ‘These frame rate
constants pertaining to haze are provided on lines 56
to the calculation unit 46. The master controller
also provides a signal on line 57 denominated SWAP,
which is used for control of a double-buffered data

20

memory in the calculation unit.
55 The master controller 50 is also
responsible for primary control of the video disc
player 42, through a video disc controller 60. The
video disc controller 60 and video disc player 42 in
the preferred embodiment comprise a conventional
selectively addressable optically-readable laser disc
player such as a type LD-V1000 manufactured by
Pioneer Electronics (U.S.A.), Inc. As will be known
to those skilled in the art, the disc 41 employed in

the disc player is removable and replaceable. 1In

30

conventional usage, video information is encoded on

35 the disc and organized in a spiral track, and the
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portion of the track traversed in one revolution of
the disc contains an FM-encoded video signal for one
video frame, the video signal being in accordance
with the television industry's standards such as NTSC.
However, in the preferred embodiment the video disc
playef is employed as a mass data storage device
rather than a video signal storage device, so that
the encoding scheme employed is particularly adapted
for optimizing data storage instead of optimizing
video frame storage. It will however be understood
that other digital data storage devices such as
Winchester disks or digital optical discs can also be
successfully émployed in the present invention for -
storage of the keypoint image data.

. The video disc controller 60 receives -
control signals from the master controller 50 via
lines 61. The control signals provided comprise a
signal denominated KEYPOINT NO. and START READ, which

~inform the controller as to the particular keypoint

data which is to be selected and retrieved. At the
appropriate time, the START READ signal is provided,
as-a'function of synchronization signals, so that the
data retrieved from the video disc will be routed to
a Sélected data buffer. The controller 60 provides
status information back to the controller on lines
62.

The video disc controller 60 is
responsive to the KEYPOINT NO. and START READ signal
to command the video disc player to select a
particular track on the video disc. These command
signals are provided on lines 63 as TRACK NO. and

'TRACK CMD., which are used to directly address a

predetermined track on the video disc 4l1. The video
disc player 42 provides status information as well as
information peftaining to the track number read back

to the controller 60 on lines 64. The structure and
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function of a video disc controller responsive to
perform the foregoing functions is within the skill
of the art, and will not be described herein.

The computation required to convert a
keypoint number into a track number is a
straightforward association of a predetermined number
of tracks with a particular identifying keypoint
number. In the preferred embodiment, each keypoint
image requires 8 frames on a video disc. Each disc
employed in the preferred embodiment contains about
54,000 conventionally encoded video frames. 1In the
preferred embodiment, therefore, the video disc
stores 6750 keypoints.

It should be further understood that
the video disc system employed in the preferred
embodiment has been modified in order to provide the
capability to reliably jump a multiple number of
tracks radially on the video disc. These
modifications are as described in our copending
application serial no. 648,725, filed September 7,
1984 and assigned to the same assignee as the present
application. The disclosure contained in such
copending application pertaining to the video disc
player interface and modifications is incorporated
herein by reference and made a part hereof;
accordingly, no further discussion of these
modifications will be provided herein.

It will also be appreciated that the
LD-V1000~-type video disc employed in the preferred
embodiment provides as an output analog video signals
which are corrupted by time base error. 1In addition,
in the preferred embodiment the color values of the
inforpation are digitally encoded in a multiplexed
analog component scheme described further hereinbelow.
Accordingly, it will appreciated that the p :ferred

embodiment includes a time base correction circuit
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(not illustrated), the construction of which will be
known to those skilled in the art, as well as
conventional video spee& analog-to-digital converters
which collectively provide time base corrected
digitized signals to a color demodulator 66.

7 It will be appreciated that the video
disc plaYer 42 and video disc controller 60 employed
in the preferred embodiment provide the ability to
effectuate a jump of tracks between frames at 1eést
as'great as 100 tracks;both forward and backward in

increments of one track. In the modified video disc

player, transfer of eight frames to the keypoint data
memory. 70 requires approximately 4/15 second, as the.-
- videodisc frame rate is 30 Hz. Accordingly, it will

be appreciate& that as long as data from the next
keypoint is not required for more than 4/15 second
and the next keypoint is within the videodisc player
jump range, the modified video disc structure

described in the referenced copending application

will operate with satisfactory speed of accessing.

Accordingly, the output of the video
disc player 42 is a signal denominated DIGITIZED

- VIDEO which is provided to a demodulator circuit 66.

In the preferred embodiment, the pixel data is stored
in @ modified multiplexed analog component ("MAC")
system somewhat different than NTSC encoding. The
multiplexed anélog component scheme employed in the

preferred embodiment uses a color matrix approach

similar to NTSC, except that the red, blue, and green

components are represented by components Y, U, and K
instead of ¥, I, and Q. The Y component corresponds
to the luminance Y as in NTSC, but the matrix
components ‘U and K represent different proportions of
R, G and B designed to improve the signal-to-noise
ratio of the retrieved keypoint data.
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The output of the MAC demodulator 66
comprises twenty-four-bit keypoint pixel data encoded
as Y, U, and K, at eight bits each. These signals
are provided on lines 67 to the calculation unit 46
as signals (Y, U, K PIXELS). These signals are
transformed in the manner as will be described in
connection with the calculation unit to transform the
pixel signals into RGB information for display.

Also included in the processing unit 45
is a master synchronization generator 68 which
provides synchronization signals to the various
circuit components, including the video di - player
and the CRT display. Master synchronization
generator 68 generates synchronization signals which
are employed by the video disc player, which includes
a servomechanism designed to maintain the rotation of
the video disc at a predetermined speed, so that data
being provided from the video disc player will be
synchronized to signals in the master synchronization
generator. In addition, signals from the master
synchronizatiqn generator 68 drive the CRT. Still
further, the master synchronization generator 68
provides clock and other timing signals which are
employed throughout the entire system to ensure
synchronous operation.

In order to display the color image
information on a color CRT, horizontal and vertical
synchronization signals must be generated to drive
the CRT. The construction of circuitry responsive to
synchronization signals from the master sync
generator for coordinating the storage of pixelidata
in a digital memory, and for generating horizontal
and vertical sync signals for a raster scanned CRT,
is within the skill of the art, and will not be

discussed further herein.
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The master controller 50 also provides
a 51gnal denominated SWAP on line 57 to the
calculation unlt,'whlchrls employed to switch between
the two frame buffers, as:will be described below.

6.3.2 Calculation Unit
Also illustrated in " Fig. 10 is a

‘calculation unit 46 which receives signals from the

processing unit 45. The calculation unit is
prlmarlly responsible for storlng the ¥, U, K pixel
data in a double~buffered memory, and for,generatlng

addresses into this memory to select and retrieve

pixel data for display. Accordingly, the calculation -

unit 46 comprises a keypoint data memory 70, which is

a double-buffered addressable random access. memory.
The keypoint data memory includes a first buffer
BUFFER 1 and a second buffer BUFFER zrwhich are
connected in a conventional double-buffering fashion.
An input multiplexer 72 responsive to the SWAP signal
on line 57 ffom the processing unit controls which of
the two buffers will be employed to store the next

set of keypoint pixel data. A similar output

multiplexer 73 selects retrieved data from one ‘of the

buffers and provides output pixel data on lines 74,

which comprises four adjacent Y, U, K pixels provided
to an antialiasing circuit 75.

The two addressable data memories

BUFFER 1 and BUFFER 2 are addressed by two different

signals emanating from keypoint address generator 80:
aniinput;address for stofage of data provided on
lines 67, and an output address for retrieval of
informatiohrfrom the other buffer. The output
addresses are denominated by the signals MJ,MK OUTPUT
ADDR., while the input addresses are denominated by
INPUT ADDR. These address signals are provided from

a keypoint address generator &0, which will be
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described in greater detail below. It will be
understood by those skilled in the art that the INPUT
ADDR. is employed for storage of data in a first one
of the buffers, while simultaneously the output
5 address signals MJ,MK OUTPUT ADDR. are employed on
the other buffer to select calculated locations in
the buffer for retrieval of previously stored data.
In the §referred embodiment, each of
the buffers comprise a 24 bit word by approximately 1
10 megaword of randomly addressable memory (RAM)
constructed and employing conventional memory
management techniques known to those skilled in the
art. '
The keypoint address generator 80, in
15 addition to providing the addressing information for
the keypoint data memory 70, provides signals which
are employed by the antialiasing circuit 75 to
effectuate the filtering described above. It will be
recalled from the preceding discussion that color
29 data corresponding to four adjacent pixels are
provided for each output pixel to be displayed. The
color values of these pixels as well as the
fractional or subpixel parts of MJ,MK must be known
by the antialiasing circuit 75 to perform its

function. Thus, subpixel address information in the

2 form of signals on line 81 as SUBPIXEL ADDR. are
provided. These signals correspond to the values of
P and Q discussed above in connection with Figs. 8
and 9. The subpixel address corresponds to the
10 fractional portion of the (Ug,Vg) address, while the

integer portion of these addresses corresponds to the
physical address in memory. Accordingly, it will be
understood that the values of P and Q then represent
the fractional components of these addresses, which
are employed by the antialiasing circuit to obtain
35 the color value for the resultant displayed pixel R
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(Fig. 9) for the display screen. It will therefore
be understood that MJ and MK are the addresses in

keypoint data memory 70 of an actual stored pixel.

Only the fractional subpixel address'portion SUBPIXEL

ADDR. is provided to the antialiasing circuit on
lines 81 and employed therein.
' In response to the SUBPIXEL ADDR. on

" lines 81, and the four adjacent Y, U, K pixels on

line 74, the antialiasing circuit 75 derives data

‘corresponding to a single pixel R which is provided
" as an output on line 83 to a haze overlay circuit 90.

The haze overlay 90 Cdmpu:es Equations 21-23

- discussed hereinabove, and as will be described in -

greater detail below. The haze overlay circuit 90
receives the frame rate constants(f;, £, f3), RVRZ,

"and HAZE COLOR on lines 56 from the master

controller, which are Eequired in order to generate
the haze.

' Finally, the output of the haze overlay
circuit 90 is RGB information provided on lines 92 to
a conventional color CRT monitor 94, which displays
thergénerated image. 7

6.3.3 Keypoint Address Generator

Fig. 13 illustrates in more detail the
keypoint address generator 80 which is employed to
calculate the addresses MJ and MK. This circuit
comprises a plurality of row/column multipliers 100a,
100b, ‘100c¢ which are responsive to the frame rate
constants al, a2...c3 to compute the numbers A, B, C
which are in turn provided as inputs to other
portions of the address generator. Each of the
row/éolumn multipliers 100 are similarly constructed,
as will be discussed in greater detail below in
connection with Fig. 17. It will be recalled that

the raster-scan screen pixels, represented by the
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variables (u,v), are simple integer counts (...-2,
-1, 0, 1, 2, 3 ...). Because of the fact that screen
pixel addresses are incremented across a line in
integers, and line numbers are incremented in

integral units, the computation of A, B, and C can be

w

formed by an arrangement of adders to implement the
Equations 1, 2, and 3. For example, the number A can
be found by adding a2 to a3 "v" times and then adding
the constant al "u" times. It will be understood by

10 those skilled in the art that this method will have a
cumulative error effect due to the repetitive
additions, so more bits of precision are required
than an approach that directly multiplies the frame: -’
rate constants and the variables (u,v) directly.

15 It will accordingly be understood that
each’of the row/column multipliers 100a, 100b, 100c
receives a corresponding set of frame rate constants,
depending upon which of the values A, B, or C is to
be computed. The row/column multiplier further

20 receives synchronization signals on lines 101 from
the master sync generator 68 (Fig. 10) to perform
these calculations.

' The outputs of the row/column
multipliers 100 are provided to address calculation

units identified as the Ug/MJ unit and Vg/MK unit,

2 identified by the reference numerals 103 and 104,
respectively. rThe Ug/MJ unit 103 receives the
calculated values A and B, and produces the output
address MJ, while the V3/MK unit 104 receives the

10 calculated value C, plus certain intermediate results

on lines 105 from the Ug/MJ unit 103, and provides
the output address MK. Both the MJ and MK output
addresses are 20 bit digital addresses, the upper
twelve bits of which comprise the keypoint pixel
address MJ, MK OUTPUT ADDR., employed to address the
35 keypoint data memory 70, and the lower eight bits of
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which comprise the address signals SUBPIXEL ADDR.

used by'the antialiasing circuitr75. The signals MJ,
MK OUTPUT ADDR. are employed to address the keypoint
data memory 70. As will be discussed further below,
certain intermediate computatlons are common to the

calculation of both output addresses MJ and MK; in

" the preferred embodiment, these intermediate values,

denominated DIV, BL, AL, BEQA, and BGTA, are computed
in the Ug/MJ unit 103 and then provided as inputs to
the Vg/MK unit 104.

' It has been discovered that the

- intermediate value C is a very good approximation of

elevation angle for a relatively limited field of -

view. The sign of the value of C may be used to

detefmine whether the displaYed region on the screen

is sky or not sky. Accordingly, the preferred
embodiment of the present invention includes a sky

generator circuit 110 which is employed to generate

keypoint memory addresses for portions of the image

‘above the horizon line. The sky generator 110

calculates the portions of Equation 17 corresponding
to SKY, which constitute the terms in the equation

‘associated with the logical variable SC and are
provided as digital signals on lines 112. The inputs

to the sky generator 110 are NORM (from the master
controller 50 in Fig. 10), CM (the mantissa ofrthe
value C computed by the row/column multiplier 100c¢),
and CLI (the exponent of this same value C). The
latter two values are found as by- products of
calculatlons done in the Vg/MK unit 104.

Still referrlng to Flg. 13, it will be
noted that the sign of C (SC) selects between the TK

~output of the Vo/MK unit 104 on lines 106 or the SKY

signal on lines 112, to provide the output address MK.

-This selection is performed by a sky/terraln selector

comprlslng a data selector/mult1plexer 115, which is
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responsive to select either the output of the Vo /MK
unit on lines 106 or the SKY signals on lines 112.
A lookup table of data corresponding to
the color of the sky for a given value of C is used
5 to produce sky portions of a displayed image.
This table of sky colors is created separately from
terrain portions, and is stored in a predetermined
portion of the keypoint data memory 70.
Specifically, the sky information is stored in the
10 keypoint data memory as a result of the computation
of a table of data consisting of colors, for example,
gradually changing from a light shade of blue
corresponding to the color of the sky at the horizon
when the magnitude of C is small, to deeper shades of
15 DPlue corresponding to the zenith overhead where the
magnitude of C is large. By examining Equation 17,
it will be appreciated that the value of C is used to
address a block of memory in the keypoint data memory
that contains Y, U, K data for a sky blue color. In
29 Other words, there is a predefined block of memory in
the keypoint data memory which serves as a look up
table addressed by the value of C. In the preferred
embodiment, a 128 by 128 pixel block of memdry is
repetitively and redundantly decoded to appear above
the horizon across the whole width of the keypoint.
The values stored in this block are identical for
fixed values of MJ, and only show variation in the MK
direction. Therefore, 128 values of sky color may be
stored, corresponding to MEMSKY = 127. Since the
block is repeated across the entire horizon, and the
block's data changes only with MK, the MJ portion of
the address calculation does not affect the sky

25

30

portion of the image.
The sky generator 110 is further

responsive to a signal denominated NORM provided on

35 one of the lines 55 from the master controller 50.
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In calculating A, B, and C with the row/colunmn
multipliers 100, the usable precision in these

‘devices has been optimized by multiplying by the

frame rate constants (al( a2...c3) by normalizing

 factor( (l/ZNOR”). However, the sky generator 110

must have the value'of C without normalization
applied, so "denormalizing" must be done. This is
provided by multiplying the output of the row/column

 multiplier 100c by the factor 2 NORM,

The'variable NORM is an integer. It

will be appreciéted that choosing such integer values

causes the scaling of C by an amount which is a power
of 2, where NORM is a function of the exponent, to-
form the address SKY without the need for a hardware
multiplier. Those Skilled in the art will understand
that this'scaling'opération is equivalent to a binary
shift operation. In the'pfeferred embodiment, the
nﬁmber C has been converted from a 32 bit fixed point
to a iog data type. The shift is easiest to
implement in a floating point data type, where C
equals the mantissa of C, times two raised to the
power of an exponent. Accordingly, it will be
understood that the sky generator 110 comprises
merely an adder and a small Shift matrix.

Finally, the keypoint address generator
80 includes input address counters 114 which are used

. to generate the INPUT ADDR. for addressing the

kKeypoint data memory 70 when data is to be loaded
from the video disc. The only inputs to these input

address counters 114 are synchronization signals
provided on lines 101 which signal the counter

circuit at horizontal line intervals and frame
intervals from the video disc controller, and the
SWAPrsignél on line 57 which resets the counters to
an initial starting address Preparatory to loading a

new set of keypoint data. Construction of such

®
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counters for generating input addresses is within the

skill of the art.

6.3.3.1 Ug/MJ Unit

Fig. 14 illustrates the
construction of the Up/MJ address calculation unit
103 shown in Fig. 13. The Up/MJ unit 103 is
responsive to the computed values of A and B to

provide an output address MJ. The computed value A
10 is provided first to a converter block 131 which
converts the fixed-point representation of A into a
logarithmic representation of its absolute value
denominated AL, and a sign indicator for A designated
SA., Similarly, a fixed-to-log converter block 132
15 converts B into a logarithmic representation BL and a
a sign indicator SB. Both AL and BL are provided to a
comparator 133 which tests if |B | is greater than
| A |, or | B| equals |[A|. The comparator is a
conventional digital comparator constructed with
29 Conventional parallel comparator circuits. The
results of the comparison provide the signal BGTA, a
logical signal which is true when | B | is greater
than |A |, and BEQA, a logical signal which is true
when | B | equals |A | . These are a part of the
55 intermediate results provided on lines 105 to the
Vo/MK unit. It will also be noted that the
logarithmic representations of AL and BL constitute
part of the intermediate results.
The signs of A and B are also
provided from the fixed-to-log converters 131, 132,
and constitute the signals SA, SB. Each of these
signals SA, SB, BGTA, BEQA provide inputs to a
control logic block 134 which is responsive to
provide the output signal SOFF, S90, S180, SOUT1 and
SOUT2. The control logic block 134 performs the

35 functions set forth in Table II, as discussed above.
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7 The prlmary arlthmetlcal
operation performed on A and B is a divisional
operation, which is implemented as a subtraction
eperation on logarithms carried out to setisfy
5  Equation 13. This is performed by an arithmetic

logic unit (ALU) 136, whieh subtracts AL from BL, or
alternatively, BL from AL, depending upon the logical
control signal SDIV. The output of the ALU 136 is
the division result DL, which is provided to a
10 logarithmic-to-floating point converter 137, which
converts the division result into a floating point
representation. This floatiné point representation,
represented by a mantissa portion DM and an.-
exponential portion DE, is then converted back into
15 fixed point representation by a floating
point-to-fixed converter 138, which forms the
division result signal DIV. ' |
The DIV signal is prov1ded as
an 1npue address 1nto an arctan look up table 140,
20 Which provides the arctangent result also required in
implementing Equation 13, and is provided as an
intermediate result on lines 105. The output of the
arctan look up table 140 is the signal ALUT, and is
one input to a second arithmetic logic unit l141l. The

95 ALU 141 adds the offset value OFT to the arctan

calculation performed by the look up table 140, in
implementing Equetion 15. Thue, the other input to
the ALU 141 is the signal OFT, which is the output of
an offset look up table 143 which is the result of
30 the offset computation formed again in the manner as

set forth in Table Il in response to the signals
SOFF, S90, S180, SOUT1, and SOUT2.V It will pe
underetood from an analy51s,of Equations 13, 15 and
16 that the'output signal OFT is the result of the
computation of Equation 16, which includes the offset
33 factor MEMJ. The logical conditions SOUTL and SOUTZ2

W
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control the ALU 141 so as to determine whether the
ALU provides as the output signal MJ the value of OFT
only, or the sum or difference of OFT and the arctan
table results. The output of the ALU 141 is a 20-bit
5 memory address MJ. Twelve of the 20 bits of the
address MJ are provided to the keypoint address
memory, while eight of the 20 bits comprise one
portion of the SUBPIXEL ADDR. provided to the
antialiasing circuit on lines 81. h
10
6.3.3.2 Vg/MK Unit
Fig. 15 illustrates the Vg/MK
unit 104 which forms the other portion MK of the -
keypoint address. The V/MK unit 104 is responsive
15 to the intermediate results provided on lines 105 as

well as to the calculated value of C. It will Dbe
understood that the circuitry in Fig. 15 1is
responsive to compute Equations 14 and 17. The pixel
rate occurring value of C is provided first to a
20 fixed-log converter block 151, which converts the
fixed-point representation of C into a logarithmic
representation CL of its absolute value, plus a
signal SC which is used in the manner described above
in connection with the data types employed in the
55 preferred embodiment. Also as described above, the
fixed-to-log converter 151 forms and provides the
floating point representation of C as the signals CM

and CLI for use by the sky generator.
Note also in Equation 14 the
requirement for computing the log of cosine of arctan
30 of the result of MJ's division computation, which is
represented by the signal DIV. Thus, the signal DIV
is provided as anm address to a CTAN look up table
132, where CTAN(x) = 1 + logjlcos (arctan (x))],
which also receives the logical signal BEQA. The

33 output of the CTAN look up table 152 in the preferred
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embodiment'is the signal CLUT. The 51gnals CLUT and
CL are then added with an ALU 153 to form the signal
MPYC, set forth in Equatlon 14,  Then, the value of
MPYC is compared with the value AB at comparator 156,
which represents the results of selection of the
larger of AL or BL, depending dn the value of the
logical variable BGTA. BGTA controls a
multiplexer/data selector switch 154 to choose either
BL or AL to form AB. Comparator 156 compares the
values of AB and MPYC and prov1des the logical
control 51gnal REQ if the values are equal, and the
logical control,51gnal RINV when MPYC is greater than
the lafger of the absoclute value of A or B, all as
set forth'in'connection with Equation 14.

. In response to RINV, an
arlthmetlc loglc unit 158 subtracts MPYC from AB, or
the inverse, as shown in Equation 14 to provide the
output signél RL which is first converted to fixed
point from logarithmic data type RP by a log-to-fixed
converter 159, and then used as the input address to
a look up table 160 which computes the function T(x).
The function T(x) is the result of the calculation of
Vomax * ((l—RP)/(l+R§)), as set forth in Equation 14,
which is most conveniently calculated by a look up
table as opposed,ﬁo discrete computational hardware.

The output of the T(x) look up
table 160, - the signal TR provided on line 161, goes
to an ALU circuit 162, The ALU circuit 162 is
responsive to the REQ and RINV signals from
comparator 156, and the memory offset MEMK, which is
provided by a set of presettable switches (not shown)
which are set during system configutation. The

‘output of ALU circuit 162 is the signal TK, which
- comprises a 12-bit integer portion on lines 106 prior

to addition of the SKY terms, and an 8-bit fractional
subpixel portion on lines 81 as a part of the

SUBPIXEL ADDR.
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6.3.3.3 SKy Generator
Circuit

Also forming a part of the
keypoint address generator 80 is a sky generator 110,
illustrated in more detail in Fig. 16. The sky

wn

generator 110 creates addresses for the sky portion
of the keypoint data memory 70 (Fig. 10). These
addresses form a number which is proportional to the
direct value of C, in accordance with the portion of

10 —_—
Equation 17 associated with SC. The sky generator

receives the base two floating point mantissa and
exponent of the normalized value C, called CM and
CLI, respectively, computed by the Vo/MK unit 104
shown in Fig. 13. This floating point form of C must
be "denormalized" by multiplication with the value
2NORM and then converted to fixed-point format to
form the SKY address on lines 112. The

15

multiplication is done by adding the five bit value
NORM, received from the master controller 50 (Fig.
10) to CLI using an adder 166. Adder 166 in the
preferred embodiment is a conventional digital adder
such as an arithmetic logic unit of a type 74F283
four bit binary adder manufactured by Fairchild
Semiconductor. After the addition of NORM and CLI,

20

25 the output of adder 166 is provided on lines 165 as
the signal SHIFT AMOUNT, which is employed to shift
the mantissa CM to convert to fixed-point format. In
order to effectuate this function, the mantissa CM is
shifted by a shift matrix 167 by the amount of the

30 exponent found on lines 165. The resulting number,
which is provided as the output of the shift matrix
167, forms the sky address SKY on lines 112, which is
sent to the terrain/sky selector 115 (Fig. 13).

35
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6.3.4 Row/Column Multiplier Cireuit

7 It may be recalled from the discussion
above that in the preferred embodiment three

intermediate variables A, B, and C are computed at

pixel rates, according to Equations 1, 2, and 3. The
values of these variables'are computed by three
identical row/column multiplier circuits 100a, 100D,
100c (Fig. 13) and provided to the Ug/MJ unit 103 and
thero/MK'unit 104. It should be understood that the
multiplier circuit 100 (Fig. 17) is merely exemplary,
and that the same circuit is used to compute the

values A, B, and C, as well as the value of the

variable F in the haze overlay circuit. It should

also. be noted that the'function of the row/column
multiplier may also be accomplished by other means
and the means presented below represent that used in

‘the preferred embodiment. ~An example of another

means would be to implement Equations 1, 2, 3
directly ﬁsing multipliers and adders. This may be
imprégtical for row/column multiply operations of
high precision due to the cost and speed limitations
of existing wide-word multipliers.

The purposé of a row/columh multiplier
100 1is to-chphte the result of the general

‘expression

(al * u) { (a2 * v) + a3
where al, a2, a3 are constants that are updated at
frame rate, u is an integer count that increases at
pixel rate from zero at the beginning of each output
imaéé line (0, 1, 2, 3...) and v is an integer count

“that increases at line rate from zero at the

beginning of each output image field. The frame rate
constants al, a2, a3 are supplied by an external
source such as the master controller 50. The values

U and v are supplied indirectly in the form of sync
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signals 101, comprising VSYNC, VBLANK, HSYNC, HBLANK
and SCK from the master sync generator 68.

These sync signals are those used by the
color CRT 94 to help in forming the output images,
and are well known to those skilled in the art.
HBLANK is true during the time used for horizontal
retrace between each horizontal line of the image,
and false during the time the active picture is being
traced on the screen. HSYNC is used for
synchronization of the horizontal deflection
circuitry for the color CRT 94, and is true for a
short time within the time that HBLANK is true.
VBLANK is true during the time used for vertical:
retrace between each field or frame of the image, and
false during the time the active picture is being
traced on the screen, and VSYNC is used for
synchronization of the vertical deflection éircuitry
for the color CRT 94, and is true only for a short
time within the time that VBLANK is true. SCK, the
system clock, is the continuous clock signal with
rising edge transitions at pixel rate from which all
other master sync signals are derived.

The u and v values are derived indirectly
from the sync signals just described. Since u
represents the horizontal position or pixel number,
and v represents the vertical position or scan-line
number for a given output pixel, then u is simply the
number of system clock (SCK) cycles that have
occurred since the most recent transition of HBLANK
from true to false, and v is the number of HSYNC
signal pulses that have occurred since the last true
to false transition of VBLANK.

-~ In Fig. 17, rather than use multipliers,
the row/column multiplier circuit 100 calculates A,
B, C by repetitive 'adds of the frame rate constants

al, a2, a3, which can be accomplished by proper
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manipulation of the control signals VCK, HCK, VSEL
and HSEL, such as one described in the
exemplary sequence below. Adders 171, 177,
preferably a type 74F381 made by Texas Instruments,
are employed to make these repetitive adds. The

frame rate cchstants, such as (al, a2, a3) are

received and held in parallel registers 170a, 170b,
i70c from an external source such as the master
controller 50 and loaded at the appropriate time by
LOAD signals provided by the originating circuit. In
the:preferred embodiment, registers 170 are type
74F374 manufactured by Texas Instruments. The output
of régister 170c thus supélies the value a3 to the D2
input of the data selector 176a, whose output to
register'l76b is equal to either the Dl or D2 input

',dépending on the select input signal VSEL, supplied

by control logic 175. The data selector 176a and
register 176b in the preferred embodiment is a Texas
Instruments type 74F298 circﬁit, shown at 176.

| When VSEL is set to select D2, then a3
appears at selector 176a output OUT, and if register
176b is then clocked by the signal VCK, a3 appears at
the output of register 176b. Data selector 173a then
receives the ouﬁput of register 176b, which is now in
this case the value a3, and when HCK signal is

~activated, the register 173b is loaded with the value

suppiied by data selector 173a and this value appears
aé its output, which is in this case a3. Thus, by
following this procedure, the output value A is
caused to have the value a3.

With the hardware of Fig. 17 in this state,
consider register 176b, which now contains a3. If
the selector 176a is_causedrto select its D1 input by
the VSEL signal, its output will be the sum of a2 and
the output of register,l76b[fwhich is at the moment
equal to a3. TIf the VCK signal is activated, the
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input to selector 176a is loaded into the register,
forcing its output to be aj; + a3. If the VCK signal
is then activated repeatedly, for example, for "V
times, the output of the register 176 will then be (v
* a;) + az. If the data selector 173a is then caused
to select the input D2 via the signal HSEL, the
output of the register 176b will appear at the input
to register 173b, which in this example has the value
(v * ap) + a3. Activating the signal HCK then loads
this value into register 173b. Causing the data
selector 173a to select its D1 input via HSEL will
then cause the value al + (v * a2) + a3 to appear at
the input to register 173b, and activating the signal -
HCK then loads this value and causes it to appear at
the output of register 173b in a manner similar to
that of the preceding stage. Activating HCK "u"
number of times in this configuration will cause the
output of 100 to be:
(u * al) + (v * a2) + a3.

This generation of the proper sequence of the control
signals can cause the described hardware 100 of the
preferred embodiment to calculate the results of
Equations 1, 2, 3, and these control signals are
produced by the control logic 175.

The control logic 175 includes a state
machine 178, which is illustrated in Fig. 18.
Inasmuch as construction of a state machine as
illustrated in Fig. 18 is within the abilities of the
skilled artisan, especially after the above

discussion, further discussion of same will not be

provided herein.

6.3.5 Haze Overlay Circuit

Fig. 19 illustrates in more particular
detail the haze overlay circuit 90 which implements

the haze overlay Equations 21--23, and converts the
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output of the antialiasing circuit into RGB values

for display on the CRT. The haze overlay circuit is

responsive to several frame rate parameters,
including the runway viéual,range value RVRZ, the
haze frame rate consténtsr(fl, f3, f3) represented by
Bqﬁations 18, 19, and 20, respectively, and the HAZE
COLOR éignal., The RVRZ signal is provided to a
storage register 190, and loaded by a load signal
LOAD RVRZ provided from the master controller 50.

‘Similarly, the HAZE COLOR data is loaded into a

register 191 from the master controller and loaded
with a load signal LOAD HAZE, also provided from the
master controller. The parameters (fl, £2, f3) are

provided to a row/column multiplier;circuit 1004,

~constructed in the manner described in connection

with Figs. 17 and 18. It will be appreciated that
the row/column multiplier circuit 1004 carries out
the Equation 21 at pixel and line rates.

The output of the row/column multiplier
100d is the signal F. It will be recalled that the
signal F corresponds to the angle to the horizon of a
point on the output image.r The value of Frfrom the
row/column multiplier 1004 is applied as an address
input to a sine look up table 193, which computes the
sine of F for usé in Eqdaﬁion 22. This output is
prdvided on line 194 to the input of a multiplying
circuit 195, Which'multiplies ther(sin F) times the
value of RVRZ. In the preferred embodiment,
multiplier 195 is 16 x 16 bit parallel digital
multiplier, such as a type MPY0l6K manufactured by
TRW, Inc., La Jolla, California. The remainder of
Equation 22 is pefformedrthroﬁgh a ?ower function
look up table 196 which computes (.02) to the power

of (1/(RVRZ * (sin F)),,all as shown in Equation 22.

Theroutput of the power look up table

196 is denominated as signal HF, which may be
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considered a "haze factor" ranging from 0 to 1.
Accordingly, the HF signal is multiplied by the RGB
terrain or sky data, denominated TERR/SKY, from a
Y,U,K to R,G,B converter 205, by a multiplier 203.
5 Conversion of ¥, U, K to RGB constitutes a linear or
matrix transformation which can be efficiently
accomplished through an arrangement of look up tables
and adders which receive as their inputs the values
of ¥, U, K and provide as their outputs R, G, and B
10 pixel values, each in 8-bit resolution. As such
transforms are known to those skilled in the art, no
further description will be provided here. The
output of the converter 205 comprises the terrain or
sky data signal TERR/SKY, which constitutes terrain

15 or sky data for display.
A subtracter circuit 201 comprising an
ALU configured to subtract HF from'the number "1" 1is
used to calculate (1 - HF), which is then provided on
line 202 to the input of a multiplier 207 whose other
20 input is the 24 bit signal HAZE, which is the HAZE
COLOR signal stored in a register 191. The output of
the multiplier 203 is then additively combined at an
adder 206 with the output of a multiplier 207.
Multiplier 207 multiplies the haze color represented
by the signal HAZE, provided from the register 191,

2 by the complement of the weighting of the terrain/sky
signal TERR/SKY. The output of adder 206 thus forms
a weighted average between the haze color and the
TERR/SKY signal. This weighted average is a function
30 of translucency of the haze over the terrain and sky

and is implemented by adjusting the relative
proportions of haze to terrain or sky so that a
variable haze color with a variable translucency may
be imposed on the scene. The signal HF, which varies
between 0 and 1, can be thought of as the degree of
35 translucency of the haze, with HF = 0 corresponding
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to opagque haze, which is very dense fog, and HF = 1
corresponding to no haze or absolutely transparent
haze, that is, perfectly clear weather.

It will by now be appreciated that the

_ output of the adder 206 is the resultant RGB value

for display, 1nclud1ng a haze overlay as may Dbe
selected as to color by HAZE COLOR and as to density

:by'runway visible range RVRZ, denominated the OUT

signal as computed in accordance with Equation 23.

"The OUT RGB values are then provided to

digital-to-analog converters 210 for conversion to
RGB analog signals which can then be displayed on the

CRT.

6.4 Déta Precision Considerations

Precision of the keypoint address generator

80 is important to the reliable and satisfactory

operation of the preferred embodiment of the present
invention. Errors of as little as one-half pixel may
causérse:ious'shifts in output imagery, with
resultant discontinuities or regions of unconvincing
realism. ' ,
' The precedlng discussion has prlmarlly
focused on the manner of computing the various
parameters required to generate the images, of course
assuming that keypoint images have been prestored on
video discs as source material. 1In implementing the
preferred embodiment, the skilled artisan must be
assured that the keypoint address generator will
perform its calculations with sufficient precision to
prevent significant errors in its output. Each
functional block described hereinabove primarily
executes a single mathematically définéd function,
and for the most part these functions have a limited
set of inputs and a single'output.r The functional

blocks are connected together with parallel signal
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paths to form a circuit from the master controller 50

and video disc to the MJ/MK memory address outputs.

The error at the output will then be the result of

errors within each block, plus any quantizing errors

5 imposed by the finite widths of the digital signal
paths that connect these blocks.

In the preferred embodiment, it 1is
specified that the output of each block have no more
than one-half of the least significant bit error at

10 its output, to limit the error introduced by the
block itself. The maximum quantizing error of the
input is preferably small enough so that it will
cause no more than one-half a bit change in the
output. This sets a limit on the error introduced by

15 the input signal path width, and in turn the

precision of the output of the block before it, and
so on up the data flow path.

If the function of a block is executed as a
look up table, then the values stored in the table
are the result of the function calculated to higher
precision, and rounded down to the precision required
at the output. If the block represents an arithmetic
function such as addition, it is preferred that the

20

block not provide any error in the output with
respect to its quantized inputs. The foregoing
considerations allow definition of the data path
widths between blocks.

Attention will now be directed to the data

25

precision considerations of the preferred embodiment

described herein, so as to ease the construction
30 thereof by the skilled artisan. It will be
understood that these precision considerations are
best viewed by following the data flow paths upstrean
from the Ug/MJ unit 103 and the Vg3/MK unit 104.
First, consideration will be given to the MJ output

35  address from the Ug/MJ unit 103 (Fig. 14). In the
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preferred embodiment, the full extent of the address
MJ contains 1920 pixels, each broken into 32 subpixel

positions. This corresponds to 61,440 data points

across the keypoint image in the MJ direction. It
will be appreciated that this can be represented by
16 bits of information. In the preferred embodiment,

~a total of 20 bits is employed for the MJ address,

with 12 bits corresponding to an integef pixel

address and 8 bits corresponding to the fraction or

subpixel address.
Upstream of the ALU 141 that forms the
address MJ are three 51gnal paths. OFT, ALUT, and

various control llnes. It will be understood that

ALUT includes the arctan function, which possesses
eight-fold symmetry. ALUT represents a scaled angle
between 0 and 45 degrees. Since an arithmetic logic

unit such as ALU 141 does not change precision, the

precision upstream of ALU 141 must match the

precision downstream.r Accordingly, the precision of
the signal OFT must be maintained at the required
output precision of at least 16 bits, and 20 bits are
used in the preferred embodiment. However, the

siQnal ALUT can possess three less bits precision

" because of the eight-fold symmetry, and can be

represented with 13 bits precision. Therefore, the
signal paths to the ALU 141 are 20 bits fdr OFT, and
16 bits from the output of the arctan look up table
140. : '

The input to the arctan look up table 140
is an un51gned fixed-point signal DIV on the output
of the floating point-to-fixed converter 138. A 14

' bit number is used to ‘represent this data path.

Accordingly, it will be understood that the arctan
look up table 140 is preferably 16K by-16 bits in the
preferred embodiment. The float-to-fixed converter
block 138 that creates the DIV data takes the
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mantissa DM of the input from the log-to-floating
point converter 137, and shifts it by the amount of
the exponent DE. Accordingly, in the preferred
empodiment a 16 bit shifter is employed as the shift
matrix (see Fig. 20) in the float-to-fixed conversion
block 138 to implement the conversion. The
exponential portion DE of the floating point
representation of the signal DL forming the input to
the converter 138 is set in the preferred embodiment
at 4 bits, since shifting the mantissa more than
14 bits will not cause a significant change in DIV.

The log-float converter block 137 converts
the log format signal DL to form the floating point
format mantissa signal DM and its corresponding
exponent portion DE. In the preferred embodiment, a
16 bit number is used as the input to the look up
table employed in converter 137, as further explained
in connection with Fig. 20. The look up table in the
preferred embodiment is a 64K by 16 bit look up
table.

The ALU 136, it will be recalled, performs
a subtract operation on the logarithmic signal AL and
BL. The output of this operation has precision no
greater than that of its least precise input, so AL
and BL must at least have the precision of DL.
Theoretically, either A or B can have a value of
zero, and in logarithmic format this represents
values of negative infinity. 1In the preferred
embodiment, rather than representing zero
logarithmically, a minimum acceptable value which
approximates zero is employed, where the
difference results in a less than one-half least
significant bit change in the output. Thus,
provision of precision sufficient to provide for
these minimums, while somewhat excessive, will

provide a suitable approximation of zero.  In the
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preferred embodiment, the minimum data path width
provided is a 5 bit integer, 16 bit fractional
representation, so as to provide a sufficient

precision. In the preferred embodiment, therefore,
the ALU 136 must be at least 21 bits wide, but only

,the 20 most 51gn1E1cant blts are used to form DL.

The fixed- to-log converter block 131 which
forms the signal AL converts the fixed point format
of A to a log format AL. Similarly, the fixed-to-log
converter block 132 performs the same function for
thé signal B. As shown in,Fig. 20, the fixed-to-log
converter includes a shift matrix and a look up table

for the mantissa. 1In the preferred embodiment, both -

AL and BL are represented by a 16 bit fractional

'pCrticn—and a 5 bit integer portion. Therefore, the
fixed-log converters 131 and 132 employ a 64K by 16

bit mantissa look up table. Additionally, one bit is
provided as a sign bit, and a 31 bit in/16 bit out
shift matrix (shown at 33 in Fig. 20) is provided.

The row/column multlpllers 100 in Fig. 17
that calculate A, B, and C 1ncrementally in the
preferred embodiment have a 5 bit integer portion and
a 27 bit fractional portion. It will be recalled
that the inputs to the row/column multipliers are
small ncmbers added repeatedly to form larger numbers
which are the 32 bit outputs of the multiplier

circuits. For the number of scan lines (480) and

pixels per liner(754) in the preferred embodiment,

'which are represented by the range of (u,v), 24 bits

is adequate for frame rate constants al, a2, bl, and
b2. For the coefficients a3 énd b3, a 32 bit data
path is employed to allow for the worst case
possibility that a3 and b3 alone must represent the
signals at the limits of A and B.

Turning next to a consideration of the

‘precision for the MK address signal provided from the

4
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output of the Vo/MK unit 104 (Fig. 15), a similar
approach as that taken in computing the precision for
MJ is employed. In the preferred embodiment, the
full extent of MK in the keypoint image comprises 384
pixels, each broken into 32 subpixel positions. This
corresponds to a minimum required precision of 14
bits, but in the preferred embodiment a 12 bit
integer and an 8 bit fraction are employed, for a
total of 20 bits.

The MK address, it will be recalled, is
either the TK output on lines 106 of the Vo/MK unit
104, or the SKY signal on line 112 from the sky
generator 110 (Fig. 13). Accordingly, each of these =
must have the full precision of the MK output. In
actuality, the SKY signal requires fewer bits since
it is addressing a look up table region within the
keypoint data memory which has less resolution than
the terrain data, since sky data is more homogeneous
and contains little detail. Accordingly, in the
preferred embodiment the SKY signal is represented by
a 10 bit integer portion and a 6 bit fractional
portion.

Referring again to Fig. 15, precision
requirements upwards of the TK data path will be
considered. The ALU 162 forms the signal TK by
adding or subtracting a constant memory offset MEMK -
to the signal TR provided on lines 161 from the
output of the T(x) look up table 160. The RINV
signal selects between adding and subtracting, and
can be thought of as a SIGN bit being appended to TR,
sO0 that TR requires one less bit of precision. The
offset MEMK has the full precision of TK. In the
preferred embodiment, the memory offset MEMK is
represented by a 10 bit integer portion and a 6 bit
fractional portion, while the signal TR is

represented by a 10 bit integer portion and a 6 bit
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fraction portion, both having a total of 16 bits.

The look up table 160 forms the unsigned value TR
from the unsigned value RP.

Because of the symmetrical nature and
gentle slope of the T(x) look up table 160, the input
signal RP need only be 14 bits in order to maintain a

'sixteen bit output precision. However, the

fixed-point value RP representsra number between 0
and 1. This number is computed from two log format
numbers provided to ALU 158. Thus, the output of ALU
158 mﬁst be converted to the fixed-point data type
for use as the input to the T(x) look up table 160.

V,Accordingly, it will be appreciated that the input.

signal RL to the log-to-fixed converter 159 is 20
bits provided from the ouﬁput of ALU 158.

The signal RL-is the output of the ALU 158.
This signal represents the integer and fractional

parts of the difference between AB and MPYC. Again,

since the results of addition or subtraction have no
more preciéion than their least precise input, the
signals .AB and MPYC have the precision required for

‘the output signal RL. In the preferred embodiment,

the signal MPYC is represented by a 5 bit integer
portion and a 16 bit fractional portion,rfor a total
of 21 bits. AB is simply a selectionrbetWeen 20 bit
numbers AL and BL. _

Tracing up the MPYC data path in Fig. 15,

it is seen that this signal is formed from the output
of a ALU 153, which adds the logarithmic.

representation of .CLUT to the logarithmic absolute
value of C'repreéented by CL. In the preferred
embodiment, CLUT is represented by a 1 bit integer
and a 15 bit fraction. Tracing up the CLUT data
path, it will be seen that this signal is provided
from the output of the CTAN look up table 152. It
will be recalled ﬁhat this is formed from the signal

“)

i
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DIV, having 14 bits. The precision requirements in
the Ug/MJ unit 103 have set the precision of DIV to a
14 bit fraction. This is sufficient for the CTAN
look up table 152.

s The next precision consideration is the
precision of the signal CL, forming the other input
to the ALU 153. This signal it will be recalled is
the logarithmic representation of the value C formed
by row/column multiplier 100c (Fig. 13). 1In order to

10 obtain this logarithmic representation, the results
of the computation to form the signal C are passed
through the fixed-to-log converter 151. In order to
maintain the same degree of precision as the output
signal MPYC, which is 20 bits, it will be appreciated

15 that the signal CL must therefore at least have 20

bits. Twenty-one bits are.used in the preferred

embodiment. For the reasons as étated above in

connection with the signals A and B, in the preferred

embodiment the signal C is provided as 32 bits.

5>g Consistent with the discussion above in connection
with the other fixed-to-log converter blocks 131,
132, the floating point mantissa output CM is 16 bits
and the floating point exponent output CLI will be 5
bits.,

55 As respects the multiplier 100c, a 24 bit
fractional representation is used to represent cl and
c2. It is possible in the worst case that C will be -
totally represented by the constant c¢3, so that c3
must be able to represent the maximum range. Thus,

. in the preferred embodiment, c3 is represented by a 3

30 bit integer and a 29 bit fraction, for a total of 32

bits for C.

The SKY signal is formed by a shift matrix
included within the sky generator 110. This shift

matrix performs a denormalizing of the mantissa of C,

35 yhich is effectuated by shifting it, For each binary
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place that the mantissa is shifted right, an
additional significant bit behind the binary point is
added. The worst case occurs when the normalizing
factor NORM + CLI is zero, resulting in no shift. To
preserve precision, in the preferred embodiment a 16
bitrfraction isrqsed to represent CM, the mantissa of
C for Ehe sky generator, and the shift matrix
employed in the sky generator 110 is a 16 by 16 right

funnel shifter. *

6.5 Multiplexed Ahalog Component
Encoding

The'enéoding of video signals on disc 41°

ahd the decoding operation of multiplexed analog
components (MAC) demodulator 66 will be discussed in
connection with Figs. 11lA through 12B. The preferred
embod}ment of the present invention employs a novel
multiplexed ahalog component storage arrangement for
the keypoint data stored on disc 41. '

| ‘As will be known to those skilled in the
art, a multiplexed analog component scheme for
storing and/or transmitting television video signals
is one for which the analog color component signals
are operaﬁed upon and time division multiplexed to
give some advantage over direct transmission and/or
storage of a standard NTSC composite video signal.

Various MAC schemes are known in the prior art. As

best as is known to the inventors, all multiplexed

analog component schemes currently in use, most of
which are used in satellitewtransmission of
teievision signals, produce one standard composite
video line within the standard time_for transmission
of a single line. Inasmuch as the present invention
ﬁnvoL&es stored video signals'on a medium
speéifically adapted to store standard NTSC encoded
composite video signals (video disc 41 in Fig. 10),
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the present invention allows advantageous use of a
non-real-time multiplexed analog component signalling
scheme.

' Before describing the particular MAC
signals employed in the preferred embodiment, a

w

brief discussion of MAC signalling in general will be
presented. Fig. 1lA qualitatively represents a
typical power spectrum of the luminance signal of a
composite NTSC signal at 120. The bandwidth provided
10 for the NTSC color subcarrier at 3.58 MHz is shown
graphically at 121. 1In the example of Fig. 1lA the
NTSC luminance signal has a bandwidth of a and
the bandwidth of the chroma signals modulated onto -
the 3.58 MHz color subcarrier is b; these two signals
15 can overlap. Line 122 qualitatively represents the
signal channel noise due to well known'phenomenon
that an FM transmission channel noise increases as a
linear function - of log frequency. Therefore, as is
well known to those skilled in the art, information
g contained in a signal of a particular bandwidth is
subject to a worse signal-to-noise ratio if it is
modulated onto a subcarrier than if it is transmitted
in the baseband. Overcoming this phenomenon is one
of the fundamental rationales of adoption of
55 multiplex analog component signalling arrangements.
Fig. 11B illustrates a qualitative
comparison of the power spectrum for baseband
transmission of the same signal (shown at 121 in Figq.
lla) using a two-to-one time compression ratio which
is used in the preferred embodiment. Note that the
30 luminance spectrum 120' remains unchanged, while
there are major differences in the chrominance
channel 123 as a result of use of the MAC scheme. As
can be seen in Fig. 11B, the chrominance channel
pandwidth has doubled from b to 2b, but occurs at the

35 baseband of the power spectrum where noise is
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considerably less. Thus, the overall noise ratio for

the same signalrforrthe same FM channel is

‘substantively improved.

An explanation of how the foregoing
improvement in signal-to-noise ratio is effectuated
is best dene,by explanation in the time domain.
Turning next to Figs. 12A through 12D, the particular
MAC echeme of the preferred embodiment will now be
described. Fig. 12A generaliy fepresehts the output
of a standard NTSC composite video signal which would
be stored in a typlcal prior art video disc 41 (Fig.
lO) 'As is known to those skilled in the art, a

composite video signal containing information for. -

providing I, Q, and Y signals for one scan line n is
stored between successive occurrences of horizontal
synchronization pulses shown at 124. Fig. 12B

represents two successive stored lines of the signal

stored on video disc 41. 'In the MAC scheme, a first
complete line of luminance (Y) information is stored
in the space and time allotted for one scan line n.
In the next scen,line n + 1 on the video disc,
two—to—one»time compreseed.colbr component signals U
and K are stored, and provided upon playback (these U
and K color signals are not related to the (u,v)
coordinates of the screen). _Iﬁ_the preferred
embodiment, the first half scan line time of line n +
1 of thié»signal,stores a two-to-one compressed
representation of the video color signal U, and the
second half of scan line time n + 1 stores a
two-to-one timercompressed representation of video
signal K. This pattern repeats itself throughout the
active picture area;of the video disc 41.

In the preferred embodiment, signals U, K,
and Y are all linear functions of original red,
green, and blue (RGB) signals used in creating the

PCT/US87/02213
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original video image. These are generally given by

the following equations:

c
1]

r1R + s1G + t1B

(Equation 26)

~
[}

rsR + S2G + toB

(Equation 27)

]
1

r3R + s3G + t3B
where rj, rp...t3 are constant coefficients.

(Equation 28)

As may be seen from Equations 26 through. 28, video
component signals U, K, and Y in the preferred
embodiment are similar to video signals I, Q, and Y
used in NTSC format. In the preferred embodiment
luminance signal Y is identical to luminance signal Y
used in NTSC. While color component signals U and K
are not identical to the NTSC color component signals
I and Q, they are still linear functions of RGB
signals which may be encoded by using a matrix
multiply between the RGB signal source and the output
of the device generating the U and K signals.

From a brief examination of Figs. 12B and
11B it will be appreciated that every other
horizontal scan line stored on video disc 41 contains
a8 two-to-one time compressed baseband representation
of color component signals U and K which occupies
bandwidth 2b illustrated in Fig. 11B. This

provides a significant improvement in signal-to-noise
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ratio for the color signals used in the preferred
embodlment _
- Fig. 12C is a graphic representation of the
storage arrangement on video disc 41 when the
keypoint'data signals iilustrated in Fig. 12B occur.

wn

Video luminance signals Yl and Y2 are referenced by
"125 and compressed color signals Ul and K1 are shown
as 126. The two components of color signals 126 are
two-to-one time compressed signals®U and K. For

10 example, in Fig. 12c¢c color line cl is made up of
two-to-one time compressed U'oomponent Ul, and
-two—to—one time compressed K component Kl. Color
line cl is followed by luminance line Y2, which in -
turn is followed by color line c2. This pattern

15 repeats itself throughout video disc 41 in the
preferred embodiment.

It should be noted from the foregoing that
the preferred embodiment requires twice the video
disc storage to store an equivalent number of output

29 ©color lines when compared to video disc storing the
standard NTSC compos%te signals. However, the
inventors of the present invention have discovered
that significant improvements in the color output
signals for—image storage pufposes'are obtained from

25 the'baseband'sto:age,ofrthe'color component signals
described hereinabove.

Next, a brief descrlptlon of the operation
of MAC demodulator 66 is provided. Upon playback MAC
demodulator 66 must first store a digitized’

representation of a lum1nance scan line for example,

30 llne Yl of Fig. 12C. Upon :ecelpt of the next line
from video disc player 42, the first half of the line
is expanded on 2 twWwo-to-one ratio to provide
-information for a complete scan line of U signal Ul.

- The second half of scan line Cl is likewise expanded

35

to provide information for a compiete scan line of

the V color component signal.

]
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Therefore, upon receipt of two lines of
signals (such as illustrated in Fig. 12) from video
disc player 42, MAC demodulator 66 is storing
information necessary to provide a complete scan line
for luminance signal Y and color component signals U
and K. These are output to the keypoint data memory
70 (Fig. 10) as three eight-bit wide signals
representing luminance scan line Y and color

information U and K.

10 . The advantages of the novel MAC scheme in
the preferred embodiment over direct storage of NTSC
composite video on video disc 41 may be summarized as
follows. First, the significant improvement in
signal-to-noise ratio for the color information,

ls discussed hereinabove, is provided. Secondly,

baseband storage of color component signals U and K

effectively eliminates hue distortion from time base

error 'in the video signal transmission path.

Baseband storage of the color component signals

eliminates this problem. Thirdly, the above

described MAC arrangement provides for an increase in

video bandwidth for the color information signals.
Turning next to Fig. 12D, an élternate

embodiment of the MAC signal stored in the processing

scheme of the present invention is shown. Those

20

25
skilled in the art will note that in the

above-described MAC encoding method, the sampling
bandwidth in the vertical direction is the same for
Y, U, and K, while the sampling bandwidth in the
horizontal direction for Y is twice that for U and K.
30 However, it has been discovered. that because of the
sensitivity of the human eye to detail carried by the
luminance signal, the sampling bandwidth can be
reduced in the vertical as well as the horizontal
direction. Accordingly, in the alternate embodiment

35 of Fig. 12D, the sampling bandwidth in the vertical
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direction is halved over that shown in the first MAC
embodlment so that the bandwidths for Y, U,. and K are
more closely matched in both the vertical and
horlzontal directions. 7 )

5 , In Fig. 12D, luminance lines 125 and color
lines 126 are as shown in Fig. 12C. The basic
difference between the first described embodiment and
the alternate embodiment is how the color information
is stored and reproduced by MAC demodulator 66. In

10 the eﬁbodiment described in connection with Fig. 12D,
two luminance lines are stored for each color line on
video disc 41. 1In this embodiment, the “missing®
color lines are created by MAC demodulator 66 as
algebralc combinations of adjacent color lines. It

15 1is believed that the trade- offs between use of the
preferred embodiment and the alternate embodiment
will be apparent to those skilled in the art. The
stdrage scheme illustrated in Fig. 12D shows that

'information'necessary to reproduce two output video

29 Scan lines is stored in the storage space provided

for three scan lines on the v1deo disc 41. Thus, the

expansion of storage space on video disc 41 (over
that required for direct ‘storage of NTSC signals) is
three-to-two rather than tWwo-to-one as in the

25 embodiment described in connectlon with Fig. 12cC.

- Thus, the required increase in video disc storage is
cut in half with respect to the flrst -described
embodiment. '

In exchange for this improvement, the
complexity of MAC demodulator 66 must be slightly

30 increésedrbecause of the additional storage

requirements for storing two of the color lines in

order to reproduce the "“missing" colo:'information
signals.
The operation of the alternate embodiment

33 of MAC demodulator 66 will now be described briefly

L]
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in connection with Fig. 12D. Assume that color
information line COl is stored in MAC demodulator 66.
The demodulator receives luminance line Y1l from the
video disc player 42 (Fig. 10). The next line signal
g received from the disc player is that for luminance
signal Y2. This in turn must also be stored. The
next received signal is color line C23. Color
information for a "missing line" C12, shown in
phantom at 127 in Fig. 12D is provided in this
10 embodiment by averaging the information in color
lines COl and C23. 1In particular, a weighted average
for the U and K signals are each obtained and
provided as outputs. Thus, the first disc signals. -
occurring in this embodiment will have a luminance
15 component Y1 and color components shown by Cl2, which
were generated from stored color component line COl
and C23.
The next output from demodulator 66 is a
video signal generated by combining luminance line Y2
29 2and color line C23. In the meantime, MAC demodulator
66 and video disc player 42 have continued to operate
to store luminance line Y4 and color line C45 in
demodulator 66.
When the demodulator has completed

receiving of the video signal employing luminance

2 line Y2, it commences with transmission of a signal
using luminance line Y3 and a "missing color line"
C34 which is created as an algebraic combination of
stored color lines C23 and C45. When this is
30 completed, the next output line is created using

information from luminance signal Y4 and color C45.
The preferred embodiment of the present
invention has been disclosed by way of example, and
it will be understood that other modifications may
occur to those skilled in the art without departing

35 from the scope and the spirit of the appended claims.
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7.0 Clainms
What is claimed is:

1. A method of generating an image to
51mulate a view seen by an observer within an
imaginary space, comprlslng the steps of:

(1) storing on a storage .medium a

panoramic image comprising®a plurality of picture’

elements;
' (2) retrieving from said storage medium

a plurality of said picture elements as a function

dependent on the position and orientation of an-

observer within the imaginary space; and
' (3) displaying said plurality of
picture elements on a display.

2. The method of Claim 1, further
comprising the steps of retriéving from said storage

medium a plurality of sky picture elements associated

with regions of the panoramic image corresponding to

the sky when the observér's'position and attitude
indicate that the field of view of the observer
includes regions above the horizon of the panoramic

image, and displaying said sky picture elements.

3. The method of Claim 1, wherein said
each of said panoramic imagés comprises a plurality

of picture elements mapped in a predetermined

‘geometric projection.

4. The method of Clalm 3, wherein said

predetermlned geometric projection comprises a conic
projection.

PCT/US87/02213
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5. The method of Claim 4, wherein said
conic projection is an inverted conic surface, and
wherein the uppermost limit of the conic surface is
associated with the boundary between the sky and the

5 horizon in said panoramic image.

6. The method of Claim 1, wherein said
pluraiity of picture elements retrieved in said
retrieving step comprises a predetermined number

10 N of picture elements, and further comprising the
Step of sampling said predetermined number N of
picture elements to obtain a second predetermined
number n of picture elements for display in the
displaying step, as a function of observer position

15 and attitude within the imaginary space.

7. The method of Claim 1, wherein said
panoramic image comprises all data required to
reconstruct all possible views of an imaginary

20 landscape within the imaginary space.

8. The method of Claim 1, wherein the step
of storing on said storage medium comprises storing a
plurality of panoramic images, each of said panoramic

images being associated with a different

25
predetermined region in said imaginary space, and
further comprising the step of selecting one of said
plurality of said panoramic images as a function of
observer position and attitude within the imaginary
space.

30

9. The method of Claim 8, wherein the step
of selecting a particular one of said panoramic
images comprises selecting one of the images which is
closer to the region of the imaginary space in the

35 field of view of the observer.
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10. The method of Claim 1, wherein said
plurality of displayed picture elements are displayed
on a CRT.

11. '_The method of Claim 1, wherein the
fleld of view of the observer is a first field of
view, and further comprising the step of retrieving

from said storage medium a second plurality of said

rpicture elements associated -with a second field of

view of the observer within'the'imaginary space to
stimulate movement from a first point of view of the

observer to a second point of view.

12. A method of generating a video image to
simulate movement within an imaginary space,
comprisihg the steps of:

(1) storiﬁg'on a storage medium a
plurality of images, each of said images compris::g a
plurality of picture elements and being associated
with a different one of a plurality of predetermined
keypoints of view within the imaginary space;

" (2) selecting a particular one of said
images stored on said storage medium as a first
function of the spatial position and orientation of
the field of view of an observer within the imaginary
space; " '

(3) retr1ev1ng said particular one of

,,sald images from said storage medium;

(4) selecting a particular subset of
said plurality of picture elements of said particular

retrieved one of said images as a second function of

the sPatlal position and orlentatlon of the field of

view of the observer within the imaginary space; and

(5) dlsplaylng said selected subset of

'séid'picture elements on a display.

PCT/US87/02213
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13. The system of Claim 12, wherein each of
said plurality of images is a 360° panoramic image.

14. The system of Claim 12, wherein each of

z said plurality of images corresponds to a
predetermined region in the imaginary space related

to the spatial position and orientation of the field

of view of the observer.

10 15. The method of Claim 12, wherein said
plurality of predetermined keypoints of view within
said imaginary space are dispersed in a predetermined

pattern throughout the imaginary space.

15 16. The method of Claim 12, wherein said
first function comprises a function related to a
point on the ground in the imaginary space associated

with the bottom of the field of view of the observer.

20 17. The method of Claim 16, wherein said
first function comprises the steps of mapping the
imaginary ground of the imaginary space to the field
of view of the observer;

determining the closest predetermined
25 keypoint of view to a ground point in the imaginary
space at the bottom of the field of view of the
observer; and

selecting the predetermined keypoint of
view for use in generating the image which is either
(1) the closest predetermined keypoint of view to
said ground point in the imaginary space or (2) no
more than one keypoint of view away from said ground

30

point in the imaginary space.

35
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18. Image reproducing apparatus for
generating images to simulate movement within an

1maglnary space, comprising:

image storage means for retrievably
storing panoramic image data, said panoramic image
data comprising a plurality of picture elements
correspoﬁding to a geometric projection of a
panoramic image within said imaginary space; .

means for Sampllng a particular portion
of said stored panoramic’ image data corresponding to
an observer field of view within said imaginary space
to select a plurality of picture elements; and

' means for displaying said selected

plurality of picture elements.

-

19. The apparatus of Claim 18, further

',comprlslng means for prov1d1ng position signals

'correspondlng to the position and attitude of said

observer field of view within said imaginary space,
and wherein said sampling means is responsive to said
p031tlon signals to select said plurality of picture
elements.

20. The apparatus of Claim 19, further
comprlslng means for retrieving from said storage
medium a plurality of sky picture elements associated
with regions of said panoramic image correspondlng to
the sky in response to indication by said position
signals that said observer field of view includes
regions above the horlzon of said panoramic image,
and means for dlsplaylng said sky picture elements.

21. The apparatus of Claim 18, wherein each
of said panoramic images comprises a plurality of
picture elements mapped in a predetermlned geometric
projection.

PCT/US87/02213
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22. The apparatus of Claim 21, wherein said
predetermined geometric projection comprises a conic

projection.

23. The apparatus of Claim 22, wherein said
conic projection is an inverted conic surface, and
wherein the uppermost limit of the conic surface is
associated with the boundary between the sky and the

horizon in said panoramic image.

24. The apparatus of Claim 18, wherein said

image storage means comprises a video disc.

25. The apparatus of Claim 18, wherein said
image storage means comprises: a video disc for
storing a keypoint data set corresponding to a
panoramic image from a particular keypoint position
in said predetermined space, said keypoint data set
comprising a predetermined number N of picture
elements, and an addressable memory for storing said
N picture elements for accessing by said sampling

means.

26. The apparatus of Claim 25, wherein said
sampling means selects said predetermined number
N of picture elements stored in said addressable
memory to obtain a second predetermined number n
of picture eleﬁents for display as a function of
observer position and attitude within said imaginary

space.

27. The apparatus of Claim 25, wherein said
video disc stores a plurality of said keypoint data
sets, and said addressable memory means stores a
particular one of said plurality of keypoint data

sets corresponding to said observer field of view.
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28. The apparatus of Claim 18, wherein said
plurality'of'picture—e;ements stored by said image
storage means comprises a predetermined number N
of piétu:e elements, and further comprising
addressable memory means for storing said number
N of picture elements for éccessing by said
sampling means, and wherein said sampling means
samples said predetermined number N of picture
elements to obtain a second predetermined number
n of picture elements for display as a function
of observer position and attitude within said
imaginary space.

29. The apparatus of Claim 18, wherein said
image storage means stores arplurality keypoint data
sets, each of said keypoint data sets corresponding
to a different panoramic image, eaéh of said
different panoramic images beihg associated with a
different predetérmined region in said imaginary
space, and further comprising keypoint selecting
means for selecting one of said keypoint data sets as
a functlon of observer position and attitude w1th1n
said imaginary space.

30. The apparatus of Claim 29, wherein said

'keypoint'selecﬁing means selects one of said keypoint

data sets which is closest to the region of the
imaginary space in the field of view of the observer.

3l. The apparatus of Claim 18, wherein said
displayed selected plurality of picture elements are
displayed on a CRT.

PCT/US87/02213
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32. The apparatus of Claim 18, wherein the
field of view of the observer is a first field of
view, and wherein said sampling means samples a
second particular portion of said stored image data
corresponding to a second observer field of view to
select a second plurality of picture elements to
simulate movement from a first point of view of the
observer associated with said first field of view to
a second point of view associated with said second

field of view.
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33. A method of reproducing a series of
video images to simulate movement within an imaginary
space, comprising the steps of:

(1) creating a database comprising a
plurality of panoramic images, each of the images
comprising a plurality of picture elements, each of
the images being associated with a predefined
keypoint region and ée; of orientations of an
observer within said imaginary space, each of the

images including picture elements corresponding to

all visible picture elements within a field of view
of the observer positioned within a predefined

subspace and set of observer orientations within said. -

imaginary'space associated with said keypoint region;
i ' - (2) storing the panoramic images on a
storage medium; 7
' (3) selecting one of the stored
panoramic images as a function of the spatial
location and spatial orientation of the observer
within the predefined subspace;

(4) retrieving from the storage medium
image data correspondlng to the selected one of said
stored panoramic images;

o (5) storing the retrieved image data in
an addressable buffer mémory; )

(6) selecting a plurality of picture
elements stored in the buffer memory corresponding to
the location and orientation of the observer within
ﬁhe predefined subspace; and

(7) displaying the selected plurality
of picture elements on a display.

PCT/US87/02213
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34. The method of Claim 33, further
comprising the steps of:

(8) selecting a second one of the
stored panoramic images in the storage medium when

g the observer changes from the predefined subspace and
set of observer orientations to a second subspace
and set of observer orientations associated with a
second keypoint region in the imaginary space;

(9) retrieving image data corresponding
10 to the second one of the stored panoramic images:

(10) storing the retrieved image data
for the second one of the stored panoramic images in
the addressable buffer memory;

(11) selecting a plurality of picture

1s elements stored in the buffer memory corresponding to
the location and orientation of the observer within
the second subspace; and

(12) displaying the selected plurality

of picture elements on a display.

20

25

30

35
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35. a method of reproducing a video image

to simulate movement within an 1maglnary space,
comprising the steps of: )

(1) mapping a panoramic view of the
imaginary space onto a first projection surface
assoc1ated with a keypoint, the keyp01nt comprising a
pOInt of view of a mapping observer of the imaginary
space; »

(2) stofing'picture elements at
addresses iﬁ an addressable memory corresponding to
the coordinates of the flrst pro;ectlon surface;

(3) determlnlng the intersection of a
flrst ray emanating from the point of view of a
viewing observer w1th1n the imaginary space through a
predetermlned picture element locatlon on a viewing

screen assoc1ated with the viewing observer with a

-second projection surface corresponding to the ground

of the imaginary space;

7 (4)-€racing a second ray from the
intersection of the first ray with the second
projection surface to the keypoint;

(5) determinihg the address in the
addressable memory of a picture element 6n the first
projection'surface as a function of coordinates of
the 1ntersect10n of the second ray with the first
projection surface:

(6) retrieving data from the
addressable memory correspondlng to the determined
picture element address;

(7) dlspléying a picture element
derived from said retrieved data as the picture

element for the pPredetermined picture element

location on a display corresponding to the viewing
screen; and

(8) repeating the above steps (3)
through (7) to create an entire viewing screen image

Ll
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for all picture element locations of the viewing

screen.

36. The method of Claim 35, further
comprising the steps of:

(9) mapping a plurality of panoramic
views of the imaginary space onto a pluralify of
first projection surfaces associated with a plurality
of keypoints, each of the keypoints comprising a
different point of view of the mapping observer of
the imaginary space:;

(10) storing the plurality of panoramic
views in a mass storage device:

(11) providing position signals
corresponding to the location and orientation of the
point of view of the viewing observer in the
imaginary space;

A (12) selecting a particular one of the
stored plurality of panoramic views as a function of
the viewing observer position and orientation
signals;

(13) storing picture elements of the
selected particular one of the panoramic views at
addresses in the addressable memory corresponding to
the coordinates of the first projection surface; and

(14) carrying out the above steps (3)
through (8) to create an entire viewing screen image
for all picture element locations of the viewing

screen.

37. The method of Claim 35, wherein the
first projection surface is a conic projection

surface.
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38, The method of Clainm 35, wherein the
second projection surface corresponds to the ground

in the imaginary space.

39. The method of Clainm 35, further
comprising the step of reducing the occurrence of
sampling artifacts in the 1mage dlsplayed in the
displaying step

. : : ,
40. The method of Claim 39, wherein the
data retrieved in the retr1ev1ng step comprises a
selected subset of a predetermined number 3 of
picture elements, and wherein the step of reducing -
the occurrence of sampllng artifacts in the image
dlsplayed comprlses filtering said predetermined
number m of picture elements to obtain each one
of the picture elements displayed in the displaying
step. '

41. The method ef Claim 40, whererm is

~at least four.

42. The method of Claim 40, wherein the
step of filtering comprises the step of computing a
resultant picture element R as a function of the

values of the m picture elements.

a9
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43. A system for displaying video images
for simulating movement within an imaginary space,
comprising:

mass data storage means for storing a
5 plurality of sets of keypoint image data
corresponding to a plurality of panoramic views
within said imaginary space, said keypoint image data
comprising a plurality of picture elements:
means for selecting a particular one of
10 said keypoint data sets stored in said mass storage
means as a function of input observer position
signals:
addressable memory means for storing-
data corresponding to a selected one of said keypoint
15 data sets selected by said selecting means:
means for generating addresses for said
addressable memory means corresponding to said
observer position signals and input observer spatial
orientation signals;
means for retrieving a selected

0

’ plurality of picture elements from said addressable
memory means from addresses prdvided by said address
generating means; and

means for displaying said selected

25 plurality of picture elements to provide a video
image.

30

35
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44. In an alrcraft flight simulator system,
a system for dlsplaylng images to simulate movement
through an imaginary space, comprising:
data storage means for storing a
plurality of sets of keypoint data, each of said
keypoint data sets comprising a plurality of picture
elements correspondlng to a panoramic view from a
predetermlned location within said imaginary space:

) means for receiving position signals
and attitude signals from a host controller
associated with said simulator system corresponding
to an imaginary position and attitude within said
1maglnary space-

control means responsive to said
position signals and said attitude signals for
computing frame rate constant signals;

secsnd control means responsive to said

position signals and said attitude signals for

'selecting for display one of said plurality of sets

of keyp01nt data associated w1th said imaginary
position and attitude of said 51mulator within said
imaginary space;

,addressable memory means for storing
data correspondlng to said selected one of said
plurallty of sets of keyp01nt data:

keypoint address generator means
responsive to said frame rate constant 51gnals for
generating addresses for said addressable memory
means cofresponding to a selected subset of said
picture'elements'of'said selected one of said
plu:élity of sets of keypoint data stored in said
addressable meﬁory, said selected subset of said
picture elements corresponding to particular ones of
said picture elements visible to an observer in said
simulator system p051t10ned at said imaginary
position and attitude within saigd imaginary space;

PCT/US87/02213
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means for retfieving said selected

subset of said picture elements from said addressable

memory means from said addresses provided by said
keypoint address generator means: and

5 means for displaying said selected

' subset of said picture elements to provide an image

corresponding to the view visible to the observer in

said simulator positioned at said imaginary position

and attitude within said imaginary space.

10
45. The system of Claim 44, wherein said

addressable memory means comprises a double buffered

random access memory.

15 46. The system of Claim 44, wherein said

data storage means memory comprises a video disc.

47. The system of Claim 46, further
comprising means for storing said keypoint data on
20 said videodisc to maximize the signal-to-noise ratio.

48. The system of Claim 47, wherein said
storing means comprises a multiplexed analog

component coder/decoder.

25
49. The system of Claim 44, wherein said

keypoint data comprises signals corresponding to
color component video signals, and further comprising
means for storing said signals in a predetermined
storage format on said data storage means so as to

30
maximize the signal-to-noise ratio.

50. The system of Claim 49, wherein said
predetermined storage format comprises a multiplexed

analog component format.
35
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51. The system of Claim 44, further
comprising antialiasing means for reducing the
occurrence of sampling artifacts in said image

displayed by said displaying means.

52. The systeh of Claim 51, wherein said
selected subset of said picture elements displayed by

- said displaying means comprises a predetermined

number n of displayed picture elements, and
wherein said antialiasing means comprises:
means for retrieving a predetermined

number m of said picture elements from said

addressable memory means for each one of said n =

disélayed picture elements; and

means for filtering said predetermined
number m of said picture elements to obtain each
one of said n displayed picture elements.

53. The system of Claim 52, where m is
at least four.

54. The system of Claim 52, wherein said
filtering means is responsive to compute a resultant
picture element R as a function of the values of
said m picture elements.
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55. The system of Claim 51, wherein said
addresses generated by said keypoint address
generator means comprises an integer portion and a

fractional portion, and wherein said antialiasing

means comprises:
means responsive to said integer

portion for retrieving a predetermined number m

of picture elements:;
filter means responsive to said

fractional portion for computing a resultant picture
element R as a function of the values of said

m picture elements.,

56. The system of Claim 55, wherein said
filter means comprises a finite impulse response

filter.

57. The system of Claim 55, wherein m

is at least four.

58. The system of Claim 44, further

comprising means for generating a haze overlay on a

" video image displayed by said display means to

simulate haze conditions.

59. The system of Claim 58, wherein said
haze overlay generating means is selectable as to

haze color.

60. The system of Claim 59, wherein said
haze overlay generating means is selectable as to

haze intensity.
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€l. The system of Clainm 58, wherein said
hazeroverlay generating means is responsive to an
angle-to-horizon signal correspondlng to the angle to
the imaginary horizon of a point on said image
displayed by said displaying means.

62. The system of Claim 61, wherein said
angle-to-horizon signal is F and has the form:
F=fl*u+ £f2*%vy + £3
, where f1, £2, and £3 are frame rate
constants, u is a horizontal pixel rate variable, and

v is a vertical line rate variable.

63. The system of Claim 44, wherein each

one. of said addresses for said addressable memory

means generated by said keypoint address generator

‘means comprises a first address portion corresponding
~to an azimuthal spatlal coordinate in said imaginary

‘space and a second address portion corresponding to

an elevational spatial coordinate in said imaginary
space. '

64. The system of Claim 63, wherein said
second address portion includes a terrain address
portion and a sky address portion, and wherein said
sky address portlon corresponds to data stored in
said addressable memory means for generating a sky
region of said imaginary space in said video 1mage

d1splayed to the observer.

65. The system of Claim 64, further
comprising sky address generator means responsive to
said position signals and said attitude signals for

generating said sky address portion when the pPicture

elements visible to said observer in said simulator

correspond to regions of sky in said imaginary space.

T
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66. The system of Clainm 63, wherein said
first address portion corresponds to a horizontal
spatial coordinate of a geometric projection of a
predefined region of said imaginary space, and said

5 second address portion corresponds to a vertical
spatial coordinate of said geometric projection of

said predefined region of said imaginary space.

67. The system of Claim 44, wherein said
10 frame rate constant signals have the form:
A al * u + a2 * v + a3
B bl * u + b2 * v + b3
C=cl *u+c2*vy+c3
where al, a2, a3, bl, b2, b3, cl, c2,
15 and c3 are frame rate constants, u is a horizontal

pixel rate variable, and v is a vertical line rate

variable.

68. The system of Claim 67, further
20 comprising row/column multiplier means responsive to
said frame rate constants for calculating the

equations for A, B, and C at pixel rates.

25
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69. In a visual system for a vehicle
simulator, said visual systenm generating a plurality
of output images to simulate an imaginary space, a

system for generatlng a haze overlay for said images

to simulate varlable visibility conditions,
comprlslng. 7

means for providing distance signals
corresponding to the dlstance from an observer in the
simulator to a point in the imaginary space;

-means responsive to said distance
signals for computing a haze factor corresponding to
the degree of ‘haze to be imposed upon said images:

output means respon51ve to said haze

factor and input signals representing said images for
prov1d1ng output signals corresponding to said images
overlaid with haze.

70. The system of Claim 69, wherein said
haze factor computing means is operative to provide
said haze factor at a constant value for all portions
of said image which are parallel to a horizon line in
said 1mag1nary space.

71. The system of Claim 69, further
comprising means for providing a haze color signal
corresponding to a desired color of haze for said
images, and whereln said output means is responsive
to prov1de said output 51gnals as a weighted average

' between said haze color signal and the brightness

value of each picture element of said images as a
function of said haze factor. '

)
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72. The system of Claim 69, wherein said

haze factor computing means comprises:
means for providing an angle-to-horizon
signal corresponding to the angle to the imaginary
5 horizon of a point on the output image, and means
responsive to said angle-to-horizon signal for

computing said haze factor.

73. The system of Claim 72, wherein said
10 angle-to-horizon signal is F and has the form:
F=fl*u+ £f2 * v + £3
where fl, f2, and f3 are frame rate
constants, u is a horizontal pixel rate variable, and
v is a vertical line rate variable.
15
74. A method of generating a displayed
image to simulate a view seen by an observer moving
within an imaginary space, comprising the steps of:
(1) storing on a storage medium a
20 representation of a panoramic image;

(2) retrieving from said storage medium
portions of said panoramic image representation
associated with the point of view of an observer
within the imaginary space; and

(3) displaying on a display a plurality

25
of displayed picture elements formed from spatial
modification of said retrieved portions of said
panoramic image.

30
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75. The method of Claim 74, further
comprising the steps of retrieving from said storage
medium portions of said representation of said
panoramic image associated with regions of the
panoramic image correspondihg to the sky when the
oﬁserver's position and attitude indicate that the
field of view of the observer includes regions of the
sky of the panoramic image, and displaying a
plurality of picture elements formed from said

retrieved sky portions of said panoramic image.

76. The method of Claim 74, wherein said
panoramic image representation comprises a signal’
formed by mapping the imaging space to a
predetermined geometric surface.

77. The method of Claim 76, wherein said

predetermined geometric surface comprises a cone..

78. The method of Claim 77, wherein said
cone is an inverted conic surface, and wherein the
uppermost limit of the conic surface is associated
with the boundary between the sky and the horizon in
said panoramlc image.

79. The method of Claim 74, wherein said
representatlon of said panoramic image comprises a
predetermined number N of stored picture
elements, and wherein the step of retrieving portions

of said panoramic image representation comprises the

step of sampling said predetermined number N of

stored picture elements to obtain a second
predeterm1ned number n of sampled pPicture
elements for use in the dlsplaylng step, as a
function of observer position and attitude within the

imaginary space.

)
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80. The method of Claim 74, wherein said
representation of said panoramic image comprises all
data required to reconstruct all possible views of an

imaginary landscape within the imaginary space.

81. The method of Claim 74, wﬁerein the
step of storing on said storage medium comprises
storing a plurality of representations of panoramic
images, each of said panoramic images being
10 associated with a different predetermined keypoint
position in said imaginary space, and further
comprising the step of selecting one of said
plurality of said panoramic images as a function of’
observer position and attitude within the imaginary

15 space.

82. The method of Claim 81, wherein the
step of selecting one of said panoramic images
comprises selecting said image as a function of
observer position and attitude relative to said

20
predetermined keypoint position.

83. The method of Claim 81, wherein the
step of selecting one of said panoramic images
25 comprises selecting the image associated with the

keypoint which is closest to the region of the

imaginary space in the field of view of the observer.

84. The method of Claim 74, wherein the

30 displayed picture elements are displayed on a CRT.
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85. The method of Claim 74, wherein the

displayed image is a first displayed image, and
- further comprising the step of retrieving from said

storage medium other portions of said panoramic image
representation associated with a second pbint of view
of the observer within the imaginary space to
stimulate movement from the first point of view of
the observer to the secbnd'point of view.

3
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