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(57) Abstract

In the event no completely assembly packets have been received and T 100
scheduled for transmission (102), a partially received packet is selected
for cut-through transmission prior to receipt of all cells comprising the
packet (108). Transmission of the selected packet is initiated and a timer
is started (110). If the timer expires prior to the receipt of an end of packet
indication for the packet for which transmission has commenced (112), an
end of packet signal is generated (114) and cut-through packet is aborted
(116). In this manner, delays associated with packet reassembly may be

avoided and buffer sizes of reassembly buffers may be reduced.
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TITLE OF THE INVENTION
METHOD AND APPARATUS FOR PERFORMING
CUT-THROUGH VIRTUAL CIRCUIT MERGING
CROSS REFERENCE TO RELATED APPLICATIONS
NOT APPLICABLE

STATEMENT REGARDING FEDERALLY SPONSORED RESEARCH OR
DEVELOPMENT

NOT APPLICABLE

BACKGROUND OF THE INVENTION

This invention relates to telecommunications networks
and more particularly to a method and apparatus for
performing wvirtual circuit merging in a connection based
network.

In a connection based network, such as an Asynchronous
Transfer Mode (ATM) network, packets are transmitted over
virtual connections or circuits. Virtual circuits are
established at call setup between a packet source and a
packet destination. In the ATM environment, the Virtual
Connections are defined by Virtual Path Identifier (VPI) and
a Virtual Connection Identifier (VCI) fields within the ATM
cell header.

Since ATM networks are connection-oriented, carrying
connectionless traffic such as that based upon the Internet
Protocol (IP) is problematic. Several methods exist for the
routing of such information within an ATM network. The
simplest form of mapping involves the assignment of a unique
virtual circuit for each source and destination pair at the
network switch. This technique, however, leads to the
proliferation of connections or virtual circuits at each
switch and results in large Dbuffer requirements for
connection identifier lookup tables in each network switch.
Additionally, such an assignment technique is computationally
intensive as a result of the need to process voluminous

connection setup and tear down requests.
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Various techniques have been proposed to minimize the
need to establish a unigue connection for each source
destination pair. In one technique, known as Virtual Path
merging, the Virtual Path (VPI) address labels, are used to
identify the destination of the packet and all packets being
forwarded to the same destination employ the same VPI. The
Virtual Connection Identifier is employed to identify the
packet source. Thus, in a network employing VP merging, a
recipient of cells arriving over a single virtual path can
identify the sender and reconstruct the packets even if the
cells are interleaved. This technique, however, has a
significant limitation. Since the Virtual Path Identifier
field in the ATM cell header comprises a 12 bit field at the
network to network interface, only 4096 Virtual Paths can be
supported. The assignment of a single Virtual Path per
destination, irrespective of the number of connections
associated with the Virtual Path, is undesirably limiting
with regard to the number of destinations that may be
supported in the network. Thus, VP merging is typically
wasteful of virtual connection assignments.

Virtual connection merging is a technique for forwarding
all packets destined for the same destination address over
the same VPI/VCI address. In order for the destination to
successfully delineate packets from different sources, the
cells comprising a packet must not be interleaved over the
virtual connection. Accordingly, packets are typically
assembled in a buffer on an egress Input Output (I/O) Module
of a switch and are not scheduled for transmission until an
End of Packet (EOP) indication is received. Only after all
cells comprising a packet have been assembled in an egress
I/0 module buffer and an EOP received, 1is the packet
scheduled for transmission over the respective Virtual
Connection.

While the above described VC merging technique avoids
problems introduced by the interleaving of cells of different
packets, it has certain disadvantages. First, as a

consequence of the need to fully buffer all packets prior to
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transmission in a store and forward manner and the fact that
the packets may be variably sized, the reassembly buffers
need to be quite large. Additionally, undesirable delays
occur because the packet must be reassembled at each
intermediate network node between the source and the
destination. Each time the packet is reassembled, additional
delays may be introduced.

It would therefore be desirable to be able to perform
Virtual Connection (VC) merging while minimizing the
aforementioned problems associated with prior VC merging

techniques.

BRIEF SUMMARY OF THE INVENTION

A method and apparatus for performing virtual circuit
merging in the egress port of a network switch is disclosed.
Cells belonging to different packets are associated with a
unique connection identifier (CID) upon arrival at an ingress
port of the network switch. The connection identifiers
(CIDs) for respective VPI/VCI addresses are assigned within
the network switch at call setup as an administrative
function. An identification of CIDs identifying packets to
be merged over a single virtual circuit are associated with
a single group identifier (GID) within the switch. If a
packet associated with a GID has been fully received it is
scheduled for transmission and transmission of the packet is
initiated. If no packets associated with the GID have been
completely assembled but one or more packets have been
partially received, a partially received packet is identified
in accordance with a predetermined selection technique and
cut-through transmission of the selected packet from the
network switch is initiated prior to the completion of
reception and reassembly of the packet.

At the time the transmission of the partially received
packet is initiated a timer is started. If the timer expires
prior to receipt of an end of packet (EOP) indicator for the
packet in transit, an EOP indicator is transmitted from the

output port over the merged connection and the balance of the
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incoming packet 1is disregarded. In the above described
manner, buffering requirements at the egress port and
undesirable delays resulting from the need to schedule a
packet only after it has been completely received are

avoided.

BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWING

The invention will be more fully understood by reference
to the following Detailed Description of the Invention in
conjunction with the several views of the drawing of which:

Fig. 1 is a block diagram of a network switch in
accordance with the present invention;

Fig. 2 is a block diagram of an egress portion of an I/0
module in accordance with the present invention;

Fig. 2a 1is a timer value table optionally employed in
the presently disclosed virtual connection merging technique;
and

Fig. 3 is a flow chart illustrating the virtual circuit

method in accordance with the present invention.

DETAILED DESCRIPTION OF THE INVENTION

An improved method and apparatus for performing virtual
circuit merging in a network switch is disclosed which
minimizes inherent delays in store and forward virtual
circuit merging techniques and additionally provides the
ability to utilize smaller reassembly cell buffers.

Referring to Fig. 1 a network switch 10 in accordance
with the present invention is depicted which incorporates the
ability to perform cut-through virtual circuit merging. The
network switch includes a plurality of input or ingress ports
12, identified herein as 12a, 12b,..12n, for receiving
packets from one or more ingress communication links 14
identified herein as 1l4a, 14b,...14n, and a plurality of
output or egress ports 16, identified herein as 16a,
16b,...16n, for transmitting packets from each of the output
ports to one or more egress communications links 18,

identified herein as 18a, 18b,...18n, which are coupled to
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the respective output ports 16. A packet comprises one or
more cells, such as ATM cells. The end of a packet is

signaled by an end of packet (EOP) indicator. A switch
fabric 20 is operative to forward cells received at the input
ports to one or more of the output ports 16 in accordance
with forwarding techniques known in the art.

Upon reception at an input port, each cell is associated
with a connection identifier (CID) which is employed within
the network switch 10 to specify cell routing. Typically,
the CID is generated upon receipt of a cell in an ATM network
switch by performing a table lookup on the VPI/VCI address
or some portion thereof to locate the CID for the respective
cell. In the event that the cell is a multicast or broadcast
cell intended for transmission out of more than one port, or
plural 1links coupled to a single port (not shown), a
multicast identifier (MID) is associated with the cell in the
network switch upon reception to identify the cell as a
multicast or broadcast cell. For simplicity, MIDs are
considered herein as one form of CID.

The output ports l6a through 16n includes cell buffers
22a through 22n for buffering cells for transmission on a per
virtual connection basis. Thus, the cell buffer 22a for
output port 0 includes a plurality of cell buffers; i.e. one
for each wvirtual connection assigned at call setup which
utilizes output port 0. The output ports 16a through 16n
further include cut-through control and support logic 17a,
17b,...17n for controlling cut-through merging of virtual
connections having the same VPI/VCI address as herein
described.

As described above, Virtual Connection (VC) merging
involves the transmission of packets having the same VPI/VCI
address and which are received over one or more input ports
from an output port 16 of the network switch 10 over a single
virtual connection. For example, assume cells comprising a
first packet having a VPI/VCI address of VPI=3/VCI=32 are
received at Input Port 0. A first connection identifier

(CID=A) is associated with the cells of the first packet at
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input port 0. Further assume a second packet is received at
input port 1 having a VPI/VCI address of VPI=3/VCI=32. A
second connection identifier (CID=B) is associated with the
cells of the second packet at input port 1. The cells are
forwarded through the switch fabric 20 to one or more of the
output ports 16 and are stored in cell buffers 22 on a per
Virtual Connection basis. Thus, one cell buffer is allocated
for each wvirtual connection supported by the respective
output port 16. The first and second packets, having the
same VPI/VCI address, may be associated with a common group
identifier (GID), and merged for transmission over a single
virtual connection.

A block diagram illustrating the components within an
Output Port 16 employed to implement cut-through VC merging
is depicted with greater detail in Fig. 2. Referring to Fig.
2, an output port 16 receives cells from the switch fabric
20. Each cell has associated therewith a connection
identifier (CID) which is employed within the network switch
to determine cell routing. Each cell received at an output
port 16 is stored within a cell buffer 40. The cell buffers
for the respective virtual connections are identified in Fig.
2 as cell buffers 40a, 40b,...40n. Thus, cells are stored
within cell buffers within the output port on a per virtual
connection basis. The connection identifier associated with
the cell is employed to identify the cell buffer in which the
respective cell is stored.

Cells belonging to different packets (from different
sources) arrive at the output port with CID designations that
are locally unique to the respective output port. A Buffer
Memory 41 is provided in each output port. The Buffer Memory
41 contains cell buffers for packet reception and reassembly,
such as buffers 40a, 40b, ...40n and additionally, fields for
storage of data employed to support virtual circuit merging
as hereinafter discussed. The buffer memory, in one
embodiment of the invention, is indexed by the CIDs. For
each of the CIDs, at call setup time, a unique group

identifier (GID) is assigned for all CIDs to be merged on the
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outbound virtual connection and the GID associated with the
CID is stored within the Buffer Memory 41. Otherwise stated,
CIDs corresponding to incoming packets to be merged over a
single outgoing virtual connection are assigned a common GID.
Thus, as depicted in the exemplary embodiment, the first
three CIDs contained within the Buffer Memory 41 all have a
common GID and thus will be merged over a single outgoing
virtual connection from the respective output port 16.
Packets associated with the same GID are meant to be merged
onto the same virtual connection and hence, cells of the
respective packets must not be interleaved.

Referring to Fig. 2, cells received at the output port
16 are stored within the appropriate cell buffer 40
associated with the CID for the respective cell. If the CID
is one of a plurality of CIDs having a common group ID (GID),
the GID identifier is also stored in association with the
cell buffer within the buffer memory 41.

A first flag (F) is also stored in association with the
cell buffer which indicates whether or not a complete packet
has been received and stored within the respective cell
buffer. An End of Packet (EOP) Detector 44 monitors incoming
cells and signals Cut-through control logic 46 when an EOP
is detected. The control logic 46 causes the F flag to then
be set for the corresponding CID thus indicating that a
complete packet has been received. More specifically, if
transmission of a packet has not been commenced via cut-
through as hereinafter discussed and an EOP condition is
detected by the EOP detector 44, the F flag is set wvia the
cut through control logic to indicate that a complete packet
has been stored within the respective cell buffer 40. The
cut-through control logic 46 is also coupled to a transmit
scheduler 48 which schedules completely assembled packets for
transmission over the respective egress communications link
18.

A gsecond flag (P) is also stored in the buffer memory
41 in association with the cell buffer for each CID. The P

flag indicates whether a packet has been partially received
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and more specifically whether at least one cell of a packet
has been stored within the cell buffer for the respective
virtual connection.

The Buffer Memory 41 may optionally include a Timer
Identifier (Timer ID) stored in association with each CID
which is employed to specify the value of a timeout timer as
hereafter discussed. If employed, the Timer Id is specified
at call setup and may be modified dynamically during system
operation.

The Buffer Memory may also optionally include a cell
count stored in association with each CID. The cell count
comprises an identification of the number of cells of the
respective packet which have been received and stored in the
regspective one of the reassembly cell Dbuffers 40a,
40b,...40n. The cell count is generated by a cell counter
45 which counts received cells for an incoming packet. The
output of the cell counter 45 is coupled to the cut-through
control logic 46 which loads the count into the appropriate
location within the buffer memory 41.

In conventional network switches which support virtual
circuit merging, the scheduler only schedules packets for
transmission which have Dbeen completely received and
reassembled within the output port cell buffer. In this
manner, it can be assured that the entire packet can be
transmitted without interleaving cells of any other packet.
As discussed hereinabove, such is highly undesirable because
transmission of the portion of packets which have been
partially received and stored in a cell buffer 40 are delayed
until the packet has been completely received.

The presently disclosed transmit scheduler stores the
identity of fully assembled packets which are available for
transmission within a scheduler queue 50. So long as there
are completely assembled packets available for transmission,
the transmit scheduler causes such packets to be transmitted
downstream over the egress communication link 18.

The present scheduler, however, differs from

conventional schedulers in that it does not wait until a
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packet has been completely received in the event there are
no fully reassembled packets scheduled for transmission.
More specifically, the transmit scheduler first determines
whether there are any fully assembled packets available for
transmission and schedules such packets for transmission.
Such is determined by ascertaining whether there are any
packets identified for transmission in the Scheduler Queue
50 and by testing the F flag associated with each virtual
connection buffer to determine if any of such flags are set
for the respective GID. If there are no fully assembled
packets scheduled for transmission and there are no
completely assembled packets within the Buffer memory; i.e.
no F flags are set within the Buffer memory 41, an indication
of such condition is provided by the transmit scheduler 48
to the cut through control logic 46. The cut through control
logic then tests the P flags for the respective Virtual
connections within the buffer memory to determine if there
are any partially received packets. If there are no
completely assembled packets available for transmission but
there is at least one partially received packet within the
cell buffer 41, a partially received packets is selected for
cut-through transmission. Cut-through transmission implies
that transmission of the partially received packet from the
output port is initiated prior to receipt and storing of the
entire packet within the respective cell buffer 40 of the
buffer memory 41.

In the event more than one partially received packet is
stored in the buffer memory and associated with the same GID,
one packet is selected for transmission via a predetermined
selection technique. For example, in one embcdiment, the
first partially received packet detected by the cut-through
logic which is associated with a wvalid CID may be selected
for transmission, for example, via use of a round robin
scheduler. 1In another embodiment, a count is maintained of
the number of cells stored in the buffer for each wvirtual
connection and the partially received packet having the

largest number of Dbuffered cells is selected for
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transmission. The cell count as described hereinabove is
maintained within the cell count field of the buffer memory
41. In another embodiment, a timeout timer value 1is
identified for each virtual connection and the packet is
selected with the smallest timer value in order to minimize
the impact on the scheduler should additional fully assembled
packets be determined to be available for transmission. The
timeout timer value may actually be stored within the Timer
Id field within the Buffer Memory or alternatively, the Timer
ID field may be used to store an index into a timer value
selection table 54 such as depicted in Fig. 2a. The
utilization of the timeout timer is discussed in greater
detail below. Any other suitable selection technique for
selecting a partially assembled packet for transmission may
also be employed.

Once a partially received packet has been selected for
transmission, transmission of the packet is initiated by the
cut-through control logic 46. At the time transmission of
the partially received packet is commenced a timeout timer
52 is started. The length of the timeout period may be
specified for each CID or for each GID. More specifically,
the timer value may be loaded with a value selected for a
particular CID or GID specified by the Timer Id field for the
respective CID within the Buffer Memory 41. 1In this manner
timeout wvalues may be specified based upon the type of
traffic associated with the respective connections. In the
event that a timeout value is selected based upon the timer
identifier field, the timer 52 1is loaded with the timer
timeout value prior to transmission of the packet and
initiation of the timeout timer. The timer timeout values
may be stored in the timer value table 54 as depicted in Fig.
2a or in any other suitable data structure.

To avoid the possibility that commencement of
transmission of a cut-through packet will introduce
unacceptable delays or hang up the scheduler in the event of
upstream congestion or a failure to receive the remainder of

a packet which has commenced cut-through transmission, the
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cut-through control logic 46 monitors the timeout timer 52
and the EOP Detector 44. If the cut-through control logic
determines that the EOP detector has detected an EOP for the
cut -through packet prior to expiration of the timeout timer,
the timer is reset and control is passed to the transmit
scheduler to determine if there are any fully assembled
packets then available for transmission. Alternatively, if
the cut-through control logic 46 detects the expiration of
the timeout timer prior to the detection of an EOP signal for
the cut-through packet, the cut-through control logic 46
causes the cut-through packet to cease transmission and
causes an EOP generator 56 to generate an EOP signal for
transmission over the egress communication link 18. The
remainder of the cut-through packet received following the
cessation of transmission of the packet and insertion of the
EOP signal is disregarded and the F flag is not set upon
receipt of the EOP signal. Similarly, the P flag is not set
and the cell count is cleared to assure that the control
logic 46 and the scheduler 48 do not improperly respond to
the receipt of the remainder of the cell following the
aborted cut through transmission. Control is then passed to
the transmit scheduler to determine if there are any fully
assembled packets available for transmission as discussed
hereinabove.

The method of operation of the presently disclosed cut-
through virtual circuit merging technique is further
illustrated in Fig. 3. As depicted in step 100, upon receipt
of cells at the output port comprising part of a packet, the
cells are stored in cell buffers for the respective CID. As
illustrated in decision step 102, inquiry is made whether
there are any fully assembled packets available for
transmission for the respective GID. If there are one or
more fully assembled packets available for transmission such
packets are identified in the scheduler queue 50. If there
are no fully assembled packets available for transmission,
inquiry is made whether there are any partially received

packets for the respective GID as illustrated in step 106.
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If there are no partially received packets available for
transmission and no fully assembled packets available for
transmission, control passes back to step 100 and the process
continues. If there are any partially received packets
available for transmission as determined via the inquiry step
106, one of the partially received packets is selected for
cut-through transmission in accordance with predetermined
selection criteria as depicted in step 108. Cut-through
transmission of the selected packet 1s initiated as
illustrated in step 110 and a timeout timer is initiated
using either a predetermined timeout value or one selected
as discussed hereinabove. If the EOP detector detects the
arrival of the EOP for the cut-through packet prior to the
expiration of the timeout timer 52, the fields within the
Buffer Memory 41 are updated to clear the P and F flags, to
clear the cell count (if used), and control passes back to
step 100. If the EOP detector did not detect the EOP for the
cut-through packet prior to expiration of the timeout timer
52, the cut-through control logic 46 aborts the cut-through
transmission of the packet and signals the EOP generator to
transmit an EOP signal over the egress communication link as
depicted in step 114. The balance of the cut-through packet
is disregarded, as depicted in step 116, the F, P and cell
count (if used) are cleared and control returns to step 100.
More specifically, the cut-through control logic 46 marks the
CID so that the remainder of the packet is flushed from
memory upon receipt.

In the above described manner, packet retransmission
delays are minimized and cell buffering requirements may be
reduced while assuring that packets merged over a single
virtual connection are not interleaved. Additionally, undue
delays are not introduced in the event of upstream congestion
which delays receipt of the balance of a cut-through packet
or in the event the balance of the packet will not be
received due to the fact that the transmission of the packet
was aborted by an upstream network device or as a consequence

of an upstream transmission failure.
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While the cut-through control logic has been depicted
separately from the transmit scheduler for purposes of
illustration, it should be appreciated that the control logic
associated with the cut-through functions herein described
may be incorporated within the scheduler 48.

Additionally, it should be appreciated that
prioritization of the GIDs may be employed to assure
appropriate qualities of service for the respective users of
the various merged virtual connections.

It will further be appreciated by those of ordinary
skill in the art that other modifications of and variation
from the presently disclosed methods and apparatus for
performing cut-through wvirtual circuit merging may be
employed without departing from the inventive concepts
disclosed herein. Accordingly, the invention is not to be
viewed as limited except as by the scope and spirit of the

appended claims.
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CLAIMS
What is claims is: _
1. A method for performing cut-through virtual connection

merging at a network switch in a connection based network;

determining whether any fully received packets are
available for transmission over a virtual connection;

if there are no fully received packets available for
transmission over said virtual connection, determining
whether there are any partially received packets available
for cut-through transmission over said virtual connection;

if there is at least one partially received packet
available for transmission over said virtual connection,
selecting a partially received packet for cut-through
transmission from said at least one partially received
packet;

initiating cut-through transmission of said partially
received packet over said virtual connection;

generating and transmitting over said virtual connection
an End of Packet (EOP) indication in the event an End of
Packet signal is not received for the packet undergoing cut-
through transmission prior to expiration of a predetermined
period following the initiation of transmission of said cut-

through packet.

2. The method of claim 1 further comprising the step of:
disregarding the remainder of said packet following

expiration of said predetermined period.

3. The method of claim 1 wherein said initiating step
further includes the step of initiating a timer having a
preset expiration period upon initiation of transmission of
said partially received packet and said generating step
further comprises the step of transmitting an End of Packet
indication if said end of packet signal is not received for
the packet undergoing cut-through transmission prior to

expiration of said timer expiration period.
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4. The method of claim 1 wherein said selecting step
comprises the step of selecting the first partially received
packet for cut-through transmission which is eligible for
cut-through transmission and which is detected by a packet

scheduler.

5. The method of claim 4 wherein said selecting step
further comprises the step of testing packets for cut-through
eligibility in a round robin sequence and selecting the first
partially received packet which is detected in said round

robin sequence that is eligible for cut-through transmission.

6. The method of claim 1 wherein said selecting step
further comprises the step of associating a timer value with
each packet that is eligible for cut through transmission and
selecting the packet for cut-through transmission having the

smallest timer value.

7. The method of claim 1 wherein said selecting step
further comprises the steps of:

maintaining a cell count of cells received for each
packet eligible for cut-through transmission; and

selecting a packet for cut through transmission having
the largest cell count from the packets eligible for cut-

through transmission.

8. The method of claim 1 wherein said method further
comprises the steps of:

at call setup, assigning a plurality of connection
identifiers or ingress connections associated with
corresponding VPI/VCI addresses;

at call setup associating said plurality of connection
identifiers with a group identifier specifying a single
egress virtual connection a received packet having a VPI/VCI
address associated with one of said plurality of connection

identifiers;
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wherein said packet selected for cut-through
transmission merging is selected from packets associated with

sald group identifier.

9. Packet scheduling apparatus for merging packets received
by a network switch in a connection based network for
transmission from an output port of said network switch over
a virtual connection comprising:

a plurality of cell buffers for storing in said network
switch packets associated with a corresponding plurality of
connection identifiers wherein each of said plurality of
connection identifiers is associated with a group identifier
identifying packets to be merged over said single wvirtual
connection;

a timer operative to produce a timeout signal a
predetermined period following activation of said timer; and

a scheduler,

said scheduler being operative to schedule a fully
assembled packet received within one of said plurality
of cell buffers for transmission over said wvirtual
connection in the event a fully assembled packet is
available for transmission;

said scheduler being further operative to initiate
transmission of a partially received packet stored
within one of sgaid plurality of cell buffers in the
event no fully assembled packets are available for
transmission and to activate said timer upon initiation
of transmission of said partially received packet; and

said scheduler being further operative to generate
and transmit an end of packet signal in the event said
scheduler detects said timeout signal prior to the
completion of reception of said partially received

packet with the respective one of said cell buffers.

10. The packet scheduling apparatus of claim 9 wherein said
scheduler is further operative to disregard the remainder of

sald partially received packet following detection of said
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timeout signal in the event said scheduler detects said
timeout signal prior to the completion of reception of said

partially received packet.

11. The packet scheduling apparatus of claim 9 wherein a
timer wvalue 1is stored in the respective cell buffer
associated with each connection identifier associated with
said group identifier and said timer predetermined period is
selected based upon the connection identifier for the

respective packet.

12. The packet scheduling apparatus of claim 9 wherein said
timer predetermined period is selected based upon the group
identifier.

13. The packet scheduling apparatus of claim 9 wherein a
pointer to a timer value stored in a timer value table is
stored in the cell buffer associated with each connection
identifier associated with said group identifier and said
timer predetermined period is selected based upon the

specified value within said timer value table.

14. The packet scheduling apparatus of claim 9 wherein said
partially received packet comprises at least one cell stored

within the respective cell buffer.

15. The packet scheduling apparatus of claim 14 wherein said
at least one cell comprises at least one Asynchronous
Transfer Mode cell.

16. The packet scheduling apparatus of claim 9 wherein said
scheduler is operative to select the first partially received
packet which is detected and eligible for transmission over

said virtual connection.

17. The packet scheduling apparatus of claim 16 wherein said

scheduler is operative to test said cell buffers associated
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with said group identifier to identify partially received

packets eligible for transmission in a round robin sequence.

18. The packet scheduling apparatus of claim 9 wherein a
timer value is associated with each connection identifier and
employed to specify said timer predetermined period and said
scheduler 1is operative to select for transmission the
partially received packet associated with the smallest timer
value in the event there are no fully received packets
associated with said group identifier available for

transmission.

19. The packet scheduling apparatus of claim 9 wherein a
cell count identifying the number of cells stored within the
cell buffer is maintained for each cell buffer associated
with said group identifier and said scheduler is operative
to select for transmission the partially received packet
associated with the largest cell count in the event there are
no fully received packets associated with said group

identifier available for transmission.
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