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ABSTRACT

The present disclosure provides methods, devices and computer program
products for encoding upmix matrices in audio encoding systems and
reconstructing time/frequency tiles of audio objects in audio decoding systems
using upmix matrices. Each row of the upmix matrices has M elements allowing
reconstruction of time/frequency tiles of audio objects from M-channel downmix
signals. Methods involve selecting a subset of elements from the M elements of
each row in the upmix matrix and encoding a value and a position in the upmix
matrix of each element in the selected subset. The selected subset comprises a
same number of elements for each row of the upmix matrix. The encoded values
and positions may be applied for reconstructing time/frequency tiles of an audio
object from a downmix signal.
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AUDIO ENCODER AND DECODER

Technical field

The disclosure herein generally relates to audio coding. In particular it relates
to encoding and decoding of a vector of parameters in an audio coding system. The
disclosure further relates to a method and apparatus for reconstructing an audio

object in an audio decoding system.

Background art
In conventional audio systems, a channel-based approach is employed. Each

channel may for example represent the content of one speaker or one speaker array.
Possible coding schemes for such systems include discrete multi-channel coding or
parametric coding such as MPEG Surround. '

More recently, a new approach has been developed. This approach is object-
based. In system employing the object-based approach, a three-dimensional audio
scene is represented by audio objects with their associated positional metadata.
These audio objects move around in the three-dimensional audio scene during
playback of the audio signal. The system may further include so called bed channels,
which may be described as stationary audio objects which are directly mapped to the
speaker positions of for example a conventional audio system as described above.

A problem that may arise in an object-based audio system is how to efficiently
encode and decode the audio signal and preserve the quality of the coded signal. A
possible coding scheme includes, on an encoder side, creating a downmix signal
comprising a number of channels from the audio objects and bed channels, and side
information which enables recreation of the audio objects and bed channels on a
decoder side.
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MPEG Spatial Audio Object Coding (MPEG SAOC) describes a system for
parametric coding of audio objects. The system sends side information, c.f. upmix
matrix, describing the properties of the objects by means of parameters such as level
difference and cross correlation of the objects. These parameters are then used to
control the recreation of the audio objects on a decoder side. This process can be
mathematically complex and often has to rely on assumptions about properties of the
audio objects that is not explicitly described by the parameters. The method
presented in MPEG SAOC may lower the required bitrate for an object-based audio
system, but further improvements may be needed to further increase the efficiency

and quality as described above.

Brief description of the drawings
Example embodiments will now be described with reference to the

accompanying drawings, on which:

figure 1 is a generalized block diagram of an audio encoding system in
accordance with an example embodiment;

figure 2 is a generalized block diagram of an exemplary upmix matrix encoder
shown in figure 1,

figure 3 shows an exemplary probability distribution for a first element in a
vector of parameters corresponding to an element in an upmix matrix determined by
the audio encoding system of figure 1;

figure 4 shows an exemplary probability distribution for an at least one modulo
differential coded second element in a vector of parameters corresponding to an
element in an upmix matrix determined by the audio encoding system of figure 1;

figure 5 is a generalized block diagram of an audio decoding system in
accordance with an example embodiment;

figure 6 is a generalized block diagram of a upmix matrix decoder shown in
figure 5;

figure 7 describes an encoding method for the second elements in a vector of
parameters corresponding to an element in an upmix matrix determined by the audio
encoding system of figure 1;
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figure 8 describes an encoding method for a first element in a vector of
parameters corresponding to an element in an upmix matrix determined by the audio
encoding system of figure 1;

figure 9 describes the parts of the encoding method of figure 7 for the second
elements in an exemplary vector of parameters;

figure 10 describes the parts of the encoding method of figure 8 for the first
element in an exemplary vector of parameters;

figure 11 is a generalized block diagram of an second exemplary upmix matrix
encoder shown in figure 1,

figure 12 is a generalized block diagram of an audio decoding system in
accordance with an example embodiment;

figure 13 describes an encoding method for sparse encoding of a row of an
upmix matrix;

figure 14 describes parts of the encoding method of figure 10 for an
exemplary row of an upmix matrix;

figure 15 describes parts of the encoding method of figure 10 for an
exemplary row of an upmix matrix;

All the figures are schematic and generally only show parts which are
necessary in order to elucidate the disclosure, whereas other parts may be omitted
or merely suggested. Unless otherwise indicated, like reference numerals refer to
like parts in different figures.

Detailed description

In view of the above it is an object to provide encoders and decoders and
associated methods which provide an increased efficiency and quality of the coded
audio signal.

|. Qverview- Encoder

According to a first aspect, example embodiments propose encoding
methods, encoders, and computer program products for encoding. The proposed
methods, encoders and computer program products may generally have the same
features and advantages.
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According to example embodiments there is provided a method for encoding a
vector of parameters in an audio encoding system, each parameter corresponding to
a non-periodic quantity, the vector having a first element and at least one second
element, the method comprising: representing each parameter in the vector by an
index value which may take N values; associating each of the at least one second
element with a symbol, the symbol being calculated by: calculating a difference
between the index value of the second element and the index value of its preceding
element in the vector; applying modulo N to the difference. The method further
comprises the step of encoding each of the at least one second element by entropy
coding of the symbol associated with the at least one second element based on a
probability table comprising probabilities of the symbols.

An advantage of this method is that the number of possible symbols is
reduced by approximately a factor of two compared to conventional difference
coding strategies where modulo N is not applied to the difference. Consequently the
size of the probability table is reduced by approximately a factor of two. As a result,
less memory is required to store the probability table and, since the probability table
often is stored in expensive memory in the encoder, the encoder may in this way be
made cheaper. Moreover, the speed of looking up the symbol in the probability table
may be increased. A further advantage is that coding efficiency may increase since
all symbols in the probability table are possible candidates to be associated with a
specific second element. This can be compared to conventional difference coding
strategies where only approximately half of the symbols in the probability table are
candidates for being associated with a specific second element.

According to embodiments, the method further comprises associating the first
element in the vector with a symbol, the symbol being calculated by: shifting the
index value representing the first element in the vector by an off-set value; applying
modulo N to the shifted index value. The method further comprises the step of
encoding the first element by entropy coding of the symbol associated with the first
element using the same probability table that is used to encode the at least one
second element.

This embodiment uses the fact that the probability distribution of the index
value of the first element and the probability distribution of the symbols of the at least
one second element are similar, although being shifted relative to each other by an
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off-set value. As a consequence, the same probability table may be used for the first
element in the vector, instead of a dedicated probability table. This may result in
reduced memory requirements and a cheaper encoder according to above.

According to an embodiment, the off-set value is equal to the difference
between a most probable index value for the first element and the most probable
symbol for the at least one second element in the probability table. This means that
the peaks of the probability distributions are aligned. Consequently, substantially the
same coding efficiency is maintained for the first element compared to if a dedicated
probability table for the first element is used.

According to embodiments, the first element and the at least one second
element of the vector of parameters correspond to different frequency bands used in
the audio encoding system at a specific time frame. This means that data
corresponding to a plurality of frequency bands can be encoded in the same
operation. For example, the vector of parameters may correspond to an upmix or
reconstruction coefficient which varies over a plurality of frequency bands.

According to an embodiment, the first element and the at least one second
element of the vector of parameters correspond to different time frames used in the
audio encoding system at a specific frequency band. This means that data
corresponding to a plurality of time frames can be encoded in the same operation.
For example, the vector of parameters may correspond to an upmix or reconstruction
coefficient which varies over a plurality time frames.

According to embodiments, the probability table is translated to a Huffman

- codebook, wherein the symbol associated with an element in the vector is used as a

codebook index, and wherein the step of encoding comprises encoding each of the
at least one second element by representing the second element with a codeword in
the codebook that is indexed by the codebook index associated with the second
element. By using the symbol as a codebook index, the speed of looking up of the
codeword to represent the element may be increased.

According to embodiments, the step of encoding comprises encoding the first
element in the vector using the same Huffman codebook that is used to encode the
at least one second element by representing the first element with a codeword in the
Huffman codebook that is indexed by the codebook index associated with the first
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element. Consequently, only one Huffman codebook needs to be stored in memory
of the encoder, which may lead to a cheaper encoder according to above.

According to a further embodiment, the vector of parameters corresponds to
an element in an upmix matrix determined by the audio encoding system. This may
decrease the required bit rate in an audio encoding/decoding system since the upmix
matrix may be efficiently coded.

According to example embodiments there is provided a computer-readable
medium comprising computer code instructions adapted to carry out any method of
the first aspect when executed on a device having processing capability.

According to example embodiments there is provided an encoder for encoding
a vector of parameters in an audio encoding system, each parameter corresponding
to a non-periodic quantity, the vector having a first element and at least one second
element, the encoder comprising: a receiving component adapted to receive the
vector; an indexing component adapted to represent each parameter in the vector by
an index value which may take N values; an associating component adapted to
associate each of the at least one second element with a symbol, the symbol being
calculated by: calculating a difference between the index value of the second
element and the index value of its preceding element in the vector; applying modulo
N to the difference. The encoder further comprises an encoding component for
encoding each of the at least one second element by entropy coding of the symbol
associated with the at least one second element based on a probability table
comprising probabilities of the symbols.

Il. Overview- Decoder

According to a second aspect, example embodiments propose decoding
methods, decoders, and computer program products for decoding. The proposed
methods, decoders and computer program products may generally have the same
features and advantages.

Advantages regarding features and setups as presented in the overview of the
encoder above may generally be valid for the corresponding features and setups for
the decoder.

According to example embodiments there is provided a method for decoding a

vector of entropy coded symbols in an audio decoding system into a vector of
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parameters relating to a non-periodic quantity, the vector of entropy coded symbols
comprising a first entropy coded symbol and at least one second entropy coded
symbol and the vector of parameters comprising a first element and at least one
second element, the method comprising: representing each entropy coded symbol in
the vector of entropy coded symbols by a symbol which may take N integer values
by using a probability table; associating the first entropy coded symbol with an index
value; associating each of the at least one second entropy coded symbol with an
index value, the index value of the at least one second entropy coded symbol being
calculated by: calculating the sum of the index value associated with the of entropy
coded symbol preceding the second entropy coded symbol in the vector of entropy
coded symbols and the symbol representing the second entropy coded symbol;
applying modulo N to the sum. The method further comprises the step of
representing the at least one second element of the vector of parameters by a
parameter value corresponding to the index value associated with the at least one
second entropy coded symbol.

According to example embodiments, the step of representing each entropy
coded symbol in the vector of entropy coded symbols by a symbol is performed
using the same probability table for all entropy coded symbols in the vector of
entropy coded symbols, wherein the index valué associated with the first entropy
coded symbol is calculated by: shifting the symbol representing the first entropy
coded symbol in the vector of entropy coded symbols by an off-set value; applying
modulo N to the shifted symbol. The method further comprising the step of:
representing the first element of the vector of parameters by a parameter value
corresponding to the index value associated with the first entropy coded symbol.

According to an embodiment, the probability table is translated to a Huffman
codebook and each entropy coded symbol corresponds to a codeword in the
Huffman codebook.

According to further embodiments, each codeword in the Huffman codebook
is associated with a codebook index, and the step of representing each entropy
coded symbol in the vector of entropy coded symbols by a symbol comprises
representing the entropy coded symbol by the codebook index being associated with
the codeword corresponding to the entropy coded symbol.
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According to embodiments, each entropy coded symbol in the vector of
entropy coded symbols corresponds to different frequency bands used in the audio
decoding system at a specific time frame.

According to an embodiment, each entropy coded symbol in the vector of
entropy coded symbols corresponds to different time frames used in the audio
decoding system at a specific frequency band.

According to embodiments, the vector of parameters corresponds to an
element in an upmix matrix used by the audio decoding system.

According to example embodiments there is provided a computer-readable
medium comprising computer code instructions adapted to carry out any method of
the second aspect when executed on a device having processing capability.

According to example embodiments there is provided a decoder for decoding
a vector of entropy coded symbols in an audio decoding system into a vector of
parameters relating to a non-periodic quantity, the vector of entropy coded symbols
comprising a first entropy coded symbol and at least one second entropy coded
symbol and the vector of parameters comprising a first element and at least a
second element, the decoder comprising: a receiving component configured to
receive the vector of entropy coded symbols; a indexing component configured to
represent each entropy coded symbol in the vector of entropy coded symbols by a
symbol which may take N integer values by using a probability table; an associating
component configured to associate the first entropy coded symbol with an index
value; the associating component further configured to associate each of the at least
one second entropy coded symbol with a indeX value, the index value of the at least
one second entropy coded symbol being calculated by: calculating the sum of the
index value associated with the entropy coded symbol preceding the second entropy
coded symbol in the vector of entropy coded symbols and the symbol representing
the second entropy coded symbol; applying modulo N to the sum. The decoder
further comprises a decoding component configured to represent the at least one
second element of the vector of parameters by a parameter value corresponding to

the index value associated with the at least one second entropy coded symbol.
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{ll. Overview- Sparse matrix encoder

According to a third aspect, example embodiments propose encoding
methods, encoders, and computer program products for encoding. The proposed
methods, encoders and computer program products may generally have the same
features and advantages.

According to example embodiments there is provided a method for encoding
an upmix matrix in an audio encoding system, each row of the upmix matrix
comprising M elements allowing reconstruction of a time/frequency tile of an audio
object from a downmix signal comprising M channels, the method comprising: for
each row in the upmix matrix: selecting a subset of elements from the M elements of
the row in the upmix matrix; representing each element in the selected subset of
elements by a value and a position in the upmix matrix; encoding the value and the
position in the upmix matrix of each element in the selected subset of elements.

As used herein, by the term downmix signal comprising M channels is meant
a signal which comprises M signals, or channels, where each of the channels is a
combination of a plurality of audio objects, including the audio objects to be
reconstructed. The number of channels is typically larger than one and in many
cases the number of channels is five or more.

As used herein, the term upmix matrix refers to a matrix having N rows and M
columns which allows N audio objects to be reconstructed from a downmix signal
comprising M channels. The elements on each row of the upmix matrix corresponds
to one audio object, and provide coefficients to be multiplied with the M channels of
the downmix in order to reconstruct the audio object.

As used herein, by a position in the upmix matrix is generally meant a row and
a column index which indicates the row and the column of the matrix element. The
term position may also mean a column index in a given row of the upmix matrix.

In some cases, sending all elements of an upmix matrix per time/frequency
tile requires an undesirably high bit rate in an audio encoding/decoding system. An
advantage of the method is that only a subset of the upmix matrix elements needs to
encoded and transmitted to a decoder. This may decrease the required bit rate of an
audio encoding/decoding system since less data is transmitted and the data may be
more efficiently coded.
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Audio encoding/decoding systems typically divide the time-frequency space
into time/frequency tiles, e.g. by applying suitable filter banks to the input audio
signals. By a time/frequency tile is generally meant a portion of the time-frequency
space corresponding to a time interval and a frequency sub-band. The time interval
may typically correspond to the duration of a time frame used in the audio
encoding/decoding system. The frequency sub-band may typically correspond to one
or several neighboring frequency sub-bands defined by the filter bank used in the
encoding/decoding system. In the case the frequency sub-band corresponds to
several neighboring frequency sub-bands defined by the filter bank, this allows for
having non-uniform frequency sub-bands in the decoding process of the audio
signal, for example wider frequency sub-bands for higher frequencies of the audio
signal. In a broadband case, where the audio encoding/decoding system operates
on the whole frequency range, the frequency sub-band of the time/frequency tile may
correspond to the whole frequency range. The above method discloses the encoding
steps for encoding an upmix matrix in an audio encoding system for allowing
reconstruction of an audio object during one such time/frequency tile. However, it is
to be understood that the method may be repeated for each time/frequency tile of the
audio encoding/decoding system. Also it is to be understood that several
time/frequency tiles may be encoded simultaneously. Typically, neighboring
time/frequency tiles may overlap a bit in time and/or frequency. For example, an
overlap in time may be equivalent to a linear interpolation of the elements of the
reconstruction matrix in time, i.e. from one time interval to the next. However, this
disclosure targets other parts of encoding/decoding system and any overlap in time
and/or frequency between neighboring time/frequency tiles is left for the skilled
person to implement.

According to embodiments, for each row in the upmix matrix, the positions in
the upmix matrix of the selected subset of elements vary across a plurality of
frequency bands and/or across a plurality of time frames. Accordingly, the selection
of the elements may depend on the particular time/frequency tile so that different
elements may be selected for different time/frequency tiles. This provides a more
flexible encoding method which increases the quality of the coded signal.

According to embodiments, the selected subset of elements comprises the

same number of elements for each row of the upmix matrix. In further embodiments,

10

CA 3077876 2020-04-07



10

15

20

25

30

the number of selected elements may be exactly one. This reduces the complexity of
the encoder since the algorithm only needs to select the same number of element(s)
for each row, i.e. the element(s) which are most important when performing an upmix
on a decoder side.

According to embodiments, for each row in the upmix matrix and for a plurality
of frequency bands or a plurality of time frames, the values of the elements of the
selected subsets of elements form one or more vector of parameters, each
parameter in the vector of parameters corresponding to one of the plurality of
frequency bands or the plurality of time frames, and wherein the one or more vector
of parameters are encoded using the method according to the first aspect. In other
words, the values of the selected elements may be efficiently coded. Advantages
regarding features and setups as presented in the overview of the first aspect above
may generally be valid for this embodiment.

According to embodiments, for each row in the upmix matrix and for a plurality
of frequency bands or a plurality of time frames, the positions of the elements of the
selected subsets of elements form one or more vector of parameters, each
parameter in the vector of parameters corresponding to one of the plurality of
frequency bands or plurality of time frames, and wherein the one or more vector of
parameters are encoded using the method according to the first aspect. In other
words, the positions of the selected elements may be efficiently coded. Advantages
regarding features and setups as presented in the overview of the first aspect above
may generally be valid for this embodiment.

According to example embodiments there is provided a computer-readable
medium comprising computer code instructions adapted to carry out any method of
the third aspect when executed on a device having processing capability.

According to example embodiments there is provided an encoder for encoding
an upmix matrix in an audio encoding system, each row of the upmix matrix
comprising M elements allowing reconstruction of a time/frequency tile of an audio
object from a downmix signal comprising M channels, the encoder comprising: a
receiving component adapted to receive each row in the upmix matrix; a selection
component adapted to select a subset of elements from the M elements of the row in
the upmix matrix; an encoding component adapted to represent each element in the

selected subset of elements by a value and a position in the upmix matrix, the
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encoding component further adapted to encode the value and the position in the

upmix matrix of each element in the selected subset of elements.

IV. Overview- Sparse matrix decoder

According to a fourth aspect, example embodiments propose decoding
methods, decoders, and computer program products for decoding. The proposed
methods, decoders and computer program products may generally have the same
features and advantages.

Advantages regarding features and setups as presented in the overview of the
sparse matrix encoder above may generally be valid for the corresponding features
and setups for the decoder

According to example embodiments there is provided a method for
reconstructing a time/frequency tile of an audio object in an audio decoding system,
comprising: receiving a downmix signal comprising M channels; receiving at least
one encoded element representing a subset of M elements of a row in an upmix
matrix, each encoded element comprising a value and a position in the row in the
upmix matrix, the position indicating one of the M channels of the downmix signal to
which the encoded element corresponds; and reconstructing the time/frequency tile
of the audio object from the downmix signal by forming a linear combination of the
downmix channels that correspond to the at least one encoded element, wherein in
said linear combination each downmix channel is multiplied by the value of its
corresponding encoded element.

Thus, according to this method a time/frequency tile of an audio object is
reconstructed by forming a linear combination of a subset of the downmix channels.
The subset of the downmix channels corresponds to those channels for which
encoded upmix coefficients have been received. Thus, the method allows for
reconstructing an audio object despite the fact that only a subset, such as a sparse
subset, of the upmix matrix is received. By forming a linear combination of only the
downmix channels that correspond to the at least one encoded element, the
complexity of the decoding process may be decreased. An alternative would be to
form a linear combination of all the downmix signals and then multiply some of them
(the ones not corresponding to the at least one encoded element) with the value

Zero.
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According to embodiments, the positions of the at least one encoded element
vary across a plurality of frequency bands and/or across a plurality of time frames. In
other words, different elements of the upmix matrix may be encoded for different
time/frequency tiles.

According to embodiments, the number of elements of the at least one
encoded element is equal to one. This means that the audio object is reconstructed
from one downmix channel in each time/frequency tile. However, the one downmix
channel used to reconstruct the audio object may vary between different
time/frequency tiles.

According to embodiments, for a plurality of frequency bands or a plurality of
time frames, the values of the at least one encoded element form one or more
vectors, wherein each value is represented by an entropy coded symbol, wherein
each symbol in each vector of entropy coded symbols corresponds to one of the
plurality of frequency bands or one of the plurality of time frames, and wherein the
one or more vector of entropy coded symbols are decoded using the method
according to the second aspect. In this way, the values of the elements of the upmix
matrix may be efficiently coded.

According to embodiments, for a plurality of frequency bands or a plurality of
time frames, the positions of the at least one encoded element form one or more
vectors, wherein each position is represented by an entropy coded symbol, wherein
each symbol in each vector of entropy coded symbols corresponds to one of the
plurality of frequency bands or the plurality of time frames, and wherein the one or
more vector of entropy coded symbols are decoded using the method according to
the second aspect. In this way, the positions of the elements of the upmix matrix may
be efficiently coded.

According to example embodiments there is provided a computer-readable
medium comprising computer code instructions adapted to carry out any method of
the third aspect when executed on a device having processing capability.

According to example embodiments there is provided a decoder for
reconstructing a time/frequency tile of an audio object, comprising: a receiving
component configured to receive a downmix signal comprising M channels and at
least one encoded element representing a subset of M elements of a row in an

upmix matrix, each encoded element comprising a value and a position in the row in
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the upmix matrix, the position indicating one of the M channels of the downmix signal
to which the encoded element corresponds; and a reconstructing component
configured to reconstruct the time/frequency tile of the audio object from the
downmix signal by forming a linear combination of the downmix channels that
correspond to the at least one encoded element, wherein in said linear combination
each downmix channel is multiplied by the value of its corresponding encoded

element.

V. Example embodiments

Figure 1 shows a generalized block diagram of an audio encoding system 100
for encoding audio objects 104. The audio encoding system comprises a
downmixing component 106 which creates a downmix signat 110 from the audio
objects 104. The downmix signal 110 may for example be a 5.1 or 7.1 surround
signal which is backwards compatible with established sound decoding systems
such as Dolby Digital Plus™ or MPEG standards such as AAC, USAC or MP3. In
further embodiments, the downmix signal is not backwards compatible.

To be able to reconstruct the audio objects 104 from the downmix signal 110,
upmix parameters are determined at an upmix parameter analysis component 112
from the downmix signal 110 and the audio objects 104. For example the upmix
parameters may correspond to elements of an upmix matrix which allows
reconstruction of the audio objects 104 from the downmix signal 110. The upmix
parameter analysis component 112 processes the downmix signal 110 and the audio
objects 104 with respect to individual time/frequency tiles. Thus, the upmix
parameters are determined for each time/frequency tile. For example, an upmix
matrix may be determined for each time/frequency tile. For example, the upmix
parameter analysis component 112 may operate in a frequency domain such as a
Quadrature Mirror Filters (QMF) domain which allows frequency-selective
processing. For this reason, the downmix signal 110 and the audio objects 104 may
be transformed to the frequency domain by subjecting the downmix signal 110 and
the audio objects 104 to a filter bank 108. This may for example be done by applying
a QMF transform or any other suitable transform.

The upmix parameters 114 may be organized in a vector format. A vector may

represent an upmix parameter for reconstructing a specific audio object from the
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audio objects 104 at different frequency bands at a specific time frame. For example,
a vector may correspond to a certain matrix element in the upmix matrix, wherein the
vector comprises the values of the certain matrix element for subsequent frequency
bands. In further embodiments, the vector may represent upmix parameters for
reconstructing a specific audio object from the audio objects 104 at different time
frames at a specific frequency band. For example, a vector may correspond to a
certain matrix element in the upmix matrix, wherein the vector comprises the values
of the certain matrix element for subsequent time frames but at the same frequency
band.

Each parameter in the vector corresponds to a non-periodic quantity, for
example a quantity which take a value between -9.6 and 9.4. By a non-periodic
quantity is generally meant a quantity where there is no periodicity in the values that
the quantity may take. This is in contrast to a periodic quantity, such as an angle,
where there is a clear periodic correspondence between the values that the quantity
may take. For example, for an angle, there is a periodicity of 2 such that e.g. the
angle zero corresponds to the angle 2m.

The upmix parameters 114 are then received by an upmix matrix encoder 102
in the vector format. The upmix matrix encoder will now be explained in detail in
conjunction with figure 2. The vector is received by a receiving component 202 and
has a first element and at least one second element. The number of elements
depends on for example the number of frequency bands in the audio signal. The
number of elements may also depend on the number of time frames of the audio
signal being encoded in one encoding operation.

The vector is then indexed by an indexing component 204. The indexing
component is adapted to represent each parameter in the vector by an index value
which may take a predefined number of values. This representation can be done in
two steps. First the parameter is quantized, and then the quantized value is indexed
by an index value. By way of example, in the case where each parameter in the
vector can take a value between -9.6 and 9.4, this can be done by using quantization
steps of 0.2. The quantized values may then be indexed by indices 0-95, i.e. 96
different values. In the following examples, the index value is in the range of 0-95,
but this is of course only an example, other ranges of index values are equally

possible, for example 0-191 or 0-63. Smaller quantization steps may yield a less
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distorted decoded audio signal on a decoder side, but may aiso yield a larger
required bit rate for the transmission of data between the audio encoding system 100
and the decoder.

The indexed values are subsequently sent to an associating component 206
which associates each of the at least one second element with a symbol using a
modulo differential encoding strategy. The associating component 206 is adapted to
calculate a difference between the index value of the second element and the index
value of the preceding element in the vector. By just using a conventional differential
encoding strategy, the difference may be anywhere in the range of -95 to 95, i.e. it
has 191 possible values. This means that when the difference is encoded using
entropy coding, a probability table comprising 191 probabilities is needed, i.e. one
probability for each of the 191 possible values of the differences. Moreover, the
efficiency of the encoding would be decreased since for each difference,
approximately half of the 191 probabilities are impossible. For example, if the second
element to be differential encoded has the index value 90, the possible differences
are in the range -5 to +90. Typically, having an entropy encoding strategy where
some of the probabilities are impossible for each value to be coded will decrease the
efficiency of the encoding. The differential encoding strategy in this disclosure may
overcome this problem and at the same time reduce the number of needed codes to
96 by applying a modulo 96 operation to the difference. The associating algorithm
may thus be expressed as:

Aiy (b) = (idx(b) — idx(b — 1)) mod Ny (Equation 1)

where b is the element in the vector being differential encoded, Ngis the
number of the possible index values, and A4, (b) is the symbol associated with
element b.

According to some embodiments, the probability table is translated to a
Huffman codebook. In this case, the symbol associated with an element in the vector
is used as a codebook index. The encoding component 208 may then encode each
of the at least one second element by representing the second element with a
codeword in the Huffman codebook that is indexed by the codebook index

associated with the second element.
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Any other suitable entropy encoding strategy may be implemented in the
encoding component 208. By way of example, such encoding strategy may be a
range coding strategy or an arithmetic coding strategy.

In the following it is shown that the entropy of the modulo approach is always
lower than or equal to the entropy of the conventional differential approach. The

entropy, E,, of the conventional differential approach is:

E,= 0070 (p(n)log,p(n)) (Equation 2)

n=-Ng+1

where p(n)p(n) is the probability of the plain differential index value n.

The entropy, E, of the modulo approach is:

Eg = X2 ‘a(mlogoq(n))  (Equation 3)

where q(n) is the probability of the modulo differential index value n as give
by:
q(0) = p(0) (Equation 4)
qgn) = p(n) + p(n — NQ) forn=1..Ny—1 (Equation 5)

We thus have that
~E, = p(0)logzp(0) 3% *(p(mlogzp() + X (p(n)logzp(n))  (Equation
6)

Substituting n = j — N, in the last summation yields
~E, = p(0)logzp(0) T2, " (p(mlogzp(m) + 3% "(pG— No)logzp(i — No))

(Equation 7)

Further,
—E, =
p(0)log;p(0) 3%, " (p(m)logz(p(n) + p(n — Ng) + Fn e, " (p(n — No)log,(p(n) +
p(n— Ny))) (Equation 8)

Comparing the sums term by term, since

log;p(n) <log,(p(n) +p(n—Ng))  (Equation 9)
and similarly

logzp(n — Ng) <log,(p(n) + p(n — Ng)) (Equation 10)

we have that E,, > E;.
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As shown above, the entropy for the modulo approach is always lower than or
equal to the entropy of the conventional differential approach. The case where the
entropy is equal is a rare case where the data to be encoded is a pathological data,
i.e. non well behaved data, which in most cases does not apply to for example an
upmix matrix.

Since the entropy for the modulo approach is always lower than or equal to
the entropy of the conventional differential approach, entropy coding of the symbols
calculated by the modulo approach will yield in a lower or at least the same bit rate
compared to entropy coding of symbols calculated by the conventional differential
approach. In other words, the entropy coding of the symbols calculated by the
modulo approach is in most cases more efficient than the entropy coding of symbols
calculated by the conventional differential approach.

A further advantage is, as mentioned above, that the number of required
probabilities in the probability table in the modulo approach are approximately half
the number required probabilities in the conventional non-modulo approach.

The above has described a modulo approach for encoding the at least one
second element in the vector of parameters. The first element may be encoded by
using the indexed value by which the first element is represented. Since the
probability distribution of the index value of the first element and the modulo
differential value of the at least one second element may be very different, (see
figure 3 for an probability distribution of the indexed first element and figure 4 for a
probability distribution of the modulo differential value, i.e. the symbol, for the at least
one second element) a dedicated probability table for the first element may be
needed. This requires that both the audio encoding system 100 and a corresponding
decoder have such a dedicated probability table in its memory.

However, the inventors have observed that the shape of the probability
distributions may in some cases be quite similar, albeit shifted relative to one
another. This observation may be used to approximate the probability distribution of
the indexed first element by a shifted version of the probability distribution of the
symbol for the at least one second element. Such shifting may be implemented by
adapting the associating component 206 to associate the first element in the vector

with a symbol by shifting the index value representing the first element in the vector
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by an off-set value and subsequently apply modulo 96 (or corresponding value) to
the shifted index value.

The calculation of the symbol associated with the first element may thus be
expressed as:
idXshirrea(1) = (idx(1) — abs_of fset)ymodN, (Equation 11)

The thus achieved symbol is used by the encoding component 208 which
encodes the first element by entropy coding of the symbol associated with the first
element using the same probability table that is used to encode the at least one
second element. The off-set value may be equal to, or at least close to, the
difference between a most probable index value for the first element and the most
probable symbol for the at least one second element in the probability table. In figure
3, the most probable index value for the first element is denoted by the arrow 302.
Assuming that the most probable symbol for the at least one second element is zero,
the value denoted by the arrow 302 will be the off-set value used. By using the off-
set approach, the peaks of the distributions in figure 3 and 4 are aligned. This
approach avoids the need for a dedicated probability table for the first element and
hence saves memory at the audio encoding system 100 and the corresponding
decoder, while is often maintaining almost the same coding efficiency as a dedicated
probability table would provide.

In the case the entropy coding of the at least one second element is done
using a Huffman codebook, the encoding component 208 may encode the first
element in the vector using the same Huffman codebook that is used to encode the
at least one second element by representing the first element with a codewofd in the
Huffman codebook that is indexed by the codebook index associated with the first
element.

Since the look up speed may be important when encoding a parameter in an
audio decoding system, the memory on which the codebook is stored is
advantageously a fast memory, and thus expensive. By just using one probability
table, the encoder may thus be cheaper than in the case where two probability tables
are used.

It may be noted that the probability distributions shown in figure 3 and figure 4

often is calculated over a training dataset beforehand and thus not calculated while
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encoding the vector, but it is of course possible to calculate the distributions “on the
fly” while encoding.

It may also be noted that the above description of an audio encoding system
100 using a vector from an upmix matrix as the vector of parameters being encoded
is just an example application. The method for encoding a vector of parameters,
according to this disclosure, may be used in other applications in an audio encoding
system, for example when encoding other internal parameters in downmix encoding
system such as parameters used in a parametric bandwidth extension system such
as spectral band replication (SBR).

Figure 5 is a generalized block diagram of an audio decoding system 500 for
recreating encoded audio objects from a coded downmix signal 510 and a coded
upmix matrix 512. The coded downmix signal 510 is received by a downmix
receiving component 506 where the signal is decoded and, if not already in a
suitable frequency domain, transformed to a suitable frequency domain. The
decoded downmix signal 516 is then sent to the upmix component 508. In the upmix
component 508, the encoded audio objects are recreated using the decoded
downmix signal 516 and a decoded upmix matrix 504. More specifically, the upmix
component 508 may perform a matrix operation in which the decoded upmix matrix
504 is multiplied by a vector comprising the decoded downmix signals 516. The
decoding process of the upmix matrix is described below. The audio decoding
system 500 further comprises a rendering component 514 which output an audio
signal based on the reconstructed audio objects 518 depending on what type of
playback unit that is connected to the audio decoding system 500.

A coded upmix matrix 512 is received by an upmix matrix decoder 502 which
will now be explained in detail in conjunction with figure 6. The upmix matrix decoder
502 is configured to decode a vector of entropy coded symbols in an audio decoding
system into a vector of parameters relating to a non-periodic quantity. The vector of
entropy coded symbols comprises a first entropy coded symbol and at least one
second entropy coded symbol and the vector of parameters comprises a first
element and at least a second element. The coded upmix matrix 512 is thus received
by a receiving component 602 in a vector format. The decoder 502 further comprises
an indexing component 604 configured to represent each entropy coded symbol in
the vector by a symbol which may take N values by using a probability table. N may
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for example be 96. An associating component 606 is configured to associate the first
entropy coded symbol with an index value by any suitable means, depending on the
encoding method used for encoding the first element in the vector of parameters.
The symbol for each of the second codes and the index value for the first code is
then used by the associating component 606 which associates each of the at least
one second entropy coded symbol with an index value. The index value of the at
least one second entropy coded symbol is calculated by first calculating the sum of
the index value associated with the entropy coded symbol preceding the second
entropy coded symbol in the vector of entropy coded symbols and the symbol
representing the second entropy coded symbol. Subsequently, modulo N is the
applied to the sum. Assuming, without loss of generality, that the minimum index
value is 0 and the maximum index value is N-1, e.g. 95. The associating algorithm
may thus be expressed as:

idx(b) = (idx(b — 1) + A4, (b)) mod Ny (Equation 12)

where b is the element in the vector being decoded and N, N is the number of
the possible index values.

The upmix matrix decoder 502 further comprises a decoding component 608
which is configured to represent the at least one second element of the vector of
parameters by a parameter value corresponding to the index value associated with
the at least one second entropy coded symbol. This representation is thus the
decoded version of the parameter encoded by for example the audio encoding
system 100 shown in figure 1. In other words, this representation is equal to the
quantized parameter encoded by the audio encoding system 100 shown in figure 1.

According to one embodiment of the present invention, each entropy coded
symbol in the vector of entropy coded symbol is represented by symbol using the
same probability table for all entropy coded symbols in the vector of entropy coded
symbols. An advantage of this is that only one probability table needs to be stored in
the memory of the decoder. Since the look up speed may be important when
decoding entropy coded symbol in an audio decoding system, the memory on which
the probability table is stored is advantageously a fast memory, and thus expensive.
By just using one probability table, the decoder may thus be cheaper than in the
case where two probability tables are used. According to this embodiment, the
association component 606 may be configure to associating the first entropy coded
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symbol with an index value by first shifting the symbol representing the first entropy
coded symbol in the vector of entropy coded symbols by an off-set value. Modulo N
is then applied to the shifted symbol. The associating algorithm may thus be
expressed as:

idx(1) = (idxspifrea(1) + abs_of fset) mod Ny (Equation 13)

The decoding component 608 is configured to represent the first element of
the vector of parameters by a parameter value corresponding to the index value
associated with the first entropy coded symbol. This representation is thus the
decoded version of the parameter encoded by for example the audio encoding
system 100 shown in figure 1.

The method of differential encoding a non-periodic quantity will now be further
explained in conjunction with figures 7-10.

Figure 7 and 9 describes an encoding method for four (4) second elements in
a vector of parameters. The input vector 902 thus comprises five parameters. The
parameters may take any value between a min value and a max value. In this
example, the min value is -9.6 and the max value is 9.4. The first step S702 in the
encoding method is to represent each parameter in the vector 902 by an index value
which may take N values. In this case, N is chosen to be 96, which means that the
quantization step size is 0.2. This gives the vector 904. The next step S704 is to
calculate the difference between each of the second elements, i.e. the four upper
parameters in vector 904, and its preceding element. The resulting vector 906 thus
comprises four differential values - the four upper values in the vector 906. As can be
seen in figure 9, the differential values may be both negative, zero and positive. As
explained above, it is advantageous to have differential values which only can take N
values, in this case 96 values. To achieve this, in the next step S706 of this method,
modulo 96 is applied to the second elements in the vector 906. The resulting vector
908 does not contain any negative values. The thus achieved symbol shown in
vector 908 is then used for encoding the second elements of the vector in the final
step S708 of the method shown in figure 7 by entropy coding of the symbol
associated with the at least one second element based on a probability table
comprising probabilities of the symbols shown in vector 908.

As seen in figure 9, the first element is not handled after the indexing step
S702. In figures 8 and 10, a method for encoding the first element in the input vector
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is described. The same assumption as made in the above description of figure 7 and
9 regarding the min and max value of the parameters and the number of possible
index values are valid when describing figure 8 and 10. The first element 1002 is
received by the encoder. In the first step S802 of the encoding method, the
parameter of the first element is represented by an index value 1004. In the next
step S804, the indexed value 1004 is shifted by an off-set value. In this example, the
value of the off-set is 49. This value is calculated as described above. In the next
step S806, modulo 96 is applied to the shifted index value 1006. The resulting value
1008 may then be used in an encoding step S808 to encode the first element by
entropy coding of the symbol 1008 using the same probability table that is used to
encode the at least one second element in figure 7.

Figure 11 shows an embodiment 102’ of the upmix matrix encoding
component 102 in figure 1. The upmix matrix encoder 102’ may be used for
encoding an upmix matrix in an audio encoding system, for example the audio
encoding system 100 shown in figure 1. As described above, each row of the upmix
matrix comprises M elements allowing reconstruction of an audio object from a
downmix signal comprising M channels.

At low overall target bitrates, encoding and sending all M upmix matrix
elements per object and T/F tile, one for each downmix channel, can require an
undesirably high bit rate. This can be reduced by “sparsening” of the upmix matrix,
i.e., trying to reduce the number of non-zero elements. In some cases, four out of
five elements are zero and only a single downmix channel is used as basis for
reconstruction of the audio object. Sparse matrices have other probability
distributions of the coded indices (absolute or differential) than non-sparse matrices.
In cases where the upmix matrix comprises a large portion of zeros, such that the
value zero becomes more probable than 0.5, and Huffman coding is used, the
coding efficiency will decrease since the Huffman coding algorithm is inefficient when
a specific value, e.g. zero, has a probability of more than 0.5. Moreover, since many
of the elements in the upmix matrix have the value zero, they do not contain any
information. A strategy may thus be to select a subset of the upmix matrix elements
and only encode and transmit those to a decoder. This may decrease the required

bit rate of an audio encoding/decoding system since less data is transmitted.
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To increase the efficiency of the coding of the upmix matrix, a dedicated
coding mode for sparse matrices may be used which will be explained in detail
below.

The encoder 102’ comprises a receiving component 1102 adapted to receive

5 each row in the upmix matrix. The encoder 102’ further comprises a selection
component 1104 adapted to select a subset of elements from the M elements of the
row in the upmix matrix. In most cases, the subset comprises all elements not having
a zero value. But according to some embodiment, the selection component may
choose to not select an element having a non-zero value, for example an element

10 having a value close to zero. According to embodiments, the selected subset of
elements may comprise the same number of elements for each row of the upmix
matrix. To further reduce the required bit rate, the number of selected elements may
be one (1).
The encoder 102’ further comprises an encoding component 1106 which is adapted

15 to represent each element in the selected subset of elements by a value and a
position in the upmix matrix. The encoding component 1106 is further adapted to
encode the value and the position in the upmix matrix of each element in the
selected subset of elements. It may for example be adapted to encode the value
using modulo differential encoding as described above. In this case, for each row in

20 the upmix matrix and for a plurality of frequency bands or a plurality of time frames,
the values of the elements of the selected subsets of elements form one or more
vector of parameters. Each parameter in the vector of parameters corresponds to
one of the plurality of frequency bands or the plurality of time frames. The vector of
parameters may thus be coded using modulo differential encoding as described

25 above. In further embodiments, the vector of parameters may be coded using regular
differential encoding. In yet another embodiment, the encoding component 1106 is
adapted to code each value separately, using fixed rate coding of the true
quantization value, i.e. not differential encoded, of each value.

The below examples of average bit rates have been observed for typically

30 content. The bit rates have been measured for the case where M = 5, the number of
audio objects to be reconstructed on a decoder side is 11, the number of frequency

bands are 12 and the step size of the parameter quantizer is 0.1 and has 192 levels.
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For the case where all five elements per row in the upmix matrix have been
encoded, the following average bit rates have been observed:

Fixed rate coding: 165 kb/sec,

Differential coding: 51 kb/sec,

Modulo differential coding: 51 kb/sec, but with half the size of the probability
table or codebook as described above.

For the case where only one element is chosen for each row in the upmix matrix, i.e.
sparse encoding, by the selection component 1104, the following average bit rates
have been observed

Fixed rate coding (using 8 bits for the value and 3 bits for the position): 45
kb/sec,

Modulo differential coding for both the value of the element and the position of
the element: 20 kb/sec.

The encoding component 1106 may be adapted to encode the position in the
upmix matrix of each element in the subset of elements in the same way as the
value. The encoding component 1106 may also be adapted to encode the position in
the upmix matrix of each element in the subset of elements in a different way
compared to the encoding of the value. In the case of coding the position using
differential coding or modulo differential coding, for each row in the upmix matrix and
for a plurality of frequency bands or a plurality of time frames, the positions of the
elements of the selected subsets of elements form one or more vector of
parameters. Each parameter in the vector of parameters corresponds to one of the
plurality of frequency bands or plurality of time frame. The vector of parameters is
thus encoded usihg differential coding or modulo differential coding as described
above.

It may be noted that the encoder 102° may be combined with the encoder 102
in figure 2 to achieve modulo differential coding of a sparse upmix matrix according
to the above.

It may further be noted that the method of encoding a row in a sparse matrix
has been exemplified above for encoding a row in a sparse upmix matrix, but the
method may be used for coding other types of sparse matrices well known to the

person skilled in the art.
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The method for encoding a sparse upmix matrix will now be further explained
in conjunction with figures 13-15.

An upmix matrix is received, for example by the receiving component 1102 in
figure 11. For each row 1402, 1502 in the upmix matrix, the method comprising
selecting a subset S1302 from the M, e.g. 5, elements of the row in the upmix matrix.
Each element in the selected subset of elements is then represented S1304 by a
value and a position in the upmix matrix. In figure 14, one element is selected S1302
as the subset, e.g. element number 3 having a value of 2.34. The representation
may thus be a vector 1404 having two fields. The first field in the vector 1404
represents the value, e.g. 2.34, and the second field in the vector 1404 represents
the position, e.g. 3. In figure 15, two elements are selected S1302 as the subset, e.g.
element number 3 having a value of 2.34 and element number 5 having a value of
-1.81. The representation may thus be a vector 1504 having four fields. The first field
in the vector 1504 represents the value of the first element, e.g. 2.34, and the
second field in the vector 1504 represents the position of the first element, e.g. 3.
The third field in the vector 1504 represents the value of the second element, e.g. -
1.81, and the fourth field in the vector 1504 represents the position of the second
element, e.g. 5. The representations 1404, 1504 is then encoded S1306 according to
the above.

Figure 12 is a generalized block diagram of an audio decoding system 1200 in
accordance with an example embodiment. The decoder 1200 comprises a receiving
component 1206 configured to receive a downmix signal 1210 comprising M
channels and at least one encoded element 1204 representing a subset of M
elements of a row in an upmix matrix. Each of the encoded elements comprises a
value and a position in the row in the upmix matrix, the position indicating one of the
M channels of the downmix signal 1210 to which the encoded element corresponds.
The at least one encoded element 1204 is decoded by an upmix matrix element
decoding component 1202. The upmix matrix element decoding component 1202 is
configured to decode the at least one encoded element 1204 according to the
encoding strategy used for encoding the at least one encoded element 1204.
Examples on such encoding strategies are disclosed above. The at least one
decoded element 1214 is then sent to the reconstructing component 1208 which is
configured to reconstruct a time/frequency tile of the audio object from the downmix
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signal 1210 by forming a linear combination of the downmix channeils that
correspond to the at least one encoded element 1204. When forming the linear
combination each downmix channel is multiplied by the value of its corresponding
encoded element 1204.

For example, if the decoded element 1214 comprises the value 1.1 and the
position 2, the time/frequency tile of the second downmix channel is multiplied by 1.1
and this is then used for reconstructing the audio object.

The audio decoding system 500 further comprises a rendering component
1216 which output an audio signal based on the reconstructed audio object 1218.
The type of audio signal depends on what type of playback unit that are connected to
the audio decoding system 1200. For example, if a pair of headphones is connected
to the audio decoding system 1200, a stereo signal may be outputted by the

rendering component 1216.

Equivalents, extensions, alternatives and miscellaneous
Further embodiments of the present disclosure will become apparent to a

person skilled in the art after studying the description above. Even though the
present description and drawings disclose embodiments and examples, the
disclosure is not restricted to these specific examples. Numerous modifications and
variations can be made without departing from the scope of the present disclosure,
which is defined by the accompanying claims. Any reference signs appearing in the
claims are not to be understood as limiting their scope.

Additionally, variations to the disclosed embodiments can be understood and
effected by the skilled person in practicing the disclosure, from a study of the
drawings, the disclosure, and the appended claims. In the claims, the word
"comprising” does not exclude other elements or steps, and the indefinite article "a"
or "an" does not exclude a plurality. The mere fact that certain measures are recited
in mutually different dependent claims does not indicate that a combination of these
measured cannot be used to advantage.

The systems and methods disclosed hereinabove may be implemented as
software, firmware, hardware or a combination thereof. In a hardware
implementation, the division of tasks between functional units referred to in the
above description does not necessarily correspond to the division into physical units;
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to the contrary, one physical component may have multiple functionalities, and one
task may be carried out by several physical components in cooperation. Certain
components or all components may be implemented as software executed by a
digital signal processor or microprocessor, or be implemented as hardware or as an
5 application-specific integrated circuit. Such software may be distributed on computer

readable media, which may comprise computer storage media (or non-transitory
media) and communication media (or transitory media). As is well known to a person
skilled in the art, the term computer storage media includes both volatile and
nonvolatile, removable and non-removable media implemented in any method or

10 technology for storage of information such as computer readable instructions, data
structures, program modules or other data. Computer storage media includes, but is
not limited to, RAM, ROM, EEPROM, flash memory or other memory technology,
CD-ROM, digital versatile disks (DVD) or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices,

15 or any other medium which can be used to store the desired information and which
can be accessed by a computer. Further, it is well known to the skilled person that
communication media typically embodies computer readable instructions, data
structures, program modules or other data in a modulated data signal such as a
carrier wave or other transport mechanism and includes any information delivery

20 media.
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WHAT IS CLAIMED IS:

1. A method for encoding an upmix matrix in an audio encoding system, each
row of the upmix matrix comprising M elements allowing reconstruction of a
time/frequency tile of an audio object from a downmix signal comprising M
channels, the method comprising:
for each row in the upmix matrix:
selecting a subset of elements from the M elements of the row in the
upmix matrix, wherein the selected subset of elements comprises a same
number of elements for each row of the upmix matrix;
representing each element in the selected subset of elements by a
value and a position in the upmix matrix; and
encoding the value and the position in the upmix matrix of each
element in the selected subset of elements.

2. The method of claim 1, wherein, for each row in the upmix matrix, the
positions in the upmix matrix of the selected subset of elements vary across a
plurality of frequency bands and/or across a plurality of time frames.

3. The method of claim 1, wherein, for each row of the upmix matrix, the
selected subset of elements comprises exactly one element from the M elements

of the row in the upmix matrix.

4. The method of claim 1, wherein, for each row in the upmix matrix and for a
plurality of frequency bands or a plurality of time frames, the values and/or the
positions of the elements of the selected subsets of elements form one or more
vector of parameters, each parameter in the vector of parameters corresponding
to one of the plurality of frequency bands or the plurality of time frames, the vector
of parameters having a first element and at least one second element, wherein the
method comprises encoding the one or more vectors of parameters by at least:

representing each parameter in the vector by an index value which may
take N values;

associating each of the at least one second element with a symbol, the
symbol being calculated by:
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calculating a difference between the index value of the second
element and the index value of its preceding element in the vector; and
applying modulo N to the difference; and
encoding each of the at least one second element by entropy coding of the
symbol associated with the at least one second element based on a probability
table comprising probabilities of the symbols.

5. The method of claim 4, wherein encoding the one or more vectors of
parameters further includes:
associating the first element in the vector with a symbol, the symbol being
calculated by:
shifting the index value representing the first element in the vector
by an off-set value; and
applying modulo N to the shifted index value; and
encoding the first element by entropy coding of the symbol associated with
the first element using the same probability table that is used to encode the at
least one second element.

6. The method of claim 4, wherein the probability table is translated to a
Huffman codebook, wherein the symbol associated with an element in the vector
is used as a codebook index, and wherein the step of encoding each of the at
least one second element comprises encoding each of the at least one second
element by representing the second element with a codeword in the codebook
that is indexed by the codebook index associated with the second element.

7. The method of claim 5, wherein the probability table is translated to a
Huffman codebook, wherein the symbol associated with an element in the vector
is used as a codebook index, wherein the step of encoding each of the at least
one second element comprises encoding each of the at least one second element
by representing the second element with a codeword in the codebook that is
indexed by the codebook index associated with the second element, and wherein
the step of encoding the first element comprises encoding the first element in the

vector using the same Huffman codebook that is used to encode the at least one
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second element by representing the first element with a codeword in the Huffman
codebook that is indexed by the codebook index associated with the first element.

8. An encoder for encoding an upmix matrix in an audio encoding system,
each row of the upmix matrix comprising M elements allowing reconstruction of a
time/frequency tile of an audio object from a downmix signal comprising M
channels, the encoder comprising:

a receiving component adapted to receive each row in the upmix matrix;

a selection component adapted to select a subset of elements from the M
elements of the row in the upmix matrix, wherein the selected subset of elements
comprises a same number of elements for each row of the upmix matrix; and

an encoding component adapted to represent each element in the selected
subset of elements by a value and a position in the upmix matrix, the encoding
further adapted to encode the value and the position in the upmix matrix of each
element in the selected subset of elements.

9. A method for reconstructing a plurality of time/frequency tiles of an audio
object in an audio decoding system, comprising, for each time/frequency tile:
receiving a downmix signal comprising M channels;
receiving at least one encoded element representing a subset of M
elements of a row in an upmix matrix, each encoded element comprising a value
and a position in the row in the upmix matrix, the position indicating one of the M
channels of the downmix signal to which the encoded element corresponds; and
reconstructing the time/frequency tile of the audio object from the downmix
signal by forming a linear combination of the downmix channels that correspond to
the at least one encoded element, wherein in said linear combination each
downmix channel is multiplied by the value of its corresponding encoded element,
wherein the at least one encoded element comprises a same number of
elements for each time/frequency tile.

10. The method of claim 9, wherein the positions of the at least one encoded
element vary across a plurality of frequency bands and/or across a plurality of

time frames.
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11.  The method of claim 9, wherein the number of elements of the at least one
encoded element is equal to one.

12.  The method of claim 9, wherein, for a plurality of frequency bands or a
plurality of time frames, the values of the at least one encoded element form one
or more vectors, wherein each value is represented by an entropy coded symbol,
wherein each entropy coded symbol in each vector of entropy coded symbols
corresponds to one of the plurality of frequency bands or one of the plurality of
time frames,

wherein the method comprises decoding the one or more vectors of
entropy coded symbols into one or more vectors of parameters,

wherein each vector of entropy coded symbols comprises a first entropy
coded symbol and at least one second entropy coded symbol and wherein each
vector of parameters comprises a first element and at least one second element,
and

wherein decoding the one or more vectors of entropy coded symbols
includes:

representing each entropy coded symbol in the vector of entropy coded
symbols by a symbol which may take N integer values by using a probability table;

associating the first entropy coded symbol with an index value;

associating each of the at least one second entropy coded symbol with an
index value, the index value of the at least one second entropy coded symbol
being calculated by:

calculating the sum of the index value associated with the entropy

coded symbol preceding the second entropy coded symbol in the vector of

entropy coded symbols and the symbol representing the second entropy

coded symbol; and

applying modulo N to the sum; and

representing the at least one second element of the vector of parameters
by a parameter value corresponding to the index value associated with the at least
one second entropy coded symbol.

13. The method of claim 9, wherein, for a plurality of frequency bands or a
plurality of time frames, the positions of the at least one encoded element form
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one or more vectors, wherein each position is represented by an entropy coded
symbol, wherein each entropy coded symbol in each vector of entropy coded
symbols corresponds to one of the plurality of frequency bands or one of the
plurality of time frames,

wherein the method comprises decoding the one or more vectors of
entropy coded symbols into one or more vectors of parameters,

wherein each vector of entropy coded symbols comprises a first entropy
coded symbol and at least one second entropy coded symbol and wherein each
vector of parameters comprises a first element and at least one second element,

wherein decoding the one or more vectors of entropy coded symbols
includes:

representing each entropy coded symbol in the vector of entropy coded
symbols by a symbol which may take N integer values by using a probability table;

associating the first entropy coded symbol with an index value;

associating each of the at least one second entropy coded symbol with an
index value, the index value of the at least one second entropy coded symbol
being calculated by:

calculating the sum of the index value associated with the entropy

coded symbol preceding the second entropy coded symbol in the vector of

entropy coded symbols and the symbol representing the second entropy

coded symbol;

applying modulo N to the sum; and

representing the at least one second element of the vector of parameters
by a parameter value corresponding to the index value associated with the at least
one second entropy coded symbol.

14. The method of claim 12, wherein the step of representing each entropy
coded symbol in the vector of entropy coded symbols by a symbol is performed
using the same probability table for all entropy coded symbols in the vector of
entropy coded symbols, wherein the index value associated with the first entropy
coded symbol is calculated by:

shifting the symbol representing the first entropy coded symbol in the
vector of entropy coded symbols by an off-set value; and

applying modulo N to the shifted symbol,
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where the method further comprises the step of:

representing the first element of the vector of parameters by a parameter
value corresponding to the index value associated with the first entropy coded
symbol.

15. The method of claim 13, wherein the step of representing each entropy
coded symbol in the vector of entropy coded symbols by a symbol is performed
using the same probability table for all entropy coded symbols in the vector of
entropy coded symbols, wherein the index value associated with the first entropy
coded symbol is calculated by:

shifting the symbol representing the first entropy coded symbol in the
vector of entropy coded symbols by an off-set value; and

applying modulo N to the shifted symbol,

where the method further comprises the step of:

representing the first element of the vector of parameters by a parameter
value corresponding to the index value associated with the first entropy coded
symbol.

16. A decoder for reconstructing a plurality of time/frequency tiles of an audio
object, comprising, for each time/frequency tile:

a receiving component configured to receive a downmix signal comprising
M channels and at least one encoded element representing a subset of M
elements of a row in an upmix matrix, each encoded element comprising a value
and a position in the row in the upmix matrix, the position indicating one of the M
channels of the downmix signal to which the encoded element corresponds; and

a reconstructing component configured to reconstruct the time/frequency
tile of the audio object from the downmix signal by forming a linear combination of
the downmix channels that correspond to the at least one encoded element,
wherein in said linear combination each downmix channel is multiplied by the
value of its corresponding encoded element,

wherein the at least one encoded element comprises a same number of

elements for each time/frequency tile.
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17. A non-transitory computer-readable storage medium comprising
instructions, wherein, when executed by a device, the instructions cause the
device to carry out the method of claim 1.

18. A non-transitory computer-readable storage medium comprising
instructions, wherein, when executed by a device, the instructions cause the

device to carry out the method of claim 9.
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