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Abstract

Provided are a three-dimensional (3D) sound reproducing method and apparatus. The
method includes transmitting sound signals through a head related transfer filter (HRTF)
corresponding to a first elevation, generating a plurality of sound signals by replicating the filtered
sound signals, amplifying or attenuating each of the replicated sound signals based on a gain value
corresponding to each of speakers, through which the replicated sound signals will be output, and

outputting the amplified or attenuated sound signals through the corresponding speakers.
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Description

Title of Invention: 3D SOUND REPRODUCING METHOD AND APPARATUS

The present application is a divisional application from Australian Patent Application No.
2015207829 (which is a divisional application of Australian Patent Application No
2011274709), the entire disclosure of which is incorporated herein by reference.

Technical Field

Methods and apparatuses consistent with exemplary embodiments relate to re-producing
three-dimensional (3D) sound, and more particularly, to localizing a virtual sound source
to a predetermined elevation.

Background Art

With developments in video and sound processing technologies, contents having high
image and sound quality are being provided. Users demanding contents having high image
and sound quality now require realistic images and sound, and accordingly, research into
3D image and sound is being actively conducted.

3D sound is generated by providing a plurality of speakers at different positions on a
level surface and outputting sound signals that are equal to or different from each other
according to the speakers so that a user may experience a spatial effect. However, sound
may actually be generated from various elevations, as well as various points on the level
surface. Therefore, a technology for effectively reproducing sound signals that are
generated at different levels from each other is necessary.

A reference herein to a patent document or other matter which is given as prior art is not to
be taken as an admission that that document or matter was known or that the information it
contains was part of the common general knowledge as at the priority date of any of the
claims.

Disclosure of Invention

Solution to Problem

The present invention provides a 3D sound reproducing method and apparatus thereof for
localizing a virtual sound source to a predetermined elevation.
Advantageous Effects of Invention

According to the present embodiment, it is possible to provide 3D three-dimensional
effect. And, according to the present embodiment, it is possible that the virtual sound
source may be effectively localized to a predetermined elevation.

Brief Description of Drawings
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The above and other features and advantages of the present invention will become more
apparent by describing in detail exemplary embodiments thereof with reference to the
attached drawings in which:

FIG. 1 is a block diagram of a 3D sound reproducing apparatus according to an
exemplary embodiment;

FIG. 2A is a block diagram of the 3D sound reproducing apparatus for localizing a virtual
sound source to a predetermined elevation by using 5-channel signals;

FIG. 2B is a block diagram of a 3D sound reproducing apparatus for localizing a virtual
sound source to a predetermined elevation by using a sound signal according to another
exemplary embodiment;

FIG. 3 is a block diagram of a 3D sound reproducing apparatus for localizing a virtual
sound source to a predetermined elevation by using a S-channel signal according to
another exemplary embodiment;

FIG. 4 is a diagram showing an example of a 3D sound reproducing apparatus for
localizing a virtual sound source to a predetermined elevation by outputting 7-channel
signals through 7 speakers according to an exemplary embodiment;

FIG. 5 is a diagram showing an example of a 3D sound reproducing apparatus for
localizing a virtual sound source to a predetermined elevation by outputting 5S-channel
signals through 7 speakers according to an exemplary embodiment;

FIG. 6 is a diagram showing an example of a 3D sound reproducing apparatus for
localizing a virtual sound source to a predetermined elevation by outputting 7-channel
signals through 5 speakers according to an exemplary embodiment;

FIG. 7 is a diagram of a speaker system for localizing a virtual sound source to a pre-
determined elevation according to an exemplary embodiment; and

FIG. 8 is a flowchart illustrating a 3D sound reproducing method according to an
exemplary embodiment.

Best Mode for Carrying out the Invention

Exemplary embodiments provide a method and apparatus for reproducing 3D sound, and
in particular, a method and apparatus for localizing a virtual sound source to a pre-
determined elevation.

According to a first aspect the present invention provides a method of rendering an audio
signal, the method comprising: receiving multichannel audio signals and an input
configuration; obtaining a first Head-Related Transfer Function (HRTF) based filter for a
first height input channel signal among the multichannel audio signals, wherein the first

height input channel signal is identified according to the input configuration; obtaining
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first gains for the first height input channel signal; and performing elevation rendering on
the multichannel signals including the first height input channel signal based on the first
HRTEF based filter and the first gains for elevating sound by a plurality of output channel
signals comprising a horizontal configuration, wherein the input configuration comprises
azimuth information and elevation information related to the multichannel audio signals.

The predetermined filter may include head related transfer filter (HRTF).

The transmitting the sound signals through the HRTF may include transmitting at least
one of a left top channel signal representing a sound signal generated from a left side of a
second elevation and a right top channel signal representing a sound signal generated from
a right side of the second elevation through the HRTF.

The method may further include generating the left top channel signal and the right top
channel signal by np-mixing the sound signal, when the sound signal does not include the
left top channel signal and the right top channel signal.

The transmitting the sound signal through the HRTF a include transmitting at least one of
a front left channel sign representing a sound signal generated from a front left side and a
front right channel signal representing a sound signal generated from a front right side
through the HRTF, when the sound signal does not include a left top channel signal
representing a sound signal generated from a left side of a second elvation and a right top
channel signal representing sound signal generated from a right side of the second
elevation.

The HRTF may be generated by dividing a first HRTF including information about a path
from the first elevation to ears of a user by a second HRTF include information about a
path from a location of a speaker, through which the sound signal will be output, to the
ears of the user.

The outputting the sound signal may include: generating a fist sound signal by mixing the
sound signal that is obtained by amplifying the filtered left top channel signal according to
a first gain value with the sound signal that is obtained by amplifying the filtered right top
channel signal according a second gain value; generating a second sound according the
sound signal that is obtained by amplifying the left top channel signal according to the
second gain value with the sound signal that is obtained by amplifying the filtered right top
channel signal according to the first gain value; and outputting the first sound signal
through a speaker disposed on a left side and outputting the second sound signal though a
speaker disposed on a right side.

The outputting the sound signals may include: generating a third sound signal by mixing

a sound signal that is obtained by amplifying a rear left signal representing a sound signal
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generated from a rear left side a cording to a third gain value with the first sound signal;
generating a fourth sound signal by mixing a sound signal that is obtained by amplifying a
rear right signal representing a sound signal generated from a rear right side according to
the third gain value with the second sound signal; and outputting the third sound signal
through a left rear speaker and the fourth sound signal through a right rear speaker.

The outputting the sound signals may further include muting at least one of the first
sound signal and the second sound signal according to a location in the first elevation,
where the virtual sound source is to be localized.

The transmitting the sound signal though the HRTF may include: obtaining information
about the location where the virtual sound source is to be localized; and determining the
HRTF though which the sound signal is transmitted, based on the location information.

The performing at least one of the amplifying, attenuating, and delaying processes may
include determining at least one of the gain values and the delay values that will be applied
to each of the replicated sound signals based on at least one of a location of the actual
speaker, a location of a listener, and a location of the virtual sound source.

The determining at least one of the gain value and the delay value may include
determining at least one of the gain value and the delay value with respect to each of the
replicated sound signals as a determined value, when information about the location of the
listener is not obtained.

The determining at least one of the gain value and the delay value may include
determining at least one of the gain value and the delay value with respect to each of the
replicated sound signals as an equal value, when information about the location of the
listener is not obtained.

According to a second aspect, the present invention provides a rendering an audio signal
apparatus comprising: a receiver configured to receive multichannel audio signals and an
input configuration; a controller configured to obtain a first Head-Related Transfer
Function (HRTF) based filter for a first height input channel signal among the
multichannel audio signals, wherein the first height input channel signal is identified
according to the input configuration and configured to obtain first gains for the first height
input channel signal; and a renderer configured to perform elevation rendering on the
multichannel signals including the first height input channel signal based on the first
HRTEF based filter and the first gains for elevating sound by a plurality of output channel
signals comprising a horizontal configuration, wherein the input configuration comprises
azimuth information and elevation information related to the multichannel audio signals.

The  predetermined  filter is  head related transfer filter = (HRTF).
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The filter unit may transmit at least one of a left top channel signal representing a sound
signal generated from a left side of a second elevation and a right top channel signal
representing a sound signal generated from a right side of the second elevation through the
HRTF.

The 3D sound reproducing apparatus may further comprising: an up-mixing unit which
generates a left top channel signal and a right top channel signal, when the sound signal
does not include the left top channel signal and the right top channel signal.

The filter unit may transmit at least one of a front left channel signal representing a sound
signal generated from a front left side and a front right channel signal rep-resenting a
sound signal generated from a front right side through the HRTF, when the sound signal
does not include a left top channel signal representing the sound signal generated from a
left side of a second elevation and a right top channel signal rep-resenting the sound signal
generated from a right side of the second elevation.

The HRTF is generated by dividing a first HRTF including information about a path
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the virtual sound source may be effectively localized to a predetermined elevation by using
the speakers disposed on the horizontal plane.

The exemplary embodiments can be written as computer programs and can be
implemented in general-use digital computers that execute the programs which are stored
in a computer readable recording medium.

Examples of the computer readable recording medium include magnetic storage media
(e.g., ROM, floppy disks, hard disks, etc.), and optical recording media (e.g., CD-ROMs,
or DVDs).

While exemplary embodiments been particularly shown and described, it will be
understood by those of ordinary skill in the art that various changes in form and details
may be made therein without departing from the spirit and scope of the inventive concept
as defined by the following claims.

Where the terms “comprise”, “comprises”, “comprised” or “comprising” are used in this
specification (including the claims) they are to be interpreted as specifying the presence of
the stated features, integers, steps or components, but not precluding the presence of one or

more other features, integers, steps or components, or group thereto.
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Claims

1. A method of rendering an audio signal, the method comprising:

receiving multichannel audio signals and an input configuration;

obtaining a first Head-Related Transfer Function (HRTF) based filter for a first height
input channel signal among the multichannel audio signals, wherein the first height input channel
signal is identified according to the input configuration;

obtaining first gains for the first height input channel signal; and

performing elevation rendering on the multichannel signals including the first height input
channel signal based on the first HRTF based filter and the first gains for elevating sound by a
plurality of output channel signals comprising a horizontal configuration,

wherein the input configuration comprises azimuth information and elevation information

related to the multichannel audio signals.

2. The method of claim 1, wherein the horizontal configuration comprises 5.1 channel

configuration or 5.0 channel configuration.

3. The method of claim 2, wherein the first HRTF based filter is used for each of the

plurality of output channel signals.

4. The method of claim 1, wherein gains of surround output channel signals among the

first gains are non-zero positive values.

5. The method of claim 1, wherein the first HRTF based filter is obtained based on each

location of virtual output.

6. The method of claim 1, wherein the first gains are obtained based on each location of

loudspeakers.

7. The method of claim 1, wherein the first height input channel signal is distributed to at

least one of the plurality of output channel signals.

8. The method of claim 1, the method further comprising;:
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obtaining a second HRTF based filter for a second height input channel signal among the
multichannel signals, wherein the second height input channel signal is identified by the input
configuration; and

obtaining second gains for the second height input channel signal,

wherein the first HRTF based filter and the second HRTF based filter are independently
obtained,

wherein the first gains and the second gains are independently obtained,

wherein the elevation rendering on the multichannel signals further including the second
height input channel signal is performed further based on the second HRTF based filter and the

second gains.

9. The method of claim 1, wherein a surround output channel signal is identified by at least

one of 110 degree azimuth and -110 degree azimuth.

10. The method of claim 1, wherein a surround output channel signal is identified by 0

degree elevation.

11. The method of claim 1, wherein the first height input channel signal is located at top

center.

12. A rendering an audio signal apparatus comprising:

a receiver configured to receive multichannel audio signals and an input configuration;

a controller configured to obtain a first Head-Related Transfer Function (HRTF) based
filter for a first height input channel signal among the multichannel audio signals, wherein the first
height input channel signal is identified according to the input configuration and configured to
obtain first gains for the first height input channel signal; and

a renderer configured to perform elevation rendering on the multichannel signals including
the first height input channel signal based on the first HRTF based filter and the first gains for
elevating sound by a plurality of output channel signals comprising a horizontal configuration,

wherein the input configuration comprises azimuth information and elevation information

related to the multichannel audio signals.

13. The apparatus of claim 12, wherein the horizontal configuration comprises 5.1 channel

configuration or 5.0 channel configuration.
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14. The apparatus of claim 13, wherein the first HRTF based filter is used for each of the

plurality of output channel signals.

15. The apparatus of claim 12, wherein gains of surround output channel signals among the

first gains are non-zero positive values.

16. The apparatus of claim 12, wherein the first HRTF based filter is obtained based on

each location of virtual output.

17. The apparatus of claim 12, wherein the first gains are obtained based on each location

of loudspeakers.

18. The apparatus of claim 12, wherein the first height input channel signal is distributed to

at least one of the plurality of output channel signals.

19. The apparatus of claim 12,

the controller further obtain a second HRTF based filter for a second height input channel
signal among the multichannel signals, wherein the second height input channel signal is
identified according to the input configuration and obtaining second gains for the second height
input channel signal,

wherein the first HRTF based filter and the second HRTF based filter are independently
obtained,

wherein the first gains and the second gains are independently obtained,

wherein the elevation rendering on the multichannel signals further including the second
height input channel signal is performed further based on the second HRTF based filter and the

second gains.

20. The apparatus of claim 12, wherein a surround output channel signal is identified by at

least one of 110 degree azimuth and -110 degree azimuth.

21. The apparatus of claim 12, wherein a surround output channel signal is identified by O

degree elevation.
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22. The apparatus of claim 12, wherein the first height input channel signal is located at

top center.

23. A non-transitory computer readable recording medium having embodied thereon a

computer program for executing the method of claim 1.
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