Title: SYSTEMS AND METHODS FOR FAULT TOLERANT COMMUNICATIONS

Abstract:
Apparatuses, systems and methods are disclosed for tolerating fault in a communications grid. Specifically, various techniques and systems are provided for detecting a fault or failure by a node in a network of computer nodes in a communications grid, adjusting the grid to avoid grid failure, and taking action based on the failure. In an example, a system may include receiving grid status information at a backup control node, the grid status information including a project status, storing the grid status information within the backup control node, receiving a failure communication including an indication that a primary control node has failed, designating the backup control node as a new primary control node, receiving updated grid status information based on the indication that the primary control node has failed, and transmitting a set of instructions based on the updated grid status information.
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SYSTEMS AND METHODS FOR FAULT TOLERANT COMMUNICATIONS

[0002] The present disclosure relates to a computer technology for tolerating fault in a communications grid. Specifically, various techniques and systems are provided for detecting a fault or failure by a node in a network of computer nodes in a communications grid, adjusting the grid to avoid grid failure, and taking action based on the failure.

BACKGROUND

[0003] In a communications grid that includes a network of computer nodes executing a job, a node may fail. A failure of a node may cause a failure of the entire grid, and therefore a failure of the entire job, causing the job to be restarted from the beginning. For a job that includes a large data set or that may take a long period of time to complete, such a failure may be especially problematic.

BRIEF SUMMARY

[0004] The present disclosure relates to a computer technology for tolerating fault in a communications grid. Specifically, various techniques and systems are provided for detecting a fault or failure by a node in a network of computer nodes in a communications grid, adjusting the grid to avoid grid failure, and taking action based on the failure. In an embodiment, a computer-program product may be tangibly embodied in a non-transitory machine-readable storage medium. The non-transitory machine-readable storage medium may include instructions configured to cause a data processing apparatus to receive, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project
status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid, store the grid status information within the backup control node, receive a failure communication including an indication that the primary control node has failed, designate the backup control node as a new primary control node based on the failure communication upon receiving the failure communication, receive updated grid status information based on the indication that the primary control node has failed, wherein the updated grid status information includes an updated project status of the primary control node or an updated project status of the worker node, and transmit a set of instructions based on the updated grid status information, wherein the set of instructions includes instructions for the worker nodes to continue work on the project after failure of the primary control node.

[0005] In an aspect, the computer-program product may further comprise instructions configured to cause the data processing apparatus to receive, at the backup control node, a primary node communication including an indication that the backup control node is the new primary control node. In another aspect, upon receiving the failure communication, the backup control node determines whether the backup node should be designated as the new primary control node based on a unique identifier or rank of the backup control node, and assigning a new primary control node. In another aspect, upon receiving the failure communication, the backup control node determines that the backup control node is the only backup control node on the communications grid. In another aspect, the primary control node controls the portions of the project that each worker node is responsible for executing. In another aspect, each control node and worker node on the communications grid is assigned a unique identifier stored, wherein the unique identifiers of the nodes indicate a hierarchy of the nodes within the communications grid, and wherein each control node and each worker node store the unique identifier for every other control node and worker node on the communications grid. In another aspect, worker nodes of the worker node executes different portions of the project. In another aspect, the grid status information includes a project checkpoint (or progress checkpoint) that indicates a stage of progress of the project prior to failure of the primary control node. In another aspect, transmitting the set of instructions based on the updated grid status information includes transmitting a status from the project checkpoint that indicates the stage of progress of the project prior to the failure of the primary control node. In another aspect, the computer-program product may further comprise instructions configured to cause the data processing apparatus to determine that the primary control node has failed, wherein determining that the primary control node has failed includes
determining that the backup control node did not receive an expected heartbeat communication, wherein the heartbeat communication indicates that the primary control node is operative. In another aspect, determining that the primary control node has failed includes determining that the backup control node did not receive a heartbeat communication from the primary control node after a predetermined period of time.

In another embodiment, a computing device may comprise one or more processors, and a memory having instructions stored thereon, which when executed by the one or more processors. The processor may cause the computing device to perform operations including receiving, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid, storing the grid status information within the backup control node, receiving a failure communication including an indication that the primary control node has failed, designating the backup control node as a new primary control node based on the failure communication upon receiving the failure communication, receiving updated grid status information based on the indication that the primary control node has failed, wherein the updated grid status information includes an updated project status of the primary control node or an updated project status of the worker node, and transmitting a set of instructions based on the updated grid status information, wherein the set of instructions includes instructions for the worker nodes to continue work on the project after failure of the primary control node.

In an aspect, the computing device may further comprise instructions, which when executed by the one or more processors, cause the computing device to perform operations including receiving, at the backup control node, a primary node communication including an indication that the backup control node is the new primary control node. In another aspect, upon receiving the failure communication, the backup control node determines whether the backup node should be designated as the new primary control node based on a unique identifier or rank of the backup control node, and assigning a new primary control node. In another aspect, upon receiving the failure communication, the backup control node determines that the backup control node is the only backup control node on the communications grid. In another aspect, the primary control node controls the portions of the project that each worker node is responsible for executing. In another aspect, each control
node and worker node on the communications grid is assigned a unique identifier stored, wherein the unique identifiers of the nodes indicate a hierarchy of the nodes within the communications grid, and wherein each control node and each worker node store the unique identifier for every other control node and worker node on the communications grid. In another aspect, worker nodes of the worker node executes different portions of the project. In another aspect, the grid status information includes a project checkpoint that indicates a stage of progress of the project prior to failure of the primary control node. In another aspect, transmitting the set of instructions based on the updated grid status information includes transmitting a status from the project checkpoint that indicates the stage of progress of the project prior to the failure of the primary control node. In another aspect, the computing device may further comprise instructions, which when executed by the one or more processors, cause the computing device to perform operations including, determining that the primary control node has failed, wherein determining that the primary control node has failed includes determining that the backup control node did not receive an expected heartbeat communication, wherein the heartbeat communication indicates that the primary control node is operative. In another aspect, determining that the primary control node has failed includes determining that the backup control node did not receive a heartbeat communication from the primary control node after a predetermined period of time.

[0008] In another embodiment, a computer-implemented method may comprise receiving, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid, storing the grid status information within the backup control node, receiving a failure communication including an indication that the primary control node has failed, designating the backup control node as a new primary control node based on the failure communication upon receiving the failure communication, receiving updated grid status information based on the indication that the primary control node has failed, wherein the updated grid status information includes an updated project status of the primary control node or an updated project status of the worker node, and transmitting a set of instructions based on the updated grid status information, wherein the set of instructions includes instructions for the worker nodes to continue work on the project after failure of the primary control node.
In an aspect, the method may further comprise receiving, at the backup control node, a primary node communication including an indication that the backup control node is the new primary control node. In another aspect, upon receiving the failure communication, the backup control node determines whether the backup node should be designated as the new primary control node based on a unique identifier or rank of the backup control node, and assigning a new primary control node. In another aspect, upon receiving the failure communication, the backup control node determines that the backup control node is the only backup control node on the communications grid. In another aspect, the primary control node controls the portions of the project that each worker node is responsible for executing. In another aspect, each control node and worker node on the communications grid is assigned a unique identifier stored, wherein the unique identifiers of the nodes indicate a hierarchy of the nodes within the communications grid, and wherein each control node and each worker node store the unique identifier for every other control node and worker node on the communications grid. In another aspect, worker nodes of the worker node executes different portions of the project. In another aspect, the grid status information includes a project checkpoint that indicates a stage of progress of the project prior to failure of the primary control node. In another aspect, transmitting the set of instructions based on the updated grid status information includes transmitting a status from the project checkpoint that indicates the stage of progress of the project prior to the failure of the primary control node. In another aspect, the method may further comprise determining that the primary control node has failed, wherein determining that the primary control node has failed includes determining that the backup control node did not receive an expected heartbeat communication, wherein the heartbeat communication indicates that the primary control node is operative. In another aspect, determining that the primary control node has failed includes determining that the backup control node did not receive a heartbeat communication from the primary control node after a predetermined period of time.

In another embodiment, a computer-program product may be tangibly embodied in a non-transitory machine-readable storage medium. The non-transitory machine-readable storage medium may include instructions configured to cause a data processing apparatus to transmit, from a primary control node connected to one or more worker nodes on a communications grid, worker instructions related to a project being executed by the one or more worker nodes, generate a snapshot of the communications grid, wherein the snapshot of the communications grid includes a project status of each of the one or more worker nodes, wherein a project status of a worker node includes a status of a portion of the project being
executed by the worker node in the communications grid, determine that a failed worker node of the one or more worker nodes has failed, wherein the one or more worker nodes has failed at a failure time, identify a project status of the failed worker node using the snapshot of the communications grid, wherein the project status of the failed worker node includes a status of a portion of the project being executed by the failed worker node at the failure time, and transmit updated worker instructions, wherein the updated worker instructions include the project status of the failed worker node and updated instructions related to the project being executed by the one or more worker nodes, wherein the updated worker instructions facilitate execution of the portion of the project being executed by the failed worker node.

[0011] In an aspect, the computer-program product may further comprise instructions configured to cause the data processing apparatus to identify a functioning worker node of the one or more worker nodes to complete the portion of the project being executed by the failed worker node. In another aspect, each worker node on the communications grid is assigned a unique identifier, wherein the unique identifiers of the worker nodes indicate a hierarchy of the worker nodes associated with each unique identifier within the communications grid. In another aspect, the updated worker instructions facilitate a functioning worker node of the one or more worker nodes beginning execution of the portion of the project being executed by the failed worker node. In another aspect, the computer-program product may further comprise instructions configured to cause the data processing apparatus to determine that the failed worker node is the only worker node on the communications grid, and add a new worker node to the communications grid. In another aspect, the primary control node manages distribution of portions of the project that each worker node is responsible for executing. In another aspect, determining that a failed worker node of the one or more worker nodes has failed includes determining that the primary control node did not receive an heartbeat communication subsequent to transmitting the worker instructions related to the project being executed by the one or more worker nodes.

[0012] In another embodiment, a computing device may comprise one or more processors, a memory having instructions stored thereon, which when executed by the one or more processors. The processor may cause the computing device to perform operations including transmitting, from a primary control node connected to one or more worker nodes on a communications grid, worker instructions related to a project being executed by the one or more worker nodes, generating a snapshot of the communications grid, wherein the snapshot of the communications grid includes a project status of each of the one or more worker nodes, wherein a project status of a worker node includes a status of a portion of the project being
executed by the worker node in the communications grid, determining that a failed worker node of the one or more worker nodes has failed, wherein the one or more worker nodes has failed at a failure time, identifying a project status of the failed worker node using the snapshot of the communications grid, wherein the project status of the failed worker node includes a status of a portion of the project being executed by the failed worker node at the failure time, and transmitting updated worker instructions, wherein the updated worker instructions include the project status of the failed worker node and updated instructions related to the project being executed by the one or more worker nodes, wherein the updated worker instructions facilitate execution of the portion of the project being executed by the failed worker node.

[0013] In an aspect, the computing device may further comprise instructions, which when executed by the one or more processors, cause the computing device to perform operations including identifying a functioning worker node of the one or more worker nodes to complete the portion of the project being executed by the failed worker node. In another aspect, each worker node on the communications grid is assigned a unique identifier, wherein the unique identifiers of the worker nodes indicate a hierarchy of the worker nodes associated with each unique identifier within the communications grid. In another aspect, the updated worker instructions facilitate a functioning worker node of the one or more worker nodes beginning execution of the portion of the project being executed by the failed worker node. In another aspect, the computing device may further comprise instructions, which when executed by the one or more processors, cause the computing device to perform operations including determining that the failed worker node is the only worker node on the communications grid, and add a new worker node to the communications grid. In another aspect, the primary control node manages distribution of portions of the project that each worker node is responsible for executing. In another aspect, determining that a failed worker node of the one or more worker nodes has failed includes determining that the primary control node did not receive an heartbeat communication subsequent to transmitting the worker instructions related to the project being executed by the one or more worker nodes.

[0014] In another embodiment, a computer-implemented method may comprise transmitting, from a primary control node connected to one or more worker nodes on a communications grid, worker instructions related to a project being executed by the one or more worker nodes, generating a snapshot of the communications grid, wherein the snapshot of the communications grid includes a project status of each of the one or more worker nodes, wherein a project status of a worker node includes a status of a portion of the project being
executed by the worker node in the communications grid, determining that a failed worker node of the one or more worker nodes has failed, wherein the one or more worker nodes has failed at a failure time, identifying a project status of the failed worker node using the snapshot of the communications grid, wherein the project status of the failed worker node includes a status of a portion of the project being executed by the failed worker node at the failure time, and transmitting updated worker instructions, wherein the updated worker instructions include the project status of the failed worker node and updated instructions related to the project being executed by the one or more worker nodes, wherein the updated worker instructions facilitate execution of the portion of the project being executed by the failed worker node.

[0015] In an aspect, the method may further comprise identifying a functioning worker node of the one or more worker nodes to complete the portion of the project being executed by the failed worker node. In another aspect, each worker node on the communications grid is assigned a unique identifier, wherein the unique identifiers of the worker nodes indicate a hierarchy of the worker nodes associated with each unique identifier within the communications grid. In another aspect, the updated worker instructions facilitate a functioning worker node of the one or more worker nodes beginning execution of the portion of the project being executed by the failed worker node. In another aspect, the method may further comprise determining that the failed worker node is the only worker node on the communications grid, and add a new worker node to the communications grid. In another aspect, the primary control node manages distribution of portions of the project that each worker node is responsible for executing. In another aspect, determining that a failed worker node of the one or more worker nodes has failed includes determining that the primary control node did not receive an heartbeat communication subsequent to transmitting the worker instructions related to the project being executed by the one or more worker nodes.

[0016] This summary is not intended to identify key or essential features of the claimed subject matter, nor is it intended to be used in isolation to determine the scope of the claimed subject matter. The subject matter should be understood by reference to appropriate portions of the entire specification of this patent, any or all drawings, and each claim.

[0017] The foregoing, together with other features and embodiments, will become more apparent upon referring to the following specification, claims, and accompanying drawings.
BRIEF DESCRIPTION OF THE DRAWINGS

[0018] FIG. 1 illustrates an example of a block diagram bus that provides a generalized illustration of hardware and software components of a communications grid, according to embodiments of the present technology.

[0019] FIG. 2 illustrates an example of a communications grid including a control node and one or more worker nodes, according to embodiments of the present technology.

[0020] FIG. 3 illustrates an example of a communications grid including two control nodes and one or more worker nodes, according to embodiments of the present technology.

[0021] FIG. 4 illustrates an example of a communications grid including three control nodes and one or more worker nodes, according to embodiments of the present technology.

[0022] FIG. 5 illustrates an example of a communications grid including two control nodes, including a backup control node with a stored grid snapshot, and one or more worker nodes, according to embodiments of the present technology.

[0023] FIG. 6 illustrates an example of a communications grid including two control nodes, including a backup control node with a stored grid snapshot, and one or more worker nodes, according to embodiments of the present technology.

[0024] FIG. 7 illustrates an example of a communications grid including two control nodes, including a backup control node with a stored grid snapshot, and one or more worker nodes, according to embodiments of the present technology.

[0025] FIG. 8 illustrates an example of a communications grid including a new primary control node and former backup control node, and one or more worker nodes, according to embodiments of the present technology.

[0026] FIG. 9 illustrates an example of a communications grid including a primary control node and one or more worker nodes, according to embodiments of the present technology.

[0027] FIG. 10 illustrates an example of a communications grid including a control node and one or more worker nodes, according to embodiments of the present technology.

[0028] FIG. 11 illustrates an example of a communications grid including a control node and one or more worker nodes, according to embodiments of the present technology.

[0029] FIG. 12 illustrates an example of a communications grid including a control node and one or more worker nodes, according to embodiments of the present technology.

[0030] FIG. 13 is a flow chart showing an example process for recovering from a primary control node failure in a communications grid, according to embodiments of the present technology.
FIG. 14 is a flow chart showing an example process for recovering from a worker node failure in a communications grid after a failure of a worker node, according to embodiments of the present technology.

FIG. 15 is a flow chart showing an example process for recovering from a control node failure in a communications grid, according to embodiments of the present technology.

FIG. 16 is a flow chart showing an example process for authenticating a connection between nodes from the perspective of a grid server, according to embodiments of the present technology.

FIG. 17 is a flow chart showing an example process for authenticating a connection between nodes from the perspective of a grid client, according to embodiments of the present technology.

FIG. 18 is a flow chart showing an example process to assign a list of nodes, numbered m through n, as children to a node, such as a control node, according to embodiments of the present technology.

FIG. 19 is a flow chart showing an example process for a primary control node to distribute work for a client project between the other nodes in a communications grid, according to embodiments of the present technology.

FIG. 20 is a flow chart showing an example process for a backup control node to receive and store updated status information in a communications grid, according to embodiments of the present technology.

FIG. 21 is a flow chart showing an example method for a worker node to process a job during a communications grid computation, according to embodiments of the present technology.

FIG. 22 is a flow chart showing an example process for broadcasting data within a communications grid, according to embodiments of the present technology.

FIG. 23 is a flow chart showing an example process for reduction within a communications grid, according to embodiments of the present technology.
DETAILED DESCRIPTION

[0041] In the following description, for the purposes of explanation, specific details are set forth in order to provide a thorough understanding of embodiments of the technology. However, it will be apparent that various embodiments may be practiced without these specific details. The figures and description are not intended to be restrictive.

[0042] The ensuing description provides example embodiments only, and is not intended to limit the scope, applicability, or configuration of the disclosure. Rather, the ensuing description of the example embodiments will provide those skilled in the art with an enabling description for implementing an example embodiment. It should be understood that various changes may be made in the function and arrangement of elements without departing from the spirit and scope of the technology as set forth in the appended claims.

[0043] Specific details are given in the following description to provide a thorough understanding of the embodiments. However, it will be understood by one of ordinary skill in the art that the embodiments may be practiced without these specific details. For example, circuits, systems, networks, processes, and other components may be shown as components in block diagram form in order not to obscure the embodiments in unnecessary detail. In other instances, well-known circuits, processes, algorithms, structures, and techniques may be shown without unnecessary detail in order to avoid obscuring the embodiments.

[0044] Also, it is noted that individual embodiments may be described as a process which is depicted as a flowchart, a flow diagram, a data flow diagram, a structure diagram, or a block diagram. Although a flowchart may describe the operations as a sequential process, many of the operations can be performed in parallel or concurrently. In addition, the order of the operations may be re-arranged. A process is terminated when its operations are completed, but could have additional steps not included in a figure. A process may correspond to a method, a function, a procedure, a subroutine, a subprogram, etc. When a process corresponds to a function, its termination can correspond to a return of the function to the calling function or the main function.

[0045] The term “machine-readable storage medium” or “computer-readable storage medium” includes, but is not limited to, portable or non-portable storage devices, optical storage devices, and various other mediums capable of storing, containing, or carrying instruction(s) and/or data. A machine-readable medium may include a non-transitory medium in which data can be stored. Examples of a non-transitory medium may include, but are not limited to, a magnetic disk or tape, optical storage media such as compact disk (CD)
or digital versatile disk (DVD), flash memory, memory or memory devices. A computer-
program product may include code and/or machine-executable instructions that may represent
a procedure, a function, a subprogram, a program, a routine, a subroutine, a module, a
software package, a class, or any combination of instructions, data structures, or program
statements. A code segment may be coupled to another code segment or a hardware circuit
by passing and/or receiving information, data, arguments, parameters, or memory contents.
Information, arguments, parameters, data, etc. may be passed, forwarded, or transmitted via
any suitable means including memory sharing, message passing, token passing, network
transmission, etc.

[0046] Furthermore, embodiments may be implemented by hardware, software, firmware,
middleware, microcode, hardware description languages, or any combination thereof. When
implemented in software, firmware, middleware or microcode, the program code or code
segments to perform the necessary tasks (e.g., a computer-program product) may be stored in
a machine-readable medium. A processor(s) may perform the necessary tasks.

[0047] Systems depicted in some of the figures may be provided in various configurations.
In some embodiments, the systems may be configured as a distributed system where one or
more components of the system are distributed across one or more networks in a cloud
computing system.

[0048] FIG. 1 shows a block diagram of example hardware for a stand-alone computer
architecture 100, which may be used to contain and/or implement the program instructions of
system embodiments of the present disclosure. More specifically, architecture 100 may be
included within a node of a communications grid, as described further herein with respect to
FIGS. 2-23. A bus 152 may serve as the information highway interconnecting the other
illustrated components of the hardware. A processing system 154 labeled CPU (central
processing unit) (e.g., one or more computer processors), may perform calculations and logic
operations required to execute a program. A processor-readable storage medium, such as read
only memory (ROM) 156 and random access memory (RAM) 158, may be in communication
with the processing system 154 and may contain one or more programming instructions.
Optionally, program instructions may be stored on a computer readable storage medium such
as a magnetic disk, optical disk, recordable memory device, flash memory, or other physical
storage medium. Computer instructions may also be communicated via a communications
transmission, data stream, or a modulated carrier wave.

[0049] A disk controller 160 interfaces one or more optional disk drives to the system bus
152. These disk drives may be external or internal floppy disk drives such as 162, external or
internal CD-ROM, CD-R, CD-RW or DVD drives such as 164, or external or internal hard drives 166. As indicated previously, these various disk drives and disk controllers are optional devices.

[0050] Each of the element managers, real-time data buffer, conveyors, file input processor, database index shared access memory loader, reference data buffer and data managers may include a software application stored in one or more of the disk drives connected to the disk controller 160, the ROM 156 and/or the RAM 158. The processing system 154 may access each component as required.

[0051] A display interface 168 may permit information from the bus 156 to be displayed on a display 170 in audio, graphic, or alphanumeric format. Communication with external devices may optionally occur using various communication ports 178.

[0052] In addition to the standard computer-type components, the hardware may also include data input devices, such as a keyboard 172, or other input device 174, such as a microphone, remote control, touchpad, keypad, stylus, motion and/or gesture sensor, location sensor, still and/or video camera, pointer, mouse and/or joystick.

[0053] The present disclosure relates to a computer technology for tolerating fault in a communications grid. Specifically, various techniques and systems are provided for detecting a fault or failure by a node in a network of computer nodes in a communications grid, adjusting the grid to avoid grid failure, and taking action based on the failure. More specifically, embodiments of the methods and systems described herein include identifying or detecting a failure of a primary control node in a communications grid, and using grid status or checkpoint information to allow a backup node to take over as primary control node. The new primary control node may then control the worker nodes connected to it to complete the project being performed by the grid. Alternative embodiments include identifying or detecting a failure of a worker node in a communications grid, and using grid status or checkpoint information to allow another worker node, under the control and supervision of a control node, to take over the work being performed by the failed worker node. The work may be redistributed amongst the operational worker nodes. Alternative embodiments include using thresholds to determine when, after a predetermined amount of time, it should be established or assumed that a node has failed. Such a determination may allow a backup control node to take over for a failed primary control node, or a control node to redistribute work being performed by a failed worker node to another worker node. The nodes within the communications grid may be able to detect a hierarchy or perform other methods for
determining which nodes should take action after a failure. Such embodiments of the present technology are described herein with respect to FIGS. 2-23.

[0054] Various communications grids described herein are described as including one or more control nodes (e.g., a primary control node, backup control node, etc.) and one or more worker nodes. A node may be, for example, a computing device such as a computer, or a different type of network or electronic device such as, for example, a server or router.

Control nodes may maintain knowledge of the status of the nodes in the grid (e.g., grid status information), accept work requests from clients, subdivide the work across worker nodes (both initially and after a worker node failure), coordinate the worker nodes, among other responsibilities. Worker nodes may accept work requests from a control node and provide the control node with results of the work performed by the worker node. A grid may be started from a single node (e.g., a machine, computer, server, etc.). This first node may be assigned or may start as the primary control node that will control any additional nodes that enter the grid.

[0055] To add another node or machine to the grid, the primary control node may open a pair of listening sockets, for example. The sockets may be used for different reasons related to the jobs of the control node. The first of these sockets may be used to accept work requests from clients, and the second socket may be used to accept connections from other grid nodes (e.g., worker nodes or other control nodes). The primary control node may be provided with a list of other nodes (e.g., other machines, computers, servers) that will participate in the grid, and the role that each node will fill in the grid. The primary control node may maintain a database of all configured nodes in the grid. The database may be in a variety of forms, including, for example, a memory table, a simple text file, a full configuration file, on a configuration server, among others. Upon startup of the primary control node (e.g., the first node on the grid), the primary control node may use a network protocol (e.g., Secure Shell Protocol, or SSH) to start the server process on every other node in the grid. Command line parameters, for example, may inform each node of one or more pieces of information, such as: the role that the node will have in the grid, the host name of the primary control node, the port number on which the primary control node is accepting connections from peer nodes, among others. The information may also be provided in a configuration file, transmitted over a secure shell tunnel, recovered from a configuration server, among others. While the other machines in the grid may not initially know about the configuration of the grid, that information may also be sent to each other node by the primary control node. Updates of the grid information may also be subsequently sent to those nodes.
For any control node other than the primary control node added to the grid, the control node may open three sockets. The first socket may accept work requests from clients, the second socket may accept connections from other grid members, and the third socket may connect (e.g., permanently) to the primary control node. When a control node (e.g., primary control node) receives a connection from another control node, it first checks to see if the peer node is in the list of configured nodes in the grid. If it is not on the list, the control node may clear the connection. If it is on the list, it may then attempt to authenticate the connection. Authentication of a node is described further herein with respect to FIGS. 16 and 17. If authentication is successful, the authenticating node may transmit information to its peer, such as the port number on which a node is listening for connections, the host name of the node, information about how to authenticate the node, among other information. When a node, such as the new control node, receives information about another active node, it will check to see if it already has a connection to that other node. If it does not have a connection to that node, it may then establish a connection to that control node.

Any worker node added to the grid may establish a connection to the primary control node and any other control nodes on the grid. After establishing the connection, it may authenticate itself to the grid (e.g., any control nodes, including both primary and backup, or a server or user controlling the grid). Authentication of a node is described further herein with respect to FIGS. 16 and 17. After successful authentication, the worker node may accept configuration information from the control node.

The grid may add new machines at any time, initiated from any control node. Upon adding a new node to the grid, the control node may first add the new node to its table of grid nodes. The control node may also then notify every other control node about the new node. The nodes receiving the notification may acknowledge that they have updated their configuration information.

FIG. 2 illustrates a communications grid 200 including a control node and one or more worker nodes, according to embodiments of the present technology. Communications grid 200 includes control node 202, labeled as control node A. Communications grid 200 also includes one or more worker nodes. Shown in FIG. 2 are six worker nodes, worker node 210 (labeled as worker node 1), worker node 212 (labeled as worker node 2), worker node 214 (labeled as worker node 3), worker node 216 (labeled as worker node n-2), worker node 218 (labeled as worker node n-1), and worker node 220 (labeled as worker node n). Although FIG. 2 shows six worker nodes, a communications grid according to embodiments of the present technology may include more or less than six worker nodes. For example, a
communications grid may include one, two, or any other number of worker nodes. Each worker node within the communications grid 200 is connected (wired or wirelessly, and directly or indirectly) to control node 202. Therefore, each worker node may receive information from control node 202 (e.g., an instruction to perform work on a project) and may transmit information to control node 202 (e.g., a result from work performed on a project). However, in certain embodiments, worker nodes may not, for example, be connected (communicatively or otherwise) to other worker nodes. For example, worker nodes may only be able to communicate with the control node that controls it, and may not be able to communicate with other worker nodes in the communications grid, whether they are other worker nodes controlled by the control node that controls the worker node, or worker nodes that are controlled by other control nodes in the communications grid. In alternative embodiments, worker nodes may communicate with each other (either directly or indirectly). For example, worker nodes may transmit data between each other related to a job being performed or an individual task within a job being performed by that worker node. Alternatively, worker nodes may communicate with each other to perform broadcast or reduction operations, for example such as those discussed herein with respect to FIGS. 22 and 23, respectively.

[0060] A control node, such as control node 202, may connect with an external device with which the control node may communicate (e.g., a grid user, such as a server or computer, may connect to a primary controller of the grid). For example, a server or computer may connect to control node 202 and may transmit a project or job to the node. The project may include a data set. The data set may be of any size. Once the control node receives such a project including a large data set, the control node may distribute the data set or projects related to the data set to be performed by worker nodes. Alternatively, for a project including a large data set, the data set may be receive or stored by a machine other than a control node (e.g., a Hadoop data node). Such a structure may prevent a bottleneck problem.

[0061] When a project is initiated on communications grid 200, control node 202 controls the work to be performed for the project (e.g., on the data set). Since the worker nodes in the communications grid 200 will perform the work to complete each task within the project, control node 202 assigns work from the project to each worker node. Control node coordinates the work such that each worker node has a portion of the project that the worker node can handle and can execute and in the amount of time desired by the user or by the control node. For example, the control node may distribute work to the worker nodes based on various factors, such as which subsets or portions of projects may be completed most
efficiently and in the correct amount of time. For example, a worker node may perform analysis on a portion of data that is already local (e.g., stored on) the worker node. The control node also coordinates the results of the work performed by each worker node after each worker node executes and completes its job. For example, the control node may receive a result from one or more worker nodes, and the control node may organize the results received and compile them to produce a complete result for the project received from the end user.

[0062] The worker nodes within communications grid 200 perform work on the portion of the project that is assigned to the worker node by control node 202. After the worker node receives an instruction or project (or portion of a project) from the control node, the worker node executes the instruction as assigned, and may produce a result. The worker node may then transmit the result back to the control node 202 (or to any other network device or external device as designated by the assignment or instructions from control node 202 that was delivered with or after the assignment).

[0063] When a node joins the communications grid 200 (e.g., when the node is powered on or connected to an existing node on the grid or both), the node is assigned (e.g., by an operating system of the grid) a universally unique identifier (UUID). This unique identifier may help other nodes and external entities (devices, users, etc.) to identify the node and distinguish it from other nodes. When a node is connected to the grid, the node may share its unique identifier with the other nodes in the grid. Since each node may share its unique identifier, each node may know the unique identifier of every other node on the grid. Unique identifiers may also designate a hierarchy of each of the nodes (e.g., backup control nodes) within the grid. For example, the unique identifiers of each of the backup control nodes may be stored in a list of backup control nodes to indicate an order in which the backup control nodes will take over for a failed primary control node to become a new primary control node. However, a hierarchy of nodes may also be determined using methods other than using the unique identifiers of the nodes. For example, the hierarchy may be predetermined, or may be assigned based on other predetermined factors.

[0064] When a project is submitted for execution (e.g., by a client or a controller of the grid) it may be assigned to a set of nodes. One of the control nodes may be assigned as a primary control node for the job. Any remaining control nodes may be assigned as backup control nodes for the project. All active worker nodes may be assigned to the project. However, in some embodiments, a subset of worker nodes may be assigned to the project for projects requiring lower resources. After the nodes are assigned to a project, a data structure
(i.e., a communicator) may be created. The communicator may be used by the project for information to be shared between the project code running on each node. A communication handle may be created on each node. A handle, for example, is a reference to the communicator that is valid within a single process on a single node, and the handle may be used when requesting communications between nodes.

Within a communicator, each worker node and the primary control node may each be assigned a rank. Each rank, for example, may be a non-negative integer. When combined with a communicator handle, a node’s rank may be used to communicate with a the code running in the same project on another node. Unlike a unique identifier assigned to the node, a rank may only be unique within a communicator. Therefore, the same rank number may refer to different nodes in the grid across different projects. When the project code identifies a specific node in the grid, it may use the UUID that is assigned to that node since such UUIDs may be permanent.

As noted, communications grid 200 includes a single control node, control node 202. Therefore, if control node 202 fails, for example if control node 202 is shut off, breaks, or otherwise fails or becomes unavailable to control and coordinate the worker nodes that are connected to it, then the communications grid 200 may fail. In other words, if control node 202 fails, then any project or job being run on communications grid 200 may fail and may not complete. While the project may be run again, such a failure may cause a delay (severe delay in some cases, such as overnight delay) in completion of the project. Therefore, a fault tolerant system with multiple control nodes, including a backup control node, may be beneficial.

FIG. 3 illustrates a communications grid 300 including two control nodes and one or more worker nodes, according to embodiments of the present technology. Communications grid 300 includes control node 302 and control node 304. Control node 302 and control node 304 are communicatively connected via communication path 351. Therefore, control node 302 and control node 304 may transmit information, including information related to the communications grid or notifications, to and receive information from each other. Although communications grid 300 is shown in FIG. 3 as including two control nodes, the communications grid may include more than two control nodes (for example, as shown in FIG. 7) or less than two control nodes (as shown, for example, in FIG. 5).

Communications grid 300 also includes one or more worker nodes. Shown in FIG. 3 are six worker nodes: worker node 310 (or worker node 1), worker node 312 (or worker node 2), worker node 314 (or worker node 3), worker node 316 (or worker node n-2), worker
node 318 (or worker node n-1), and worker node 320 (or worker node n). Although FIG. 3 shows six worker nodes, a communications grid according to embodiments of the present technology may include more or less than six worker nodes. For example, a communications grid may include one, two, or any other number of worker nodes. For example, the number of worker nodes included in a communications grid may be dependent upon how large the project or data set is being implemented by the communications grid. The number of worker nodes included in a communications grid may also be dependent upon other factors, such as the capacity of each worker node, the time in which the communications grid would like to complete the project, among others.

[0069] As noted, each worker node within the communications grid 300 may be connected to control node 302 (although in other embodiments only some worker nodes may be connected to control node 302). Therefore, each worker node may receive information from control node 302 (e.g., an instruction to perform work on a project) and may transmit information to control node 302 (e.g., a result from work performed on a project). However, worker nodes may not, in certain embodiments, be connected (communicatively or otherwise) to other worker nodes. For example, worker nodes may only be connected to the control node that controls it, and may not be connected to other worker nodes in the communications grid, whether they share a control node or not. Each worker node within the communications grid 300 is also connected to control node 304. Therefore, each worker node may receive information from control node 304 and may transmit information to control node 304.

[0070] A control node, such as control node 302, may be designated as the primary control node. A server, computer or other external device may connect to the primary control node, such as control node 302. Once the control node receives a project, the primary control node may distribute portions of the project to its worker nodes for execution. For example, when a project is initiated on communications grid 300, primary control node 302 controls the work to be performed for the project in order to complete the project as requested or instructed. Since the worker nodes in the communications grid 300 will perform the work to complete each task within the project, primary control node 302 may assign work from the project to each worker node. The primary control node coordinates the work such that each worker node has a portion of the project that the worker node can handle and can fully execute efficiently. The primary control node also coordinates and processes the results of the work performed by each worker node after each worker node executes and completes its job. For example, the primary control node may receive a result from one or more worker nodes, and
the control node may organize (e.g., collect and assemble) the results received and compile them to produce a complete result for the project received from the end user.

[0071] Another control node, such as control node 304, may be designated as the backup control node. Backup control node 304 may not control any portion of a project being implemented by communications grid 300. Instead, backup control node 304 may serve as a backup for primary control node 302. For example, backup control node 304 may be able to take over as primary control node if primary control node 302 were to fail. Primary control node 302 may, for example, transmit one or more communications to backup control node 304 (and, for example, to other control or worker nodes within the communications grid). Such communications may sent periodically, at fixed time intervals, between known fixed stages of the project’s execution, among other protocols. The communications transmitted by primary control node 302 may be of varied types and may include a variety of types of information. For example, primary control node 302 may transmit snapshots (e.g., status information) of the communications grid so that backup control node 304 always has a recent snapshot of the communications grid. The snapshot or grid status may include the structure of the grid (including, for example, the worker nodes in the grid, unique identifiers of the nodes, or their relationships with the primary control node), the status of a project (including, for example, the status of each worker node’s portion of the project), among other information related to the communications grid or its nodes. The snapshot may also include analysis or results received from worker nodes in the communications grid for either partial of whole portions of the project. The backup control node 304 may receive and store the backup data received from the primary control node 302. The backup control node 304 may request such a snapshot (or other information) from the primary control node, or the primary control node may send such information periodically to the backup control node.

[0072] As noted, the backup data may allow the backup control node to take over as primary control node if the primary control node fails. More specifically, the backup data may allow the backup control node to continue the project being implemented and controlled by the primary control node after a failure of the primary control node without having to start the project over from scratch. If the primary control node fails, the backup control node 304 may retrieve the most recent version of the snapshot received from the primary control node 302 and use the snapshot to continue the project from the stage of the project indicated by the backup data.

[0073] Backup control node 304 may use various methods to determine that primary control node 302 has failed. In one example of such a method, primary control node 302 may
transmit a communication to the backup control node 304 that indicates that the primary control node 302 is working and has not failed, such as a heartbeat communication. This type of communication may be transmitted by the primary control node periodically (e.g., once every second, once every five seconds, once every millisecond, or any other interval).

Backup control node 304 may be able to determine if primary control node 302 has failed if backup control node 304 has not received a heartbeat communication for a certain predetermined period of time (i.e., a time or heartbeat threshold), or in other words, has not received a heartbeat communication that it expected to receive before a certain amount of time has passed. For example, primary control node 302 may transmit a heartbeat message every sixty seconds. If backup control node 304 has not received a heartbeat message from primary control node 302 for a period of more than sixty seconds, for example seventy seconds, then backup control node 304 may determine or assume that primary control node 302 has failed.

[0074] As another example of a method, backup control node 304 may use to determine or assume that primary control node 302 has failed, backup control node 304 may receive a communication from one or more worker nodes, which may be connected to both primary control node 302 and to backup control node 304, that primary control node 302 has failed. For example, a worker node may have recognized that primary control node 302 failed to communicate with the worker node. For example, primary control node 302 may have failed to respond to a query or request transmitted by the worker node to the primary control node.

In another example, the primary control node 302 may have failed to transmit an acknowledgement (e.g., ACK) message back to the worker node after the worker node sent a communication (e.g., a communication including results from a portion of a job being worked on by the worker node). The backup control node 304 may have also, for example, received a communication that the primary control node failed from another device, such as a device external to the communications grid. For example, an external device (e.g., a controller) may have received an indication from one or more worker nodes that the primary control node failed, and the external device may have transmitted a communication to the backup control node that the primary control node failed. Backup control node 304 may have also received an indication from primary control node 302 (or elsewhere) directly that the primary control node has or is going to fail. For example, the primary control node (or another device) may be able to predict, based on historical data or detected patterns, that the primary control node is going to fail. However, before it fails, the primary control node may transmit (e.g.,
broadcast or via direct message to other nodes) a communication including an indication that it has or is going to fail.

[0075] As noted, after backup control node 304 detects or is notified that primary control node 302 has failed, backup control node 304 may take over the responsibilities of the primary control node. Furthermore, control node 304 may continue the project that was being implemented by the communications grid 300 and controlled by control node 302 by using data (e.g., status information) received from the primary control node before it failed. As such, the communications grid may be able to avoid failure of the project due to a failure in the primary control node.

[0076] FIG. 4 illustrates a communications grid 400 including three control nodes and one or more worker nodes, according to embodiments of the present technology. Communications grid 400 includes control node 402, control node 404 and control node 406. Control node 402 and control node 404 are communicatively connected via communication path 451. Therefore, control node 402 and control node 404 may transmit information, communications path 451, including information related to the communications grid or notifications, to and receive information from each other. Control node 402 and control node 406 are communicatively connected via communication path 453. Therefore, control node 402 and control node 406 may transmit information, via communication path 453, including information related to the communications grid or notifications, to and receive information from each other. Control node 404 and control node 406 are communicatively connected via communication path 455. Therefore, control node 404 and control node 406 may transmit information, via, communications path 455, including information related to the communications grid or notifications, to and receive information from each other. Although communications grid 600 is shown in FIG. 6 as including three control nodes, the communications grid may include more than three control nodes or less than two control nodes (as shown, for example, in FIGS. 5 and 6).

[0077] Communications grid 400 also includes one or more worker nodes. Shown in FIG. 4 are six worker nodes: worker node 410 (or worker node 1), worker node 412 (or worker node 2), worker node 414 (or worker node 3), worker node 416 (or worker node n-2), worker node 418 (or worker node n-1), and worker node 420 (or worker node n). Although FIG. 4 shows six worker nodes, a communications grid according to embodiments of the present technology may include more or less than six worker nodes. For example, a communications grid may include one, two, or any other number of worker nodes. For example, the number of worker nodes included in a communications grid may be dependent upon how large the
project or data set is being implemented by the communications grid. The number of worker
nodes included in a communications grid may also be dependent upon other factors, such as
the capacity of each worker node, the time designated for the communications grid to
complete the project, among others.

[0078] Similar to control node 602 in FIG. 6, a control node, such as control node 402, may
be designated as the primary control node in communications grid 400. Primary control node
402 may be configured to have a similar role (and perform the same or similar functions) in
communications grid 400 as primary control node 602 in communications grid 600 as
described with respect to FIG. 6 (and as control node 502 in FIG. 5). The other two control
nodes in communications grid 400, such as control nodes 404 and 406, may be designated as
backup control nodes. Control nodes 404 and 406 may be referred to herein as backup
control nodes. However, control nodes 404 and 406 may be primary control nodes in other
embodiments In such an embodiment where control nodes 404 and 406 are backup control
nodes, each of the backup control nodes 404 and 406 may perform similar functions, either
individually or in combination, to backup control node 304 in communications grid 300. For
example, backup control nodes 404 and 406 may each receive information regarding the
communications grid 400, including periodic snapshots or other information about the
communications grid, from the primary control node 402.

[0079] Either backup control node 404 or backup control node 406 may, similar to backup
control node 304 in communications grid 300, take over or substitute for primary control
node 402 if primary control node 402 were to fail. The backup control node that takes over
for a failed primary control node 402 may do so such that it may perform similar functions to
backup control node 304 in communications grid 300 after a failure of primary control node
302, and thus may continue the functions or projects being performed by failed primary
control node 402. For example, the backup control node, either backup control node 404 or
backup control node 406, may control the worker nodes that were connected to primary
control node 402 before primary control node 402 failed (and which, as noted, may also be
connected to control nodes 404 and 406) and control the project or projects being performed
by those worker nodes.

[0080] Different methods may be performed to determine which backup control node of a
set of backup control nodes (e.g., backup control nodes 404 and 406) will take over for failed
primary control node 402 and become the new primary control node. For example, the new
primary control node may be chosen based on the unique identifiers assigned to each backup
control node (e.g., whichever backup control node has the higher or lower unique identifier).
Such a ranking of unique identifiers may be called a “hierarchy” of the backup control nodes. In an alternative embodiment, a backup control node may be assigned to be the new primary control node by another device in the communications grid (e.g., the failed primary control node 402) or from an external device (e.g., a system infrastructure or an end user, such as a server or computer, controlling the communications grid). In another alternative embodiment, the backup control node that takes over as the new primary control node may be designated based on bandwidth or other statistics about the communications grid. For example, the decision may be based on which node has more bandwidth, which node includes a more recent version of a snapshot of the communications grid, which node is better equipped (e.g., using statistics about the node or the rest of the communications grid) to handle the current project being executed by the communications grid, among others. Since the backup control nodes may communicate with each other (e.g., via communication paths 451, 453 and 455), an internal algorithm may be executed, or information may be shared between the backup control nodes, to designate one of the backup control nodes as the new primary control node.

[0081] FIG. 5 illustrates a communications grid 500 including two control nodes and one or more worker nodes, according to embodiments of the present technology. Communications grid 500 includes primary control node 502 and backup control node 504. Primary control node 502 and backup control node 504 may have similar roles in communications grid 500 as control nodes 602 and 604, respectively, in communications grid 600 in FIG. 6. Primary control node 502 and backup control node 504 are communicatively connected via communication path 551. Therefore, primary control node 502 and backup control node 504 may transmit information, including information related to the communications grid or notifications, to and receive information from each other. Although communications grid 500 is shown in FIG. 5 as including two control nodes, the communications grid may include more than two control nodes (for example, as shown in FIG. 4) or less than two control nodes (as shown, for example, in FIG. 5).

[0082] Communications grid 500 also includes one or more worker nodes. Shown in FIG. 5 are four worker nodes: worker node 510 (or worker node 1), worker node 512 (or worker node 2), worker node 514 (or worker node 3), and worker node 516 (or worker node 4. Although FIG. 5 shows four worker nodes, a communications grid according to embodiments of the present technology may include more or less than four worker nodes.

[0083] As noted, a primary control node (e.g., primary control node 502) may transmit snapshots of the communications grid so that a backup control node (e.g., backup control
node 504) always has a recent snapshot of the communications grid. For example, as shown in FIG. 5, primary control node 502 may transmit communications grid snapshot 540 to backup control node 504. The snapshot may include the structure of the grid including the worker nodes in the grid and their relationships with the primary control node, the status of a project (including, for example, the status of each worker node’s portion of the project), among other information. The snapshot may also include analysis or results received from worker nodes in the communications grid for either partial or whole portions of the project. The snapshot may also include any other information that assists the backup control node to continue processing the job from a known state of the job after a primary control node failure. The backup control node 504 may receive and store snapshot 540 received from the primary control node 502. The backup control node 504 may initiate a receipt of a snapshot of the communications grid by requesting such a snapshot (or other information) from the primary control node, or the primary control node may send such information periodically to the backup control node. Backup control node 504 may store snapshot 540 in storage, such as in local storage 525. Local storage 525 may be a short-term storage, such as cache, or a more long-term storage within backup control node 504. In an alternative embodiment, backup control node 504 may store snapshot 540 (or other data) in a remote location. For example, backup control node 504 may, after receiving communications grid snapshot 540 from primary control node 502, transmit snapshot 540 to a storage external to backup control node 504. Backup control node 504 may then, upon receiving or detecting a notification of a failure of a primary control node, retrieve a stored grid snapshot, such as snapshot 540, from storage.

[0084] FIG. 6 illustrates a communications grid 600 including two control nodes, including a backup control node with a stored grid snapshot, and one or more worker nodes, according to embodiments of the present technology. More specifically, FIG. 6 illustrates that primary control node 602 may fail (indicated by dotted lines), and therefore that communication paths between the primary control node 602 and other nodes on the communications grid (e.g., path 651 between primary control node 602 and backup control node 604 as well as those paths between primary control node 602 and worker nodes 610-616) may be severed because of such a failure. However, as shown in communications grid 600, backup control node 604 may be communicatively connected (e.g., wired or wirelessly) to each of the worker nodes within communications grid 600. As noted, the backup data may allow the backup control node to take over as primary control node if the primary control node fails. More specifically, the backup data may allow the backup control node to continue the project being
implemented and controlled by the primary control node after a failure of the primary control node without having to start the project over from scratch. If the primary control node fails, the backup control node 504 may retrieve the most recent version (or another stored version, if applicable) of the snapshot received from the primary control node 502 and use the snapshot (and other backup data) to continue the project from the stage of the project indicated by the backup data.

[0085] FIG. 7 illustrates a communications grid 700 including two control nodes, including a backup control node with a stored grid snapshot and one or more worker nodes, according to embodiments of the present technology. Communications grid 700 is similar to communications grid 600, but further illustrates that backup control node 704 may receive notification of a failure of the primary control node 702 from several different sources. As noted, a backup control node (e.g., backup control node 704) may replace a primary control node (e.g., primary control node 702) as a new primary control node within the communications grid (e.g., communications grid 700) upon the failure of the primary control node. Backup control node 704 may be notified that primary control node 702 has failed in a variety of different ways. For example, backup control node 704 may receive a communication including a notification, such as communication 745, including an indication that primary control node 702 has failed or will fail within a certain amount of time. Backup control node 704 may receive such a notification from primary control node 702 itself. Primary control node 702 may identify that it has or will fail and subsequently or simultaneously transmit a notification of this issue to backup control node 704, to another node or group of nodes on the grid, or to a server or administrator (e.g., server/administrator 760) or another system infrastructure internal or external to the communications grid.

Backup control node may then receive a communication 745 from the server or administrator 760. For example, such a notification may come after the server or administrator 760 has received such a notification from the primary control node 702. Alternatively, the server or administrator 760 may have received such a notification from a worker node within the grid, or from another source. In another alternative example, the server or administrator 760 may transmit periodic heartbeat messages to the primary control node 702 to determine whether primary control node 702 is working (i.e. has not failed), and may have initiated a notification transmitted to backup control node 704 because it determined that primary control node 702 failed since it did not receive a response to one or more of its heartbeat messages for a certain predetermined period of time. Backup control node 704 may then receive a notification of a
primary control node failure directly from a worker node, such as from worker node 716 as shown in FIG. 7.

[0086] FIG. 8 illustrates a communications grid 800 including a new primary control node and former backup control node, and one or more worker nodes, according to embodiments of the present technology. Communications grid 800 includes new primary control node 804, which may have transitioned from being a former backup control node before a previous primary control node failed. As shown in FIG. 8, new primary control node 804 is, as it was when it was a backup control node, connected to one or more worker nodes. In communications grid 800, new primary control node 804 is connected to worker nodes 810, 812, 814, and 816. However, new primary control node 804 may be connected to a fewer or greater number of worker nodes than the four worker nodes shown in FIG. 8. New primary control node 804 may substitute or take over for a previous primary control node in the same capacity or functionality as the former, now failed, primary control node. In other words, new primary control node 804 may control the project being run on the communications grid 800, and therefore may control the worker nodes connected to it and executing different portions of the project.

[0087] New primary control node 804, upon becoming the primary control node within communications grid 800, may begin the project anew (for example, if the last known state of the grid as stored by the new primary control node is the beginning of the project). In another embodiment, new primary control node 804 may roll back to a checkpoint by resuming work on the project at a checkpoint at some point during the progress of the project being executed. In an embodiment, new primary control node 804 may resume execution of the project, along with the worker nodes connected to it, from the exact point where the former primary control node left off. In another embodiment, new primary control node 804 may resume execution of the project from a checkpoint (i.e., rolling back to a checkpoint) that is at a point in the project previous to the point where the previous primary control node left off. The new primary control node 804 may obtain information about this checkpoint using a snapshot of the grid retrieved from storage within new primary control node 804 or from storage within another node or another device.

[0088] FIG. 9 illustrates a communications grid 900 including a primary control node and one or more worker nodes, according to embodiments of the present technology. Communications grid 900 includes new primary control node 902 and worker nodes 910, 912, 914 and 916. As noted, primary control node 902 may distribute the work within a project being executed to each of the worker nodes within the communications grid such that
each worker node performs or executed a portion of the project. For example, as shown in FIG. 9, worker nodes 910, 912, 914 and 916 may each be assigned a one-quarter portion of the project being executed by the communications grid 900 and being controlled by primary control node 902. For example, primary control node 902 may transmit instructions to the worker nodes, for example via communications paths 960, 962, 964 and 966, respectively. Furthermore, the worker nodes may also transmit information primary control node 902. For example, the worker nodes may generate (and, for example, locally store) and transmit checkpoints of their progress within a project, or their assigned portion of a project, to primary control node 902 so that primary control node 902 receives and stores periodic checkpoints or statuses of the progress of each of the worker nodes. The received checkpoints for each worker node may allow primary control node 902 to compile statuses of the progress of the project being executed on the communications grid. The checkpoints may allow primary control node 902 to generate a snapshot of the communications grid, or the checkpoints may be treated as separate, independent data to be used in other capacities by the primary control node. After the checkpoints are received, they may be stored by the primary control node in storage 925. The primary control node 902 may also store any data generated from the checkpoints, including for example a snapshot of the communications grid.

[0089] Checkpoints may be generated by a worker node (or a control node) after a stage of the project has been completed (e.g., if the project is a multi-stage operation). Alternatively, checkpoints may be generated after a certain amount or amounts of the project (e.g., a certain percentage) have been completed (e.g., if the project includes a large data set). The method of generating and saving or transmitting checkpoint information may be chosen based on the project and/or situation by the primary control node (or, in other embodiments, by other nodes on the grid or by a user external to the grid).

[0090] In some situations, failure can occur at worker nodes. FIGS. 10-12 illustrate a communications grid including a control node and one or more worker nodes, according to embodiments of the present technology. Communications grid 1000 includes primary control node 1002 and worker nodes 1010, 1012, 1014 and 1016. As noted, primary control node 1002 may distribute the work within a project or data set being executed to each of the worker nodes within the communications grid such that each worker node performs or executed a portion of the project. For example, as shown in FIG. 10, worker nodes 1010, 1012, 1014 and 1016 may each be assigned a one-quarter portion of the project being executed by the communications grid 1000 and being controlled by primary control node 1002. The worker nodes may transmit checkpoints of their progress within a project, or their
assigned portion of a project, to primary control node 1002 so that primary control node 1002 receives and stores periodic checkpoints or statuses of the progress of each of the worker nodes. Communications grid 1000 also shows that one of the worker nodes, worker node 1012 may fail (indicated by dotted lines in FIG. 10), and therefore that communication paths between the worker node 1012 and other nodes on the communications grid (e.g., path 1062 between primary control node 1002 and worker node 1012) may be severed because of such a failure.

[0091] However, communications grid 1000 may account for a failure of a worker node, such as worker node 1012. As noted, worker node 1012 is communicatively connected to primary control node 1002, which may control worker node 1012 and/or the work being performed by worker node 1012. If worker node 1012 fails, then primary control node 1002 may detect that worker node 1012 has failed or may receive a notification that worker node 1012 has failed. For example, primary control node 1002 may be notified that worker node 1012 has failed by another worker node (e.g., worker node 1010, 1014 and/or 1016, which are also communicatively connected to primary control node 1002) or, if one exists, another control node (e.g., a backup control node) on communications grid 1000. Alternatively, primary control node 1002 may be notified by a user (e.g., server or administrator 1170 in FIG. 11 of the grid via communication 1172, as shown within communications grid 1100 in FIG. 11, discussed further herein). Alternative embodiments include using thresholds to determine when, after a predetermined amount of time, it should be established or assumed that a worker node has failed. For example, if a worker node has not transmitted an acknowledgement communication (e.g., ACK) or another expected communication, as noticed by a control node or other node expected to receive such a communication, for a certain amount of time that is greater than a predetermined threshold, it may be assumed that the worker node has failed. Such a determination may allow a control node to redistribute work being performed by a failed worker node to another worker node.

[0092] To make up for the loss of worker node 1012 after it fails, or in other words to make up for the work being assigned to worker node 1012, primary control node 1002 may redistribute the work being performed by worker node 1012 to other worker nodes on communications grid 1000. For example, after primary control node 1002 is knows that worker node 1012 has failed, primary control node 1002 may transmit a communication (e.g., message or notification) to each of the other worker nodes (e.g., all or part of the worker nodes still connected to primary control node 1002 and on communications grid 1000) including the portion of the work being redistributed from worker node 1012 that they are
assigned to work on. For example, as shown in communications grid 1200 of FIG. 12 (discussed further herein), primary control node 1002 may transmit a communication 1274 to worker node 1010, a communication 1576 to worker node 1014, and a communication 1278 to worker node 1016 including such information. After receiving such a communication, worker nodes 1010, 1014, and 1016 may add the work identified in their received communication to the work that it will perform on the project. For example, if the remaining work from failed worker node 1012 is redistributed equally between worker node 1010, 1014, and 1016, each of worker nodes 1010, 1014, and 1016 may be assigned one-third of the total work remaining for the project after such work has been reassigned. However, other portions or breakdowns of the work are also possible. For example, an alternative may include adding a new worker node to the grid to take on the additional work.

In an alternative embodiment, primary control node 1002 may transmit a communication (e.g., break communicator message) to each of the worker nodes still on communications grid 1000 including a message that each of the worker nodes should purposefully fail also. In other words, the message may include or cause a communication error within each worker node so that each of the worker nodes still on the grid fail. After each of the worker nodes fails, they may each retrieve their most recent saved checkpoint of their status. Each worker node may also retrieve the status or checkpoint of the first failed worker node, worker node 1012. For example, as shown in FIG. 12, primary control node 1002 may transmit the checkpoint 1242 of failed worker node 1012 to worker nodes 1010, 1014 and 1016. This may allow each of the still existing (e.g., non-failed) worker nodes to continue work on the project from their most recent checkpoint at the same time and so they do not miss any of the work to be performed on the project. This may also allow the worker nodes to continue work on the work redistributed from the failed worker node at the point where worker node 1012 failed when performing the work. Using such a checkpoint may allow the worker nodes to be efficient so as to not duplicate work already completed or to not miss work that needs to be completed. Such checkpoints may be stored within each worker node or may be retrieved from another device or source (e.g., another worker node, a control node, a cloud network, or other location). It may be helpful to store checkpoints in devices other than at a backup control node in case, for some reason, the backup control node has not stored the checkpoint, or in case the backup control node fails and a new control node joins the grid at a later time. In such an embodiment, a worker node or other devices or networks that has stored the checkpoint may transmit the checkpoint or other status information to the new control node.
FIG. 13 is a flow chart 1300 showing an example process for adjusting a work project in a communications grid after a failure of a control node, according to embodiments of the present technology. The process may include, for example, receiving, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid (step 1302). The process may also include storing the grid status information within the backup control node (step 1304). The process may also include receiving a failure communication including an indication that the primary control node has failed (step 1306). The process may also include designating the backup control node as a new primary control node based on the failure communication upon receiving the failure communication (step 1308). The process may also include receiving updated grid status information based on the indication that the primary control node has failed, wherein the updated grid status information includes an updated project status of the primary control node or an updated project status of the worker node (step 1310). The process may also include transmitting a set of instructions based on the updated grid status information, wherein the set of instructions includes instructions for the worker nodes to continue work on the project after failure of the primary control node (step 1312).

FIG. 14 is a flow chart 1400 showing an example process for adjusting a work project in a communications grid after a failure of a worker node, according to embodiments of the present technology. The process may include, for example, transmitting, at a primary control node connected to one or more worker nodes on a communications grid, worker instructions related to a project being executed by the one or more worker nodes (step 1402). The process may also include generating a snapshot of the communications grid, wherein the snapshot of the communications grid includes a project status of each of the one or more worker nodes, wherein a project status of a worker node includes a project checkpoint of a portion of the project being executed by the worker node in the communications grid (step 1404). The process may also include determining that a failed worker node of the one or more worker nodes has failed at a failure time (step 1406). The process may also include determining a project status of the failed worker node using the snapshot of the communications grid, wherein the project status of the failed worker node includes a project checkpoint of the failed worker node at the failure time of the failed worker node (step 1408).
The process may also include transmitting updated worker instructions, wherein the updated worker instructions include the project status of the failed worker node and updated instructions related to the project being executed by the one or more worker nodes, wherein when the updated worker instructions are received, a functioning worker node completes the portion of the project being executed by the failed worker node (step 1410).

[0096] FIG. 15 is a flow chart 1500 showing an example process for adjusting a work project in a communications grid after a failure of a control node, according to embodiments of the present technology. The process may include, for example, receiving, by a backup control node in a communications grid, an initial communication including an indication that a primary control node is connected to the communications grid (step 1502). The process may also include receiving a snapshot of the communications grid, wherein the snapshot of the communications grid includes a worker status of each of a plurality of worker nodes connected to the primary control node and the backup control node (step 1504). The process may also include determining a time period since the initial communication was received (step 1506). The process may also include comparing the time period with a threshold time period to determine that the primary control node has failed, wherein upon receiving the failure communication, the backup control node is a new primary control node (step 1508). The process may also include transmitting a set of instructions based on the worker status of one or more worker nodes of the plurality of worker nodes, wherein the set of instructions includes instructions for continuing work on the project after failure of the primary control node (step 1510).

[0097] FIG. 16 is a flow chart 1600 showing an example process for authenticating a connection between nodes from the perspective of a grid server (e.g., from an established node on a grid), according to embodiments of the present technology. As noted, when a control node (e.g., primary control node) receives a connection from another control node, it may first check to see if the peer node is in a stored list of configured nodes in the grid. If it is not on the list, it may clear (i.e. refuse) the connection. If it is on the list, it may then attempt to authenticate the connection so as to make sure that the new node belongs on the grid. Authentication may be shown through the exchange of different types of messages that allow for either one-way or two-way authentication. For example, the different types of messages may include:

- MSG_AUTH_TOKEN_RSP ("ATR"). This message may mean that a block of authentication data is being sent, and the reply should to include a block of data. The message may include an algorithm identifier. The expected response may be
MSG_AUTH_TOKEN_RSP, MSG_AUTH_TOKEN_NO_RSP or MSG_AUTH_FAILED.

- MSG_AUTH_TOKEN_NO_RSP ("ATNR"). This message may mean that a block of authentication data is provided, and no further authentication data is needed in response. The message may include an algorithm identifier. An example ATNR message may include a username and/or password, or other types of messages.

- MSG_AUTH_COMPLETE ("ATC"). This message may include an indication that authentication has completed successfully.

- MSG_AUTH_FAILED ("ATF"). This message may indicate that authentication failed. The message may include a diagnostic failure code.

[0098] As shown in FIG. 16, an authenticating node may wait for a message (block 1602) and receive a message (block 1604). When the message is received, the node may determine if the message is either an ATR or ATNR message (block 1606). If the message is neither an ATR or ATNR message, then the node may transmit an ATF message and process may end. If the message is determined to be an ATR or ATNR message, then the authenticating node may, at 1610 and 1612, validate the data received. If the data is valid, and the message was an ATR (as determined at block 1614), then the node may generate a response to the ATR at block 1616 because the ATR message requires a response. Then, the node may determine if more authentication data is needed at block 1618, and sends an ATR at 1630 if so. If not, then the node may transmit an ATNR at 1620 and wait for a response at 1622. At 1624, the node may determine if the received response (at block 1622) is an ATC. If so, the authentication was successful as shown in block 1640. If not, it may send an ATF in response at block 1632 (because authentication failed, as shown in blocks 1634 and 1638).

[0099] FIG. 17 is a flow chart 1700 showing an example process for authenticating a connection between nodes from the perspective of a grid client (e.g., from a new node on a grid), according to embodiments of the present technology. The flow chart 1700 shown in FIG. 17 is very similar to flow chart 1600 shown in FIG. 16, except flow chart 1700 includes blocks 1702, 1704, 1706 and 1708 to determine if authentication data will be needed in response. In block 1702, the node may generate initial authentication data and then, at block 1704, determine if authentication data is needed in response. If so, it may transmit an ATR at 1706 to require authentication data in response. If not, it may transmit an ATNR at 1728.

[0100] As noted, if authentication data is needed in response, an authenticating node may wait for a message (block 1712) and receive a message. When the message is received, the node may determine if the message is either an ATR or ATNR message (block 1714). If the
message is neither an ATR or ATNR message, then the node may transmit an ATF message 
(block 1736) and process may end because the process failed (as shown in nodes 1738 and 
1740). If the message is determined to be an ATR or ATNR message, then the authenticating 
ode may, at 1718 and 1720, validate the data received. If the data is valid, and the message 
was an ATR (as determined at block 1722), then the node may generate a response to the 
ATR at block 1724 because the ATR message requires a response. Then, the node may 
determine if more authentication data is needed at block 1726, and sends an ATR at 1715 if 
so. If not, then the node may transmit an ATNR at 1728 and wait for a response at 1730. At 
1732, the node may determine if the received response is an ATC. If so, the authentication 
was successful as shown in block 1742. If not, it may send an ATF in response at block 
1636. Referring back to node 1722, if the message is determined to not be an ATR, then 
an ATC message may be sent (at node 1740) because the authentication was successful (as 
shown in FIG. 1742).

[0101] FIG. 18 is a flow chart 1800 showing an example process to assign a list of nodes 
(numbered m through n) as children to a node, such as a control node, according to 
embodiments of the present technology. At block 1802, node m may be assigned a as a left 
child (e.g., worker) node. Then, to check to see if other child nodes exist, it may be 
determined at block 1804 if n – m = 1, or in other words whether the last child assigned (m) 
is less than or equal to the total number of children (n). If so, the process may end. If not, 
ode m + 1 may be assigned as a right child at block 1806. The process of checking to see if 
other children exist is reproduced in block 1808 by checking to see if m – n = 2. If so, then 
the process may end. If not, then the algorithm m + 2 + ((m – n – 2) / 2) may be used to 
determine the “mid” children values at block 1810. The algorithm can be used recursively to 
assign nodes m+2 through mid to be children of the left child and to assign nodes mid+1 
through n to be children of the left child. After “mid” is computed, the algorithm may be 
called two more times. The first time that it is called, it may be called where new_m = old_m + 2 and new_n = mid. The second time that it is called, it may be called where new_m = 
mid+1 and new_n = old_n.

[0102] FIG. 19 is a flow chart 1900 showing an example process for a primary control node 
to distribute work for a client project between the other nodes in a communications grid, 
according to embodiments of the present technology. In block 1902, the primary control 
ode determines how to distribute the work to the worker nodes (and if such distribution is 
possible). For example, this step may take place after worker nodes have been assigned and 
authenticated on the grid, as described in FIGS. 16-18. The primary control node may then
determine, at block 1904, if the grid includes enough worker nodes to complete the stage of the work. If not, the operation or stage may be determined to have failed at block 1906. If so, the primary control node may save the state at block 1908 and transmit grid snapshot or state information to the backup control nodes at block 1910. The primary control node may then distribute work (from a certain stage of the work, if the work is in stages) across the worker nodes at block 1912, and wait for the worker nodes to complete the stage or fail at block 1914. It may then be determined if any workers failed at block 1916. If one or more workers failed, then one of several processes may take place to remedy the failure. For example, the primary control node may redistribute work among the rest of the worker nodes. In another example, the primary control node may induce failure of all worker nodes (e.g., at block 1918) so that each worker node may restart their work at a recent snapshot of the grid’s work on the project. For example, the worker nodes may then restore their work on the state to a saved state (e.g., using a saved snapshot) at block 1920, and then retry the work on the stage (on which the failed worker node failed) at block 1922. Referring back to block 1916, if no workers failed, then the primary control node may consider at block 1924 whether the stage was the final stage of the project. If so, the primary control node may report a successful completion at block 1928. If not, then the primary control node may assign work to the worker nodes for the next stage in the project at block 1926.

[0103] FIG. 20 is a flow chart 2000 showing an example process for a backup control node to receive and store updated status information in a communications grid, according to embodiments of the present technology. As noted herein, a communications grid may have one, two, three, or more control nodes. FIG. 20 may only apply to a communications grid that includes more than one control node. At step 2002, the backup control node may wait for a status update to be transmitted by the primary control node. In blocks 2004, 2014, 2023 and 2022, the status or grid snapshot may be updated. For example, if the status has a predetermined time after which the status may expire or terminate (determined, for example, at block 2004), and that time has been reached, then it may be determined if the status is an updated status (e.g., if the backup control node received updated status information, for example in the form of a grid snapshot) at block 2014. If so, then the state information may be saved at block 2023, old or expired status information may be discarded if no longer needed, and the backup control node may wait for another status update (e.g., from the primary control node). If the status is ready to terminate at block 2004, then the status may terminate in blocks 2008, 2010 and 2012. If the status is a normal (e.g., scheduled) termination (as determined at block 2008), then the process may terminate at block 1212. If
not, then the backup control node may log an error message at block 2010 and then terminate at block 2012. Referring back to block 2014, if the status does not include an updated state, then the backup control node may determine that the primary control node has failed at block 2016. At block 2026, the latest stored state may be restored (e.g., from the primary control node) at block 2026, and the backup control node may take over as primary control node at blocks 2028 and 2018.

[0104] FIG. 21 is a flow chart 2100 showing an example process for a worker node during a communications grid computation, according to embodiments of the present technology. At step 2104, a worker node may accept work as assigned from a control node, and may perform the assigned work until it has completed the work or until the worker node has failed (at block 2106), as determined at block 2108. If the worker node failed, then it may restore its last saved state (e.g., using a previously stored state or snapshot) at block 2114 and accept a next work item from the control node (e.g., back to block 2104). If the worker node didn’t fail, and no error was found, then the worker node may determine if the completed state was the final stage of the project at block 2110. If so, then the worker node may report a success at block 2128 and terminate the process. If it was not the final stage, then the worker node may move to the next stage in its assigned work at block 2112. Before any stage is begun by a worker node, it may save its current state (e.g., at block 2104) so that the worker node will have its previous (and recent) state stored in case the worker node fails. The worker node may transmit its state at any time that it is requested to do so by, for example, a control node and the state may be incorporated as part of a grid snapshot.

[0105] FIG. 22 is a flow chart 2200 showing an example process for broadcasting data within a communications grid, according to embodiments of the present technology. In block 2202, a node may determine if the data that it would like to broadcast to the rest of the nodes in the grid is large (e.g., greater than 64 KB). If the data is determined to not be large, then the node may determine if the data is running on worker nodes (e.g., not running on a control node) in block 2204. If no, then the node may, at block 2208, wait for all worker nodes to be ready to received data and, at block 2210, transmit the data to each worker node that it would like to run the data. If yes, then the node may transmit data to the worker nodes at block 2210. Referring back to block 2202, if the broadcast of data is determined to be large, then the node may determine if the data is running on worker nodes in block 2214. If not, then the node may organize the other nodes into a tree (e.g., using the algorithm shown in FIG. 21) at block 2216. Then, the node may wait for all workers to be ready to receive data at block 2220 (similar to block 2208), and then send the data to its immediate worker children nodes.
at block 2216. Referring back to block 2214, if it is determined that the data is running on worker nodes, then the node may inform the control node that the worker nodes are yet ready to receive the data (at block 2218). Then, the node may wait for a block of data from its immediate parent (e.g., a control node) at block 2222, copy data to an output buffer at block 2224, and resend data to any of its immediate worker children nodes at block 2226. Then, it may be determined if all data has been received by the worker nodes at block 2228. If so, then the process may end. If not, then it may revert back to block 2222 and wait, again, for a block of data from its immediate parent node.

FIG. 23 is a flow chart 2300 showing an example process for a reduction algorithm within a communications grid, according to embodiments of the present technology. In other words, flow chart 2300 shows a process for obtaining input data from several or every node in a communications grid, and performing an operation to obtain a single result block based on that data. As described herein, embodiments of the present technology restrict reduction operations so that it is required that the block of data be the same size on every node, and that the operation not depend on the order of operations. A reduction operation can be performed on a single object on each node, or on a list of objects on each node. Common reduction operations may include: multiply (e.g., find the product of all of the values on all of the nodes), sum (e.g., find the sum of all of the values on all of the nodes), minimum (e.g., find the smallest value on all of the nodes), and maximum (e.g., find the largest value on all of the nodes), among others.

Flow chart 2300 may begin with a determination of whether the reduction is large (block 2302). If so, the grid may organize the nodes into a tree (block 2304), break input buffer into blocks (block 2306), and copy the next block into the reduction buffer (block 2308). For example, a node may include three buffers: (1) an input buffer, which may contain data originating from the local machine; (2) an output buffer, present on the control node; and (3) a "reduction buffer," which may be a temporary buffer on each node that can be used to compute a partial result for itself and all child nodes connected to it. The output buffer may be the same size as the input buffer (although larger than the reduction buffer), and the output buffer may represent the result of the reduction operation across all nodes in the grid. In step 2306, the input buffer may be subdivided into blocks, so that each block is small enough to fit into the reduction buffer. In an example embodiment, if the input and output buffers each contain a million double precision numbers to be reduced with an addition operation, the reduction buffer may be large enough to contain 5,000 double
precision numbers. In that example, the input buffer may be split up into 200 blocks of 5,000 double precision numbers each.

[0108] Each time step 2308 is reached, a single block of data may be copied out of the input buffer and into the reduction buffer. The grid may then determine whether the block has any direct children (block 2326). If no, then the grid may check to see if the block has a parent node (block 2332). If yes, the grid may then send a “ready to receive” signal to the direct children (block 2328), wait for data blocks to be sent from the children (block 2316), and merge the child data blocks into the buffer (block 2317), for example the reduction buffer. Then, the grid may check to see if the block has a parent node (block 2332). If no, then the grid may copy the reduction buffer to the output buffer (block 2330). For example, since the contents of the reduction buffer may contain the result for a subset of the data, that result may then be copied into the correct portion of the output buffer. If any more blocks of data from the input buffer still need to be processed (step 2338), execution may continue with step 2308. Referring back to block 2332, if the block does have a parent node, then the grid may then wait for a “ready to receive” signal from the parent (block 2328) and send a reduction buffer to the parent (block 2336). For example, the reduction buffer may contain the result of the reduction operation for a single block of data for the subtree of the grid rooted at the current node. When the parent node is ready to receive more information, the contents of the current node’s reduction buffer may be forwarded to its parent node, so that its parent node can continue the operation. The grid may then check to see if all blocks have been processed at block 2338. If not, then the flow chart reverts back to block 2308 to copy the next block into the reduction buffer. If so, then the process moves to block 2338 to determine if all blocks have been processed.

[0109] Referring back to block 2302, if the reduction is determined to not be large, the grid may determine if it is running on a control node at block 2310. If not, the grid may wait for a “ready to receive” signal from the control node (block 2314), send all data to the control node (block 2316), and end the process. If so, then the grid may copy local data into an output buffer (block 2312), and send a “ready to receive” signal to all worker nodes (block 2318), receive data from a worker node as available (block 2320), and merge the data into an output buffer (block 2322). At block 2324, the grid determines if all data has been received. If not, then the process reverts back to block 2318. If so, then the process ends.

[0110] An example set of operations available at a communicator handle of a node (e.g., a control node) are described as follows.
send_state_to_backups: available to the primary control node. This will send a block of state data to every backup control node. This will allow the primary control node to establish a last known state in the backup control nodes that can be used upon failure of the primary node. This call will block until every backup control node has received the information. If there are no backup control nodes, this call does nothing.

get_state_from_primary: available to backup control nodes. This will receive status information. Status will take one of 4 forms: a) Ready for normal termination b) Ready for abnormal termination c) primary control node has failed, and this control node has been selected to act as the new primary. d) Primary control node state information. The fourth form will include a block of state data from the primary control node. This block should be used in the event that the backup takes over as the primary. This call will also return specific status if it is ever selected as the new primary node.

takeover_communicator: available only to backup control nodes. This will cause the backup control node to assume the role of the primary control node in a communicator.

send: sends a block of data to a single specified peer node
recv: receives a block of data from a single specified peer node
find_data: finds a peer node from which data is available to receive. Optionally waits for data to become available.

broadcast: distributes a block of data from a single node, to every other node in the grid. Broadcast operations can be either simple or tree based. For small blocks of data, the control node sends the entire block of data to each worker node. For larger blocks of data, the nodes are organized in a tree, where each node relays data to at most two other nodes. The tree may generated using the algorithm in FIG. 21. The broadcast may performed using the algorithm or process described in FIG. 22.

reduce: accepts a vector of typed data on every node in the grid. A specific operation is performed on each element of the array from every node. The resulting array of data is sent to a single node. The tree may generated using the algorithm in FIG. 21. The broadcast may performed using the algorithm or process described in FIG. 23.

reduce_all: same operation as reduce, except that the resulting array is available on every node in the grid.

barrier: blocks until every node in the grid calls barrier.

list_broken_nodes: finds a list of nodes in the communicator that have failed
- on_failure: installs a callback function that will be called every time a communications API fails. This can simplify error handling by having a single function that processes all failures.

- on_node_failure: installs a callback function that will be called when any peer node in the grid has failed. This can allow a centralized location for processing the loss of a peer node in a timely manner, even when a communications API has not failed.

- root_rank: finds the rank of the current primary control node

- num_ranks: find the number of nodes participating in the communicator - (not including the backup control nodes)

- close: discontinues participation in the communicator. Any other nodes will see this node as broken.

- break_communicator: causes every node in the grid to encounter communications failures. This can be used to force the error recovery path in every node.

- duplicate_communicator: creates a new communicator based upon an existing communicator. The nodes in the new communicator may include every node in the current communicator, or a subset of those nodes.

[0111] In some examples described herein, the systems and methods may include data transmissions conveyed via networks (e.g., local area network, wide area network, Internet, or combinations thereof, etc.), fiber optic medium, carrier waves, wireless networks, etc. for communication with one or more data processing devices. The data transmissions can carry any or all of the data disclosed herein that is provided to or from a device.

[0112] Some aspects may utilize the Internet of Things (IoT), where things (e.g., machines, devices, phones, sensors) can be connected to networks and the data from these things can be collected and processed within the things and/or external to the things. For example, with the IoT there can be sensors in many different devices, and high value analytics can be applied to identify hidden relationships and drive increased efficiencies. This can apply to both Big Data analytics and realtime (streaming) analytics.

[0113] Additionally, the methods and systems described herein may be implemented on many different types of processing devices by program code comprising program instructions that are executable by the device processing subsystem. The software program instructions may include source code, object code, machine code, or any other stored data that is operable to cause a processing system to perform the methods and operations described herein. Other implementations may also be used, however, such as firmware or even appropriately designed hardware configured to carry out the methods and systems described herein.
[0114] The systems’ and methods’ data (e.g., associations, mappings, data input, data output, intermediate data results, final data results, etc.) may be stored and implemented in one or more different types of computer-implemented data stores, such as different types of storage devices and programming constructs (e.g., RAM, ROM, Flash memory, removable memory, flat files, temporary memory, databases, programming data structures, programming variables, IF-THEN (or similar type) statement constructs, etc.). It is noted that data structures may describe formats for use in organizing and storing data in databases, programs, memory, or other computer-readable media for use by a computer program.

[0115] A computer program (also known as a program, software, software application, script, or code) can be written in any form of programming language, including compiled or interpreted languages, and it can be deployed in any form, including as a stand-alone program or as a module, component, subroutine, or other unit suitable for use in a computing environment. A computer program does not necessarily correspond to a file in a file system. A program can be stored in a portion of a file that holds other programs or data (e.g., one or more scripts stored in a markup language document), in a single file dedicated to the program in question, or in multiple coordinated files (e.g., files that store one or more modules, sub programs, or portions of code). A computer program can be deployed to be executed on one computer or on multiple computers that are located at one site or distributed across multiple sites and interconnected by a communication network. The processes and logic flows and figures described and shown in this specification can be performed by one or more programmable processors executing one or more computer programs to perform functions by operating on input data and generating output.

[0116] Generally, a computer can also include, or be operatively coupled to receive data from or transfer data to, or both, one or more mass storage devices for storing data, e.g., magnetic, magneto optical disks, or optical disks. However, a computer need not have such devices. Moreover, a computer can be embedded in another device, e.g., a mobile telephone, a personal digital assistant (PDA), a tablet, a mobile viewing device, a mobile audio player, a Global Positioning System (GPS) receiver, to name just a few. Computer readable media suitable for storing computer program instructions and data include all forms of nonvolatile memory, media and memory devices, including by way of semiconductor memory devices, e.g., EPROM, EEPROM, and flash memory devices; magnetic disks, e.g., internal hard disks or removable disks; magneto optical disks; and CD ROM and DVD-ROM disks. The processor and the memory can be supplemented by, or incorporated in, special purpose logic circuitry.
[0117] The computer components, software modules, functions, data stores and data structures described herein may be connected directly or indirectly to each other in order to allow the flow of data needed for their operations. It is also noted that a module or processor includes but is not limited to a unit of code that performs a software operation, and can be implemented for example as a subroutine unit of code, or as a software function unit of code, or as an object (as in an object-oriented paradigm), or as an applet, or in a computer script language, or as another type of computer code. The software components or functionality may be located on a single computer or distributed across multiple computers depending upon the situation at hand.

[0118] The computer may include a programmable machine that performs high-speed processing of numbers, as well as of text, graphics, symbols, and sound. The computer can process, generate, or transform data. The computer includes a central processing unit that interprets and executes instructions; input devices, such as a keyboard, keypad, or a mouse, through which data and commands enter the computer; memory that enables the computer to store programs and data; and output devices, such as printers and display screens, that show the results after the computer has processed, generated, or transformed data.

[0119] Implementations of the subject matter and the functional operations described in this specification can be implemented in digital electronic circuitry, or in computer software, firmware, or hardware, including the structures disclosed in this specification and their structural equivalents, or in combinations of one or more of them. Implementations of the subject matter described in this specification can be implemented as one or more computer program products, i.e., one or more modules of computer program instructions encoded on a computer readable medium for execution by, or to control the operation of, data processing apparatus. The computer readable medium can be a machine-readable storage device, a machine-readable storage substrate, a memory device, a composition of matter effecting a machine-readable propagated, processed communication, or a combination of one or more of them. The term “data processing apparatus” encompasses all apparatus, devices, and machines for processing data, including by way of example a programmable processor, a computer, or multiple processors or computers. The apparatus can include, in addition to hardware, code that creates an execution environment for the computer program in question, e.g., code that constitutes processor firmware, a protocol stack, a graphical system, a database management system, an operating system, or a combination of one or more of them.

[0120] The methods, systems, devices, implementations, and embodiments discussed above are examples. Various configurations may omit, substitute, or add various procedures or
components as appropriate. For instance, in alternative configurations, the methods may be performed in an order different from that described, or various stages may be added, omitted, or combined. Also, features described with respect to certain configurations may be combined in various other configurations. Different aspects and elements of the configurations may be combined in a similar manner. Also, technology evolves and, thus, many of the elements are examples and do not limit the scope of the disclosure or claims.

[0121] Some systems may use Hadoop®, an open-source framework for storing and analyzing big data in a distributed computing environment. Some systems may use cloud computing, which can enable ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. Some grid systems may be implemented as a multi-node Hadoop® cluster, as understood by a person of skill in the art. Apache™ Hadoop® is an open-source software framework for distributed computing. Some systems may use the SAS® LASR™ Analytic Server in order to deliver statistical modeling and machine learning capabilities in a highly interactive programming environment, which may enable multiple users to concurrently manage data, transform variables, perform exploratory analysis, build and compare models and score. Some systems may use SAS In-Memory Statistics for Hadoop® to read big data once and analyze it several times by persisting it in-memory for the entire session. Some systems may use a combination of several other types of systems or servers, including those systems and servers mentioned herein.

[0122] Specific details are given in the description to provide a thorough understanding of examples of configurations (including implementations). However, configurations may be practiced without these specific details. For example, well-known circuits, processes, algorithms, structures, and techniques have been shown without unnecessary detail in order to avoid obscuring the configurations. This description provides examples of configurations only, and does not limit the scope, applicability, or configurations of the claims. Rather, the preceding description of the configurations will provide those skilled in the art with an enabling description for implementing described techniques. Various changes may be made in the function and arrangement of elements without departing from the spirit or scope of the disclosure.

[0123] Also, configurations may be described as a process that is depicted as a flow diagram or block diagram. Although each may describe the operations as a sequential process, many of the operations can be performed in parallel or concurrently. In addition, the
order of the operations may be rearranged. A process may have additional steps not included in the figure. Furthermore, examples of the methods may be implemented by hardware, software, firmware, middleware, microcode, hardware description languages, or any combination thereof. When implemented in software, firmware, middleware, or microcode, the program code or code segments to perform the necessary tasks may be stored in a non-transitory computer-readable medium such as a storage medium. Processors may perform the described tasks.

[0124] Having described several examples of configurations, various modifications, alternative constructions, and equivalents may be used without departing from the spirit of the disclosure. For example, the above elements may be components of a larger system, wherein other rules may take precedence over or otherwise modify the application of the current disclosure. Also, a number of operations may be undertaken before, during, or after the above elements are considered. Accordingly, the above description does not bound the scope of the claims.

[0125] The use of "capable of", "adapted to", or "configured to" herein is meant as open and inclusive language that does not foreclose devices adapted to or configured to perform additional tasks or operations. Additionally, the use of "based on" is meant to be open and inclusive, in that a process, step, calculation, or other action "based on" one or more recited conditions or values may, in practice, be based on additional conditions or values beyond those recited. Headings, lists, and numbering included herein are for ease of explanation only and are not meant to be limiting.

[0126] It should be understood that as used in the description herein and throughout the claims that follow, the meaning of "a," "an," and "the" includes plural reference unless the context clearly dictates otherwise. Also, as used in the description herein and throughout the claims that follow, the meaning of "in" includes "in" and "on" unless the context clearly dictates otherwise. Finally, as used in the description herein and throughout the claims that follow, the meanings of "and" and "or" include both the conjunctive and disjunctive and may be used interchangeably unless the context expressly dictates otherwise; the phrase "exclusive or" may be used to indicate situation where only the disjunctive meaning may apply.

[0127] While the present subject matter has been described in detail with respect to specific embodiments thereof, it will be appreciated that those skilled in the art, upon attaining an understanding of the foregoing may readily produce alterations to, variations of, and equivalents to such embodiments. Accordingly, it should be understood that the present
Disclosure has been presented for purposes of example rather than limitation, and does not preclude inclusion of such modifications, variations or additions to the present subject matter as may be readily apparent to one of ordinary skill in the art.

[0128] While this disclosure may contain many specifics, these should not be construed as limitations on the scope or of what may be claimed, but rather as descriptions of features specific to particular implementations. Certain features that are described in this specification in the context of separate implementations can also be implemented in combination in a single implementation. Conversely, various features that are described in the context of a single implementation can also be implemented in multiple implementations separately or in any suitable subcombination. Moreover, although features may be described above as acting in certain combinations and even initially claimed as such, one or more features from a claimed combination can in some cases be excised from the combination, and the claimed combination may be directed to a subcombination or variation of a subcombination.

[0129] Similarly, while operations are depicted in the drawings in a particular order, this should not be understood as requiring that such operations be performed in the particular order shown or in sequential order, or that all illustrated operations be performed, to achieve desirable results. In certain circumstances, multitasking and parallel processing may be advantageous. Moreover, the separation of various system components in the implementations described above should not be understood as requiring such separation in all implementations, and it should be understood that the described program components and systems can generally be integrated together in a single software or hardware product or packaged into multiple software or hardware products.
CLAIMS:

1. A computer-program product tangibly embodied in a non-transitory machine-readable storage medium, including instructions configured to cause a data processing apparatus to:
   receive, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid;
   store the grid status information within the backup control node;
   receive a failure communication including an indication that the primary control node has failed;
   designate the backup control node as a new primary control node based on the failure communication upon receiving the failure communication;
   receive, at the backup control node, updated grid status information based on the indication that the primary control node has failed, wherein the updated grid status information includes an updated project status of the primary control node or an updated project status of the worker node; and
   transmit, at the backup control node, a set of instructions based on the updated grid status information, wherein the set of instructions includes instructions for the worker nodes to continue work on the project after failure of the primary control node.

2. The computer-program product of claim 1, further comprising instructions configured to cause the data processing apparatus to:
   receive, at the backup control node, a primary node communication including an indication that the backup control node is the new primary control node.
3. The computer-program product of claim 1, wherein upon receiving the failure communication, the backup control node determines whether the backup node should be designated as the new primary control node based on a unique identifier or rank of the backup control node, and assigning a new primary control node.

4. The computer-program product of claim 1, wherein upon receiving the failure communication, the backup control node determines that the backup control node is the only backup control node on the communications grid.

5. The computer-program product of claim 1, wherein the primary control node controls the portions of the project that each worker node is responsible for executing.

6. The computer-program product of claim 1, wherein each control node and worker node on the communications grid is assigned a unique identifier stored, wherein the unique identifiers of the nodes indicate a hierarchy of the nodes within the communications grid, and wherein each control node and each worker node store the unique identifier for every other control node and worker node on the communications grid.

7. The computer-program product of claim 1, wherein worker nodes of the worker node executes different portions of the project.

8. The computer-program product of claim 1, wherein the grid status information includes a project checkpoint that indicates a stage of progress of the project prior to failure of the primary control node.

9. The computer-program product of claim 8, wherein transmitting the set of instructions based on the updated grid status information includes transmitting a status from the project checkpoint that indicates the stage of progress of the project prior to the failure of the primary control node.
10. The computer-program product of claim 1, further comprising instructions configured to cause the data processing apparatus to:

    determine that the primary control node has failed, wherein determining that the primary control node has failed includes determining that the backup control node did not receive an expected heartbeat communication, wherein the heartbeat communication indicates that the primary control node is operative.

11. The computer-program product of claim 10, wherein determining that the primary control node has failed includes determining that the backup control node did not receive a heartbeat communication from the primary control node after a predetermined period of time.

12. A computing device, comprising:

    one or more processors; and

    a memory having instructions stored thereon, which when executed by the one or more processors, cause the computing device to perform operations including:

    receiving, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid;

    storing the grid status information within the backup control node;

    receiving a failure communication including an indication that the primary control node has failed;

    designating the backup control node as a new primary control node based on the failure communication upon receiving the failure communication;

    receiving, at the backup control node, updated grid status information based on the indication that the primary control node has failed, wherein the updated grid status information includes an updated project status of the primary control node or an updated project status of the worker node; and
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transmitting, at the backup control node, a set of instructions based on the updated grid status information, wherein the set of instructions includes instructions for the worker nodes to continue work on the project after failure of the primary control node.

13. The computing device of claim 12, further comprising instructions, which when executed by the one or more processors, cause the computing device to perform operations including:

receiving, at the backup control node, a primary node communication including an indication that the backup control node is the new primary control node.

14. The computing device of claim 12, wherein upon receiving the failure communication, the backup control node determines whether the backup node should be designated as the new primary control node based on a unique identifier or rank of the backup control node, and assigning a new primary control node.

15. The computing device of claim 12, wherein upon receiving the failure communication, the backup control node determines that the backup control node is the only backup control node on the communications grid.

16. The computing device of claim 12, wherein the primary control node controls the portions of the project that each worker node is responsible for executing.

17. The computing device of claim 12, wherein each control node and worker node on the communications grid is assigned a unique identifier stored, wherein the unique identifiers of the nodes indicate a hierarchy of the nodes within the communications grid, and wherein each control node and each worker node store the unique identifier for every other control node and worker node on the communications grid.

18. The computing device of claim 12, wherein worker nodes of the worker node executes different portions of the project.
19. The computing device of claim 12, wherein the grid status information includes a project checkpoint that indicates a stage of progress of the project prior to failure of the primary control node.

20. The computing device of claim 19, wherein transmitting the set of instructions based on the updated grid status information includes transmitting a status from the project checkpoint that indicates the stage of progress of the project prior to the failure of the primary control node.

21. The computing device of claim 12, further comprising instructions, which when executed by the one or more processors, cause the computing device to perform operations including:

   determining that the primary control node has failed, wherein determining that the primary control node has failed includes determining that the backup control node did not receive an expected heartbeat communication, wherein the heartbeat communication indicates that the primary control node is operative.

22. The computing device of claim 21, wherein determining that the primary control node has failed includes determining that the backup control node did not receive a heartbeat communication from the primary control node after a predetermined period of time.

23. A computer-implemented method, comprising:

   receiving, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid;

   storing the grid status information within the backup control node;
receiving a failure communication including an indication that the primary control
node has failed;

designating the backup control node as a new primary control node based on the
failure communication upon receiving the failure communication;

receiving, at the backup control node, updated grid status information based on the
indication that the primary control node has failed, wherein the updated grid status
information includes an updated project status of the primary control node or an updated
project status of the worker node; and

transmitting, at the backup control node, a set of instructions based on the updated grid
status information, wherein the set of instructions includes instructions for the worker nodes
to continue work on the project after failure of the primary control node.

24. The method of claim 23, further comprising:

receiving, at the backup control node, a primary node communication including an
indication that the backup control node is the new primary control node.

25. The method of claim 23, wherein upon receiving the failure communication, the
backup control node determines whether the backup node should be designated as the new
primary control node based on a unique identifier or rank of the backup control node, and
assigning a new primary control node.

26. The method of claim 23, wherein upon receiving the failure communication, the
backup control node determines that the backup control node is the only backup control node
on the communications grid.

27. The method of claim 23, wherein the primary control node controls the portions of the
project that each worker node is responsible for executing.
28. The method of claim 23, wherein each control node and worker node on the communications grid is assigned a unique identifier stored, wherein the unique identifiers of the nodes indicate a hierarchy of the nodes within the communications grid, and wherein each control node and each worker node store the unique identifier for every other control node and worker node on the communications grid.

29. The method of claim 23, wherein worker nodes of the worker node executes different portions of the project.

30. The method of claim 23, wherein the grid status information includes a project checkpoint that indicates a stage of progress of the project prior to failure of the primary control node.

31. The method of claim 30, wherein transmitting the set of instructions based on the updated grid status information includes transmitting a status from the project checkpoint that indicates the stage of progress of the project prior to the failure of the primary control node.

32. The method of claim 30, wherein determining that the primary control node has failed, wherein determining that the primary control node has failed includes determining that the backup control node did not receive an expected heartbeat communication, wherein the heartbeat communication indicates that the primary control node is operative.

33. The method of claim 32, wherein determining that the primary control node has failed includes determining that the backup control node did not receive a heartbeat communication from the primary control node after a predetermined period of time.
1300 Receive, at a backup control node connected to a primary control node and a worker node on a communications grid, grid status information, the grid status information including a project status of the primary control node or a project status of the worker node, wherein the project status of the primary control node and the project status of the worker node include a status of one or more portions of a project being executed by the primary and worker nodes in the communications grid.

1302 Store the grid status information within the backup control node.

1304 Receive a failure communication including an indication that the primary control node has failed.

1306 Designate the backup control node as a new primary control node based on the failure communication upon receiving the failure communication.

1308 Receive updated grid status information based on the indication that the primary control node has failed, wherein the updated grid status information includes an updated project status of the primary control node or an updated project status of the worker node.

1310 Transmit a set of instructions based on the updated grid status information, wherein the set of instructions includes instructions for the worker nodes to continue work on the project after failure of the primary control node.

1312 FIG. 13
TRANSMIT, AT A PRIMARY CONTROL NODE CONNECTED TO ONE OR MORE WORKER NODES ON A COMMUNICATIONS GRID, WORKER INSTRUCTIONS RELATED TO A PROJECT BEING EXECUTED BY THE ONE OR MORE WORKER NODES


DETERMINE THAT A FAILED WORKER NODE OF THE ONE OR MORE WORKER NODES HAS FAILED AT A FAILURE TIME


TRANSMIT UPDATED WORKER INSTRUCTIONS, WHEREIN THE UPDATED WORKER INSTRUCTIONS INCLUDE THE PROJECT STATUS OF THE FAILED WORKER NODE AND UPDATED INSTRUCTIONS RELATED TO THE PROJECT BEING EXECUTED BY THE ONE OR MORE WORKER NODES, WHEREIN WHEN THE UPDATED WORKER INSTRUCTIONS ARE RECEIVED, A FUNCTIONING WORKER NODE COMPLETES THE PORTION OF THE PROJECT BEING EXECUTED BY THE FAILED WORKER NODE

FIG. 14
RECEIVING, BY A BACKUP CONTROL NODE IN A COMMUNICATIONS GRID, AN
INITIAL COMMUNICATION INCLUDING AN INDICATION THAT A PRIMARY
CONTROL NODE IS CONNECTED TO THE COMMUNICATIONS GRID

RECEIVING A SNAPSHOT OF THE COMMUNICATIONS GRID, WHEREIN THE
SNAPSHOT OF THE COMMUNICATIONS GRID INCLUDES A WORKER STATUS
OF EACH OF A PLURALITY OF WORKER NODES CONNECTED TO THE
PRIMARY CONTROL NODE AND THE BACKUP CONTROL NODE

DETERMINING A TIME PERIOD SINCE THE INITIAL COMMUNICATION WAS
RECEIVED

COMPARING THE TIME PERIOD WITH A THRESHOLD TIME PERIOD TO
dETERMINE THAT THE PRIMARY CONTROL NODE HAS FAILED, WHEREIN
UPON RECEIVING THE FAILURE COMMUNICATION, THE BACKUP CONTROL
NODE IS A NEW PRIMARY CONTROL NODE

TRANSMITTING A SET OF INSTRUCTIONS BASED ON THE WORKER STATUS
OF ONE OR MORE WORKER NODES OF THE PLURALITY OF WORKER NODES,
WHEREIN THE SET OF INSTRUCTIONS INCLUDES INSTRUCTIONS FOR
CONTINUING WORK ON THE PROJECT AFTER FAILURE OF THE PRIMARY
CONTROL NODE
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