a2 United States Patent

US008984651B1

(10) Patent No.: US 8,984,651 B1

Miller et al. 45) Date of Patent: *Mar. 17, 2015
(54) INTEGRATED PHYSICAL SECURITY USPC ittt s 726/26
CONTROL SYSTEM FOR COMPUTING (58) Field of Classification Search
RESOURCES None
See application file for complete search history.
(71) Applicant: Amazon Technologies, Inc., Reno, NV
US 56 References Cited
(US)
(72) Inventors: Kevin C. Miller, Herndon, VA (US); U.S. PATENT DOCUMENTS
Peter C. Beckman, Falls Church, VA 7437755 B2* 10/2008 Farino et al. .......ccoce..e.. 726/5
Us) 8271642 BI* 9/2012 Sankararaman et al. ..... 709/224
. 2008/0072309 Al* 3/2008 Kleinsteiber etal. ........... 726/14
(73) Assignee: Amazon Technologies, Inc., Seattle, WA 2008/0141040 Al* 6/2008 Biddleetal. ....... 713/193
(US) 2009/0024627 Al* 12009 King ........... ... 707/9
2009/0044265 Al*  2/2009 Ghosh et al. .. 726/14
I . . . . 2011/0072506 Al* 3/2011 Lawetal. ....cooeoeneee. 726/11
(*) Notice: Subject. to any dlsclalmer,. the term of this 2011/0173315 AL* 72011 Aguren ....... T 00/204
patent is extended or adjusted under 35 2011/0302415 A1* 122011 Ahmad etal. ... 713/168
U.S.C. 154(b) by O days. . .
* cited by examiner
This patent is subject to a terminal dis-
claimer. Primary Examiner — Samson Lemma
Assistant Examiner — Malcolm Cribbs
(21) Appl. No.: 14/015,401 (74) Attorney, Agent, or Firm — Baker & Hostetler LLP
(22) Filed: Aug. 30,2013 (57) ABSTRACT
Related U.S. Application Data A computing data center.that contains a set .of physice}lly
o o isolatable units of computing resources for which a physical
(63) Continuation of application No. 13/237,771, filed on  gecurity exception action plan is to be provided. Upon deter-
Sep. 20, 2011, now Pat. No. 8,528,101. mining that a security event has occurred for one or more
physically isolatable units, the computing data center imple-
e Sl ments sical security settings on potentially atfected com-
(51) Int.Cl physical ity settings on potentially affected
GOOF 21/00 (2013.01) puting resources so that a physical security exception action
GOGF 21731 (2013.01) plan can be met. The computing data center may, for example,
GOGF 21/55 (2013.01) remove data from the physically isolatable units and make the
(52) US.CL removed data available elsewhere.
CPC ..o GOG6F 21/31 (2013.01); GOGF 21/55

User Computer
104

(2013.01)

Network
1086

20 Claims, 8 Drawing Sheets

'/"“100

Data Center 102




U.S. Patent Mar. 17, 2015 Sheet 1 of 8 US 8,984,651 B1

Data Center 102

FIG. 1

User C‘c‘)mputer



US 8,984,651 B1

Sheet 2 of 8

Mar. 17, 2015

U.S. Patent

¢ Old

102
seoUaaald

Anoag

wiey O yoeaig 0

Aioncoay 1 dropeg

anopy 1 1dhioug 3 Acaiseq O

wooy I oey [ 8omeqg I

SIONIFHISIHd ALND3IS

¥01
Lindwion jesn

901
MYJOMiaN




U.S. Patent

Mar. 17, 2015

Sheet 3 of 8

US 8,984,651 B1

Data Center 1

2

Cage 350

Router
342

Server
344

Server
346

Rack 340

™~

Router
314

l

Server
308

Storage
320

Rack 304

N

Y

Router
316

Server
310

Storage
322

Rack 309

Switch
318

Server
312

Storage
324

Rack 306

[I%}

0

FIG. 3




US 8,984,651 B1

Sheet 4 of 8

Mar. 17, 2015

U.S. Patent

¥ "Old

07 Jonieg

(254
Aunoeg

iy
Suibbo7

(o1%7%
jusuwebeuepy

207 19AI8S

eleq

NOCYy
80IN0S8Y

201 Jswen eleqg

OET wooy

CcLE OMRG

eleq 801N0s9Y

o090y

0i€ 4

]

AIBS

gleq 82IN0saY

g90¥y

0% Janieg

gleq

vo0r
80IN0S8Y




U.S. Patent

501 '\J

Mar. 17, 2015 Sheet 5 of 8

Send Keys or Data

US 8,984,651 B1

508

Move process

509




U.S. Patent Mar. 17, 2015 Sheet 6 of 8 US 8,984,651 B1

Move VM

102»

630




U.S. Patent Mar. 17, 2015

Sheet 7 of 8 US 8,984,651 B1

Determine security preferences/
customer sets policy
700

v

Identify computing resources
associated with security preferences
701

Change to
security settings?
704

FIG. 7

Moniter for security exception .
702

Security exception?
703

implement security exception
action plan
105

No

Security exception
terminated?
706

Resume normal operations
707




U.S. Patent Mar. 17, 2015 Sheet 8 of 8 US 8,984,651 B1

Determine security exception
action plan -t
801

¥

Identify computing resources
associated with security preferences
802

Plan or
computing resources
changed?
808

Security exception?
803

Yes

Identify data
804

v

Migrate data
805

No , .

™ Security exception
/ terminated?
A 8086

Yes
h 4

Restore data
807

FIG. 8




US 8,984,651 B1

1
INTEGRATED PHYSICAL SECURITY
CONTROL SYSTEM FOR COMPUTING
RESOURCES

CROSS REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 13/237,771, filed Sep. 20, 2011, now U.S. Pat.
No. 8,528,101, the contents of which are incorporated herein
by reference in its entirety.

BACKGROUND

A data center is a facility that houses computer systems and
various networking, storage, and other related components.
Many organizations and businesses operate and maintain data
centers to provide computing and information services to
support their day to day operations. Data centers may also
provide computing services to businesses and individuals as a
remote computing service or to provide “software as a ser-
vice” (e.g., “cloud” computing). The services provided by
data centers are extremely important to businesses as the
continued and reliable availability of the computing services
are important to the business’s ongoing operations. It is thus
necessary to provide reliable and secure computing services
in order to minimize disruptions to customers of the comput-
ing services. Security is an important concern not only for
service reliability but also for the protection of a customer’s
valuable and proprietary information. A data center must
therefore implement a secure computing environment in
order to provide such protections.

BRIEF DESCRIPTION OF DRAWINGS

The systems, methods, and computer readable media for
physically securing data using a security policy in accordance
with this specification are further described with reference to
the accompanying drawings in which:

FIG. 1 depicts an example computing environment
wherein aspects of the present disclosure can be imple-
mented.

FIG. 2 depicts an example data center wherein aspects of
the present disclosure can be implemented.

FIG. 3 depicts an example data center wherein aspects of
the present disclosure can be implemented.

FIG. 4 depicts an example operational environment for
practicing aspects of the present disclosure.

FIG. 5 illustrates an example embodiment of the methods
disclosed herein.

FIG. 6 illustrates an example embodiment of the methods
disclosed herein.

FIG. 7 illustrates an example of an operational procedure
for physically securing data using a security policy.

FIG. 8 illustrates an example of an operational procedure
for physically securing data using a security policy.

DETAILED DESCRIPTION

Certain specific details are set forth in the following
description and figures to provide a thorough understanding
of various embodiments of the disclosure. Certain well-
known details often associated with computing and software
technology are not set forth in the following disclosure to
avoid unnecessarily obscuring the various embodiments of
the disclosure. Further, those of ordinary skill in the relevant
art will understand that they can practice other embodiments
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of'the disclosure without one or more of the details described
below. Finally, while various methods are described with
reference to steps and sequences in the following disclosure,
the description as such is for providing a clear implementa-
tion of embodiments of the disclosure, and the steps and
sequences of steps should not be taken as required to practice
this disclosure.

Many computer security mechanisms focus on the protec-
tion of information from theft and other security exceptions
by preventing unauthorized access to computing assets. How-
ever, such security mechanisms typically do not address the
protection of assets and the information contained therein
once a security exception has occurred. In various embodi-
ments, the present disclosure describes systems and methods
for implementing a security mechanism for the physical pro-
tection of data in response to a security exception in a com-
puting data center (e.g., an unauthorized entry to part of the
data center).

FIG. 1 illustrates an example computing environment in
which the embodiments described herein may be imple-
mented. FIG. 1 depicts an illustrative operating environment
100 that includes a data center 102 that provides computing
resources. Data center 102 can provide computing resources
for executing an application on a permanent or an as-needed
basis. The computing resources provided by the data center
102 may include various types of resources, such as data
processing resources, data storage resources, data communi-
cation resources, and the like. Each type of computing
resource may be general-purpose or may be available in a
number of specific configurations. For example, data process-
ing resources may be available as virtual machine instances
(“instances”). The instances may be configured to execute
applications, including Web servers, application servers,
media servers, database servers, and the like. Data storage
resources may include file storage devices, block storage
devices, and the like.

Each type or configuration of computing resource may be
available in different sizes, such as large resources, consisting
of many processors, large amounts of memory, and/or large
storage capacity, and small resources consisting of fewer
processors, smaller amounts of memory, and/or smaller stor-
age capacity. Customers may choose to allocate a number of
small processing resources as Web servers and/or one large
processing resource as a database server, for example. While
the data center 102 is shown as a single data center structure,
it should be apparent that data center 102 can include multiple
data centers, each of which can house computing resources.
The multiple data centers can be situated in the same location
or situated in different locations.

The data center 102 is utilized to house and operate com-
puter systems and associated components. The data center
102 can include redundant and backup power, communica-
tions, cooling, and security systems.

The customers and other consumers of the data center 102
may access the computing resources provided by the data
center 102 over a network 106. It should be appreciated that
network 106 can include a local-area network (“LAN”), the
Internet, or any other networking topology known in the art
that connects the data center 102 to remote consumers of the
data center 102. It should also be appreciated that combina-
tions of such networks might also be utilized.

The user computer 104 is a computer utilized by a customer
or other consumer of the data center 102. For instance, the
user computer 104 may be a server computer, a desktop or
laptop personal computer, a tablet computer, a wireless tele-
phone, a personal digital assistant (“PDA”), an e-book reader,
a game console, a set-top box, or any other computing device
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capable of accessing the data center 102. Although only one
user computer 104 is depicted it should be appreciated that
there may be multiple user computers.

The user computer 104 may be utilized to configure aspects
of the computing resources provided by the data center 102.
In this regard, the data center 102 might provide a Web inter-
face through which aspects of its operation may be configured
through the use of a Web browser application program
executing on the user computer 104. Alternatively, a stand-
alone application program executing on the user computer
104 might access an application programming interface
(“APT”) exposed by the data center 102 for performing the
configuration operations. Other mechanisms for configuring
the operation of the data center 102, including deploying
updates to an application, might also be utilized.

FIG. 2 provides further detail to the example environment
shown in FIG. 1. As shown by the figure, the data center 102
may include rooms 205, 206 and 207. Secured access to the
rooms 205, 206 and 207 may be provided by secured doors
204, 208, 209, and 211. The rooms 205, 206, and 207 may
include various computing devices such as servers 220 and
racks (as shown in FIG. 3 as racks 304, 305, 306). Further-
more, room 206 may include a sub-room 230 that contains
additional computing resources. Outside access to data center
102 may be provided by a secured lock 203. Additionally,
each room may include a sensor 210 that may, for example, be
a motion detector that can signal an alarm when motion of an
object is detected in the room. Some of the racks may be
housed in a cage with each cage having a secured door and a
sensor that can report when the door to the cage is opened or
compromised, e.g., forced open. As shown in the embodiment
herein, a user at user computer 104 can set security prefer-
ences 201 through a user interface such that the level of
security, and thus, a security action plan can be set for each
physically isolatable unit, such as rooms 205, 206, 207, a
sub-room 230, a cage, or a rack. Such security preferences
can be changed by the user and the provider of the physical
security control system can charge a fee to the user for apply-
ing, changing, or otherwise interacting with the security pref-
erences.

FIG. 3 depicts further aspects of data centers in accordance
with the present disclosure. In this example, data center 102
may include multiple server racks 304, 305, 306, and 340
which are communicatively linked via LAN 301. The data
center 102 may include any suitable number of server racks
although, for clarity, only four are shown in FIG. 3. Each
server rack 304, 305, 306, and 340 may participate in main-
taining services such as electric power and data communica-
tions to multiple server computers 308, 310, 312, 344 and
346. Server racks 304, 305, 306, and 340 may include any
suitable number of server computers. For example, servers
220 depicted in FIG. 2 could all be running on a single rack or
could be spread across multiple server racks. Rack 305 and
306 are shown herein as located in room 330, which is a
physically isolatable unit that can have a specific physical
security action plan implemented on racks 305 and 306
should a security event occur. Rack 340 is shown located in a
cage 350, which is also a physically isolatable unit that can
have a specific physical security action plan implemented on
rack 340 and any other resources contained in cage 350
should a security event occur. Additionally, each of racks 304,
305, 306, and 340 may also be considered a physically iso-
latable unit if the racks include a mechanism for detecting a
security exception such as a locked panel with a sensor.

In FIG. 3, server racks 304 and 305 are depicted as includ-
ing rack routers 314 and 316. Rack 306 is shown as including
arack switch 318. The rack routers and switch may be respon-
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sible for switching packets of digital data to and from their
respective sets of server computers 308, 310, 312. The rack
routers and switch may be communicatively linked to a LAN
301 and then to additional routers that connect the data center
102 to one or more other computer networks including the
Internet. Each rack can also include resident storage 320, 322,
324 for data of varying levels of importance that require
corresponding levels of physical security.

FIG. 4 is a computing system diagram that illustrates one
configuration for a data center 102, including some of the
concepts and technologies disclosed herein for physically
securing data using a security policy. The data center 102
shown in FIG. 4 includes server computers 308,310,312, 402
and 404 for providing computing resources for executing one
or more applications. The server computers 308, 310, 312,
402 and 404 may be standard server computers configured
appropriately for providing the computing resources
described above. For instance, in one implementation the
servers 308, 310, 312, and 402 are configured to provide the
computing resources 406 A, 406B, 406C, and 406N.

In one embodiment, the computing resources 406A, 4068,
406C, 406N (which may be referred herein singularly as “a
computing resource 406 or in the plural as “the computing
resources 406”) may be virtual machine instances. As known
in the art, a virtual machine instance is an instance of a
software implementation of a machine (i.e., a computer) that
executes programs much like a physical machine executes
programs. In the example of virtual machine instances, each
of'the servers 308, 310, 312, 402 and 404 may be configured
to execute an instance manager capable of executing the
instances. The instance manager might be a hypervisor or
another type of program configured to enable the execution of
multiple computing resources 406 on a single server 308, for
example. As discussed above, each of the computing
resources 406 may be configured to execute all or a portion of
an application.

It should be appreciated that although the embodiments
disclosed above discuss the context of virtual machine
instances, other types of instances can be utilized with the
concepts and technologies disclosed herein. For example, the
technologies disclosed herein might be utilized with
instances of storage resources, processing resources, data
communications resources, and with other types of resources.
The embodiments disclosed herein might also be utilized
with computing systems that do not utilize virtual machine
instances.

The data center 102 shown in FIG. 4 also may also include
a server computer 404 reserved for executing software com-
ponents for managing the operation of the data center 102, the
server computers 308, 310, 312, and 402, and the resources
406. In particular, the server computer 404 might execute a
management component 410. As discussed above, a customer
of the data center 102 might utilize the user computer 104 to
access the management component 410 to configure various
aspects of the operation of data center 102 and the resources
406 purchased by the customer. Resources 406 can include
applications and other services provided by the data center
102 such as virtual machine sessions. For example, the cus-
tomer may purchase access to one or more virtual machine
instances and make changes to the configuration of the virtual
machine instances. The customer might also specify settings
regarding how the purchased virtual machine instances are to
be scaled in response to demand. Any of the computers
described herein can include at least one processor, a memory
communicatively coupled to the processor when the system is
operational, with the memory having stored therein computer
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instructions, that upon execution by the at least one processor,
cause various computer implemented steps to be performed.

In the example of data center 102 shown in FIG. 4, LAN
301 is utilized to interconnect the server computers 308, 310,
312, 402 and 404 and the server computer 404. The LAN 301
is also connected to the network 106 illustrated in FIG. 1. It
should be appreciated that the network topology illustrated in
FIG. 4 has been greatly simplified and that many more net-
works and networking devices may be utilized to interconnect
the various computing systems disclosed herein. Appropriate
load balancing devices or software modules might also be
utilized for balancing a load between multiple data centers,
between each of the server computers 308, 310,312, and 402,
and between resources 406 purchased by each customer of
the data center 102. These network topologies and devices
should be apparent to those skilled in the art.

It should be appreciated that the data center 102 described
in FIGS. 1, 2, 3 and 4 is merely illustrative and that other
implementations might be utilized. Additionally, it should be
appreciated that the functionality disclosed herein might be
implemented in software, hardware, or a combination of soft-
ware and hardware. Other implementations should be appar-
ent to those skilled in the art.

As illustrated in FIG. 4, the server computer 404 is also
configured in one embodiment to execute a logging compo-
nent 412 and a security component 414. The logging compo-
nent 412 is configured to control various aspects of comput-
ing activity performed by the resources 406. For example, the
logging component 412 might log DNS lookup operations
(which might also be referred to herein as “DNS queries™)
performed by the resources 406, incoming and outgoing net-
work traffic to and from the resources 406, data processing
and data storage operations performed by the resources 406,
and virtually any other type of computing activity performed
by the resources 406. Although the logging component 412 is
illustrated in FIG. 4 as executing on the server computer 404,
it should be appreciated that all or a portion of the logging
component 412 might be executed on the server computers
308, 310, 312, 402 and 404 or other computer systems.

The security component 414 is configured to manage vari-
ous security aspects of the data center 102. For example, the
security component 414 might implement security mecha-
nisms using a security component 414 to protect the integrity
of user data and guard against unauthorized access to the
various services and components provided in data center 102.
Although the security component 414 is illustrated in FIG. 4
as executing on the server computer 404, it should be appre-
ciated that all or a portion of the security component 414
might be executed on the server computers 308, 310, 312,402
and 404 or other computer systems.

In one embodiment, a data center 102 is configured to
provide computation and storage services and to physically
secure data using a security exception response plan. As dis-
cussed above, data center 102 may include one or more physi-
cally isolatable units that comprise discrete physical comput-
ing assets. In an embodiment, security component 414 in data
center 102 identifies a set of computing resources for which a
physical security exception response plan is to be provided.
This may be based on physical data security preferences
received from a customer receiving hosting services from the
data center 102. As discussed above, the physical data secu-
rity preferences may identify the desired level of security
(e.g., room level or rack level security), backup settings (e.g.,
whether a complete backup of the user’s data is desired), the
response to a security exception (e.g., delete data or move
data to a secure location), and the like. Based on the identified
set of computing resources and the physical data security
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preferences, a security exception response plan for the com-
puting data center’s physically isolatable units are deter-
mined. The security exception response plan identifies
actions to be performed upon detection of a security excep-
tion for each of the identified computing resources. Upon
determining that a security exception has occurred at the
computing data center 102 that indicates that there is a height-
ened risk that at least a portion of the computation, storage, or
network resources could be compromised, the security com-
ponent 414 implements the security exception response plan
on potentially affected computing resources. The security
component 414 may, for example, remove data from the
physically isolatable units and make the removed data avail-
able elsewhere.

In an embodiment, security component 414 may monitor
the authentication and authorization of users accessing a par-
ticular physical space in the data center 102. Such a physical
space can be any physically isolatable asset in the data center,
such as a rack, a room, or the building. For example, access to
an equipment rack may require authentication of a user autho-
rized to access the rack. Authentication may include use of
access methods known in the art such as an identification (ID)
card, entry of a personal identification number (PIN), entry
and analysis of biometric information such as a fingerprint
reader, and the like.

Authorization may also include maintaining a whitelist of
persons who are authorized to access a rack or enter a room or
building. Such a whitelist may further be restricted in accor-
dance with the date or time of day, or other constraints.

In addition to authorization and authentication, physical
security exceptions may result from alarms or other such
warning indications when unexpected events occur. For
example, a door in the data center 102 may have been forced
open rather than being opened in response to a positive autho-
rization. As another example, motion detectors or pressure
sensors in the floor may sense motion in an area in which a
person is not expected.

In an embodiment, the data center 102 may include a
capability to relocate computation, storage, and network
resources into and out of a particular physical space such as a
rack, room, or the building itself. For example, in the case of
a computation resource implementing a virtual machine,
relocation of a particular computation resource can be accom-
plished by stopping the execution of a virtual machine in one
physical space, migrating the virtual machine to another
physical space, and restarting the virtual machine. As another
example, a physical server may simply be powered off to
prevent access to any processes executing therein.

In an embodiment depicted in FIG. 5, data center 501 has
rooms 505, 506, and 507 that each contain computing and
storage resources. In this example, data associated with a
customer for whom a security exception response plan has
been established may be stored on a storage device 508 in
room 506. Additionally, a process associated with the cus-
tomer may be running in computing device 512 in room 506.
Suppose in this example that the customer has provided pref-
erences and a physical security action plan is in place. Upon
determining that a security exception associated with room
506 has occurred, a security component can process the secu-
rity action plan and determine that customer’s data and
resources are to be removed from room 506. In response to
this determination, a service can cause the customer data
stored in storage device 508 in room 506 can be migrated to in
room 505. Furthermore, the process running on computing
device 512 can be migrated to computing device 509 in room
507. In one embodiment, the data sent to room 507 can be
encrypted and the key or keys for the encryption may be sent
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to the servers of room 505 such that the data can be accessed
in the new location. Additionally and optionally, the process
running on computing device 512 in room 506 can be deleted.

In another embodiment depicted in FIG. 6, a virtual
machine may be executing on a server 608 in room 606 and an
associated storage device 630 that the virtual machine uses
may be located in another room 607. In this example, since
the virtual machine data is stored in a different room, the
virtual machine is migrated to server 610 in room 605 or
simply shut down in response to a security event associated
with room 606.

In the case of storage resources, a stored asset may be
copied, stored in another physical space, and deleted from the
compromised physical location. As another example, stored
assets that are encrypted may be secured by deleting all copies
of the decryption keys that are stored in the compromised
physical location. In some embodiments, at a time after the
security exception occurs, the data associated with the room
that is associated with the security exception is encrypted and
the keys deleted, potentially after making the data available in
another secure location.

Furthermore, routing tables may be changed to avoid rout-
ers/network devices and computing resources located in the
compromised physical space and thus prevent network flows
from entering the compromised physical space.

In an embodiment, when an alarm or other event is trig-
gered, the security component 414 may immediately and
automatically initiate a migration of one or more computa-
tion, storage, and/or network flows out of the physical space
in which the event has been determined to have occurred.
When the alarm or event is cleared, the migrated flows may be
restored to their original physical space. The event that trig-
gers the response may be any type of planned or unplanned
event. Examples of planned events can include scheduled
access to the data center by maintenance personnel, or
changes to the configuration of the data center. Examples of
unplanned events include unauthorized access to a secured
rack, unscheduled entry to a room in the data center, natural
disaster events such as flooding of a data center, and the like.

FIG. 7 depicts an example operational procedure for physi-
cally securing data in a data center. The computing data center
may be configured to provide at least computation and/or
storage services and may further comprise one or more physi-
cally isolatable units comprising discrete physical computing
assets such as servers and storage devices (such as Virtual
Machine (VM) data storage 630 in FIG. 6). The computing
data center may be configured to host one or more computing
resources on behalf of one or more users.

Operation 700 illustrates determining security preferences
for the user. For example, in the example depicted in FIG. 2,
a user at a user computer 104 may request or manage com-
puting resources via a network 106. For example, the user
may request and manage computing resources including vir-
tual machines, applications and/or a fixed amount of storage.
The user may further provide security preferences 201 which
may include physical asset options, security breach options,
and backup/recovery options. In an embodiment, the user can
enter the security preferences 201 into a web-page or the like.
In the example shown in FIG. 2, a web page may include
fields that a user can use to select the different security
options. In one embodiment, the user may specify that the
user’s data and applications should be isolated to a single
physically isolatable unit such as a rack, cage, or room. In
other embodiments, the actual physical distribution of the
user’s data and applications may be transparent to the user.

A user interface may be provided to the user for facilitating
the selection and receipt of the physical data security prefer-
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ences that can be used to define a security exception response
plan for the user. For example, a Web interface may be pro-
vided through which aspects of physical data security prefer-
ences may be configured through the use of a Web browser
application program executing on the user computer 104.
Alternatively, a stand-alone application program executing
on the user computer 104 might access an application pro-
gramming interface (“API”) exposed by an entity managing
the computing resources in the data center 102 for configur-
ing physical data security preferences. For example, a web
services API can be provided so that a computing customer
can provide preferences for physical security settings. In
some embodiments the customer may be charged different
service rates depending upon the selected security prefer-
ences. Other mechanisms for configuring the physical data
security preferences may also be utilized.

Operation 701 illustrates that, based at least in part on the
physical data security preferences received from the user, a
set of the computing resources for which a physical security
exception action plan is to be provided is identified. The
physical data security preferences may include at least a
physical security setting for one or more physically isolatable
units. A physically isolatable unit can be one or more equip-
ment racks or other such physical units. For example, it may
be determined that the user’s data is stored in a storage device
in a rack, and that the user’s applications are executing in a
server mounted in the same rack.

Operation 702 illustrates monitoring whether a physical
security exception has occurred at the computing data center.
A physical security exception may for example, be any event
that may be detected by a system at the data center that may
indicate an exception to the physical data security preferences
received from the user. For example, a security exception may
be a failure to authorize or authenticate a person physically
entering or otherwise accessing a rack, room or any physi-
cally isolatable unit in the data center, including the data
center itself.

In response to determining that a physical security excep-
tion has occurred 703, the security exception action plan may
be implemented 705. For example, if not already known, it
may be determined which computing assets are executing,
storing, or otherwise hosting the services associated with the
user and for which the above described security exception
action plan is to be provided. The identified set of computing
resources may be removed or otherwise made unavailable so
that the physical data security preferences can be met in
accordance with the security exception action plan. The
removed computing resources may be made available else-
where. In one embodiment, the computing resources may be
made available from a physically secure location that meets
the physical data security preferences established for the user.
For example, data that is stored within a set of computing
resources that are potentially vulnerable because of the secu-
rity breach may be stored at another physical location and the
data on the vulnerable set of computing resources may be
deleted or otherwise made unavailable to an unauthorized
person.

In one embodiment, each rack, cage, room, and data center
can be assigned to a physical unit identifier. During the deter-
mining step, the security component can use a customer iden-
tifier to generate a list of physical unit identifiers that are
currently associated with the customer identifier. This query
could be executed periodically to keep the mapping accurate.
When a sensor in a room triggers an event, the security com-
ponent can determine its physical unit identifier and deter-
mine which customers are impacted. The security component
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can consult the security exception action plan for the cus-
tomer as well as any other customers and take an appropriate
action.

The user’s data and applications may be protected in other
ways so that the computing resources hosting the data and
applications are substantially protected from unauthorized
physical access. For example, data associated with the vul-
nerable set of computing resources may have been previously
encrypted or can be encrypted as a result of the breach, and the
decryption keys can be stored in a secure location and deleted
from any assets that are vulnerable because of the security
exception. Decryption keys are merely an example and any
data that is operable to decrypt the encrypted data may be
stored in a manner that is protected from the security excep-
tion.

Additionally and optionally, routing tables and policies
may be adjusted to avoid communications with network
devices located in the vicinity of the physical security excep-
tion. For example, routing paths may be revised so that a
router that is known to reside in a room that has been breached
is bypassed and alternative routing paths are used. In this
manner data communications between computing and/or
storage resources that are not directly impacted by the secu-
rity exception can avoid any compromised areas in the data
center and thus avoid being potentially subjected to unautho-
rized access and tampering.

The data center may also determine if any changes to the
security settings should be implemented 704. Changes to the
security settings may be in response to a request for a change
from a user, or in response to changes in the configuration of
computing resources in the data center 102.

Operation 706 illustrates a determination that the security
exception has been terminated. For example, the security
exception may have been determined to have been a false
alarm, and the appropriate security and control systems may
be notified automatically or manually by an administrator. In
response to the determination, operation 707 illustrates
resuming normal operations in accordance with the security
exception action plan. For example, the identified set of the
computing resources can be resumed and any data or appli-
cations that were moved or migrated may be returned to their
former locations. Alternatively, the migrated resources can
stay where they are.

In many cases, the rapid, wholesale migration of comput-
ing processes and data may be expensive and/or time con-
suming. Thus in some embodiments, a mechanism can be
provided for designating particular compute, storage, and
network flows as “physical security critical.” Only those des-
ignated flows may be migrated or otherwise made unavailable
during a security event or breach. More generally, a priority
scheme may be implemented that allows for the most security
critical assets and flows to be migrated or secured first before
less critical assets are migrated or secured. Alternatively, the
priority can be based on whether the user has selected and
paid to have such priority mechanism activated.

FIG. 8 depicts another example operational procedure for
physically securing data in a computing data center. Opera-
tion 801 illustrates determining a security exception action
plan for a user’s hosted computing resources. The security
exception action plan may be for the user’s requested com-
puting resources such as applications and data storage. The
user may further provide security preferences which may
include physical asset options, security breach options, and
backup/recovery options.

Operation 802 illustrates that, based at least in part on the
security exception action plan, a set of the computing services
for which the security exception action plan is to be provided
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is identified. Operation 803 illustrates a determining whether
a physical security exception has occurred at the computing
data center. In response to determining that a physical secu-
rity exception has occurred, operation 804 illustrates that a
security component (such as security component 414 in FIG.
4) may determine which data may be potentially compro-
mised as a result of the security exception and for which the
security exception action plan is to be provided. The identi-
fied data may be migrated in operation 805 such that the
security exception action plan can be met. The migrated data
may be made available elsewhere. In one embodiment, the
migrated data may be made available from a physically
secure location that satisfies a condition specified in the secu-
rity exception action plan established for the user. For
example, the security exception action plan may include a
condition indicating that the data may be moved to any loca-
tion that is not experiencing a security exception. Addition-
ally and optionally, the security exception action plan may
include a condition indicating that the data may be moved to
a location that is not experiencing a security event and the
security exception action plan may specify that the data needs
to be moved to a location that satisfies regulatory and com-
pliance requirements, e.g., HIPAA regulations, ITAR regula-
tions, banking and financial regulations, etc.

If no physical security exception has occurred, then in
operation 808 it is determined whether there have been any
changes to the security exception action plan or computing
resources. If there have been changes, then the operational
procedure returns to operation 801 and operation 802 to deter-
mine the security exception action plan and identify comput-
ing resources associated with the plan.

Operation 806 illustrates a determination as to whether the
physical security exception has been terminated. For
example, an unauthorized user may have triggered the secu-
rity exception by entering a room hosting the data and the
exception may be terminated when the security component
receives an indication that security personnel have responded
to the exception. In response to the determination, at opera-
tion 807, the migrated data may be restored and/or moved
back to its former location. In some embodiments the
migrated data stays in its new location.

Any of the above mentioned aspects can be implemented in
methods, systems, computer readable media, or any type of
manufacture. For example, a computer readable medium can
store thereon computer executable instructions for physically
securing data in a computing data center. Such media can
comprise a first subset of instructions for allowing access, in
the computing data center, one or more computing resources
to a user; a second subset of instructions for, based at least in
part on physical data security preferences associated with the
user, identifying a set of the computing resources for which a
physical security exception action plan is to be provided; a
third set of instructions for determining that a physical event
has occurred at the computing data center; and a fourth set of
instructions for, in response to said determining, applying the
physical security exception action plan on the identified set of
computing resources. [t will be appreciated by those skilled in
the art that additional sets of instructions can be used to
capture the various other aspects disclosed herein, and that
the four presently disclosed subsets of instructions can vary in
detail per the present disclosure.

Those skilled in the art will also appreciate that, while
various items are discussed or illustrated as being stored in
memory or on storage while being used, these items or por-
tions of them can be transferred between memory and other
storage devices for purposes of memory management and
data integrity. Alternatively, in other embodiments some or all
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of the software modules and/or components may execute in
memory on another device and communicate with the illus-
trated computing system via inter-computer communication.
Some or all of the system modules and/or data structures may
also be stored (e.g., as software instructions or structured
data) on a computer-readable medium, such as a hard disk, a
memory, a network, or a portable media article to be read by
an appropriate drive or via an appropriate connection. The
system modules and data structures can also be transmitted
via generated data signals (e.g., as part of a carrier wave or
other analog or digital propagated signal) on a variety of
computer-readable transmission mediums, including wire-
less-based and wired/cable-based mediums, and can take a
variety of forms (e.g., as part of a single or multiplexed analog
signal, or as multiple discrete digital packets or frames). Such
computer program products may also take other forms in
other embodiments. Accordingly, the present invention may
be practiced with other computer system configurations.

The foregoing detailed description has set forth various
embodiments of the systems and/or processes via examples
and/or operational diagrams. Insofar as such block diagrams,
and/or examples contain one or more functions and/or opera-
tions, it will be understood by those within the art that each
function and/or operation within such block diagrams, or
examples can be implemented, individually and/or collec-
tively, by a wide range of hardware, software, firmware, or
virtually any combination thereof.

It should be understood that the various techniques
described herein may be implemented in connection with
hardware or software or, where appropriate, with a combina-
tion of both. Thus, the methods and apparatus of the disclo-
sure, or certain aspects or portions thereof, may take the form
of program code (i.e., instructions) embodied in tangible
media, such as floppy diskettes, CD-ROMs, hard drives, or
any other machine-readable storage medium wherein, when
the program code is loaded into and executed by a machine,
such as a computer, the machine becomes an apparatus for
practicing the disclosure. In the case of program code execu-
tion on programmable computers, the computing device gen-
erally includes a processor, a storage medium readable by the
processor (including volatile and non-volatile memory and/or
storage elements), at least one input device, and at least one
output device. One or more programs that may implement or
utilize the processes described in connection with the disclo-
sure, e.g., through the use of an application programming
interface (API), reusable controls, or the like. Such programs
are preferably implemented in a high level procedural or
object oriented programming language to communicate with
a computer system. However, the program(s) can be imple-
mented in assembly or machine language, if desired. In any
case, the language may be a compiled or interpreted lan-
guage, and combined with hardware implementations.

While the invention has been particularly shown and
described with reference to a preferred embodiment thereof,
it will be understood by those skilled in the art that various
changes in form and detail may be made without departing
from the scope of the present invention as set forth in the
following claims. Furthermore, although elements of the
invention may be described or claimed in the singular, the
plural is contemplated unless limitation to the singular is
explicitly stated.

What is claimed is:

1. A system, comprising:

at least one memory having stored therein computer
instructions that, upon execution by one or more proces-
sors of the system, at least cause the system to:
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in response to receiving an indication that a security excep-
tion has occurred at a provider network, access a policy
associated with a customer, the policy indicative of the
customer’s data security preferences for one or more
computing resources associated with the customer, the
one or more computing resources being provided by the
provider network, wherein the computing resources can
be provided by any of a plurality of physical computing
assets at the provider network;
identify which of the plurality of physical computing assets
at the provider network are providing the one or more
computing resources associated with the customer; and

based at least in part on the policy and a physical location
associated with the security exception, deny access to
the identified physical computing assets providing the
one or more computing resources associated with the
customer.

2. The system of claim 1, further comprising computer
instructions that, upon execution by the one or more proces-
sors of the system, at least cause the system to make available
the one or more computing resources from a physical com-
puting asset that satisfies a condition specified in the policy
and is distinct from the one or more physical computing assets
providing the one or more computing resources associated
with the customer.

3. The system of claim 1, further comprising computer
instructions that, upon execution by the one or more proces-
sors of the system, at least cause the system to reallocate the
one or more physical computing assets such that:

the one or more computing resources are relocated to a

location that satisfies the policy; and

use of the one or more computing resources can be resumed

when the security exception is terminated.
4. A computer-implemented method of securing comput-
ing resources in a service provider environment, the method
comprising:
identifying, by a computer comprising a processor and
memory, which of a plurality of physical computing
assets of the service provider environment are affected
by a physical event, the plurality of physical computing
assets providing one or more computing resources asso-
ciated with a customer of the multi-tenant web services
platform, wherein the one or more computing resources
can be provided by any of the plurality of physical com-
puting assets at the service provider environment;

accessing data security preferences associated with the
customer; and

based at least in part on the security preferences, restricting

access, by the computer, to the identified physical com-
puting assets providing the one or more computing
resources associated with the customer.

5. The computer-implemented method of claim 4, wherein
the one or more physical computing assets are substantially
isolated to one of an equipment rack, a room, or a building.

6. The computer-implemented method of claim 4, wherein
said restricting access is in accordance with a security excep-
tion action plan that is based on the data security preferences.

7. The computer-implemented method of claim 4, wherein
said restricting access comprises halting execution of a virtual
machine and migrating the virtual machine to a physical
computing asset distinct from the one or more physical com-
puting assets that is unaffected by the physical event.

8. The computer-implemented method of claim 4, further
comprising storing data associated with the one or more
physical computing assets at a physical computing asset dis-
tinct from the one or more physical computing assets and that



US 8,984,651 B1

13

is unaffected by the physical event and deleting correspond-
ing data from the one or more physical computing assets.

9. The computer-implemented method of claim 4, wherein
data associated with the one or more physical computing
assets is encrypted, and said restricting comprises deleting
data operable to decrypt the data.

10. The computer-implemented method of claim 4,
wherein said restricting access comprises adjusting routing of
network traffic to avoid network devices associated with the
one or more physical computing assets.

11. The computer-implemented method of claim 4,
wherein said physical event comprises a failure to authenti-
cate or authorize a person accessing a physical computing
asset.

12. The computer-implemented method of claim 4,
wherein data associated with the one or more physical com-
puting assets is stored in a location unaffected by the physical
event, and wherein said restricting access comprises stopping
function of the one or more computing resources at the one or
more physical computing assets.

13. The computer-implemented method of claim 4, further
comprising providing an application programming interface
operable to receive the data security preferences from the
customer.

14. The computer-implemented method of claim 6,
wherein said security exception action plan is provided at one
of a plurality of service levels, further comprising charging a
fee based on the service level.

15. A non-transitory computer readable storage medium
having stored thereon computer-readable instructions, the
computer-readable instructions comprising instructions that
upon execution on one or more computing devices, at least
cause the one or more computing devices to:

associate a set of a plurality of computing resources of a

data center with a user’s physical security preferences,
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wherein any of the plurality of computing resources of
the data center can be associated with the user’s physical
security preferences; and
in response to a determination that a physical event has
occurred at a location housing at least a part of the set of
the plurality of computing resources, identify which of
the set is housed at the location and cause one or more
actions to be applied to the identified computing
resources in accordance with at least the user’s physical
security preferences.
16. The non-transitory computer readable storage medium
of claim 15, wherein said one or more actions comprises
halting execution of a virtual machine.
17. The non-transitory computer readable storage medium
of claim 16, further comprising instructions for migrating the
virtual machine to a computing device in a location that is not
affected by the physical event.
18. The non-transitory computer readable storage medium
of claim 15, further comprising instructions for moving data
associated with the set of the one or more computing
resources to a physical location in accordance with the user’s
physical security preferences.
19. The non-transitory computer readable storage medium
of claim 15, wherein said one or more actions comprises
reconfiguring routing of network traffic to avoid network
devices associated with a location of computing assets pro-
viding the set of the one or more computing resources.
20. The non-transitory computer readable storage medium
of claim 15, wherein said one or more actions comprises
reallocating a location of computing assets providing the set
of'the one or more computing resources such that:
the set of the one or more computing resources is substan-
tially protected from unauthorized physical access; and

access to the set of the one or more computing resources
can be resumed in response to a determination that the
physical event has expired.
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