Interaction between development environments and runtime environments to ensure that underlying process components are in an acceptable state before deploying application updates. A deploy state monitor in a development environment interacts with runtime values in executing applications to manage deployment requests and states of executing applications.
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MONITORING APPLICATION STATES FOR DEPLOYMENT DURING RUNTIME OPERATIONS

BACKGROUND

[0001] Aspects of the present invention generally relate to development and configuration of processor-executable applications that monitor and/or control components in industrial processes. More particularly, aspects of the present invention relate to systems and methods for monitoring the deployment of applications during runtime operations.

[0002] Control system development environments allow for the configuration, development, and deployment of applications to runtime environments on control components in industrial processes. Conventional systems and methods rely on a human (e.g., a programmer, an operator, etc.) to manually determine whether portions of an industrial process impacted by an impending application deployment are in a safe state before commencing the deployment. Reliance on manual determinations leads to inefficient process operation due to a reluctance to shut down operations for deploying application updates and/or causes process failure when the determination about the state of the process is incorrect.

SUMMARY

[0003] Aspects of the invention provide interaction between development environments and runtime environments to ensure that the impacted process components are in an acceptable state before deploying an application update.

[0004] In an aspect, a system includes a server computing device coupled to a control device by a communications network. The control device is configured to execute processor-executable instructions to provide a runtime environment. The system also includes processor-executable instructions stored on a computer-readable storage medium. When executed by the server computing device instructions of the processor-executable instructions provide a development environment associated with the runtime environment and an instance of an application object within the development environment. The development environment interacts with a deploy state monitor executing within an instance of the application object executing in the runtime environment based on an operational state of the instance of the application object executing in the runtime environment to determine when the control device is in a safe state before deploying an update.

[0005] In another aspect, a method of deploying an update of an application object during a runtime operation includes executing a deploy state monitor within a runtime environment via processor-executable instructions stored on a computer-readable storage medium of a control device. The control device is coupled to a computing device by a communications medium. The computing device is configured to provide a development environment associated with the runtime environment via processor-executable instructions stored on a computer-readable storage medium of the computing device. The method also includes providing an instance of an application object within the development environment via the processor-executable instructions. Moreover, the method includes initiating a deployment of an update of the application object within the development environment to an instance of the application object executing in the runtime environment. The deploy state monitor interacts with the instance of the application object executing in the runtime environment based on an operational state of the instance of the application object executing in the runtime environment to determine when the control device is in a safe state for the deployment. The method also includes deploying the update in the runtime environment via the communications medium responsive to the interacting.

[0006] In yet another aspect, a system includes a controller and a computing device. The controller is coupled to an industrial process and includes a processor executing processor-executable instructions to provide a runtime execution environment. The computing device is coupled to the controller by a communications network and includes a processor executing processor-executable instructions to provide a development environment associated with the runtime environment. Processor-executable instructions that comprise a deploy state monitor executing within the runtime environment are configured to interact with processor-executable instructions comprising an application object executing within the runtime execution environment based on an operational state of the application object executing in the runtime environment to determine when the controller is in a safe state before deployment of an update of the application object from the development environment to the runtime execution environment.

[0007] Other objects and features will be in part apparent and in part pointed out hereinafter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0008] FIG. 1 illustrates an exemplary industrial process system within which aspects of the invention may be incorporated.

[0009] FIG. 2 illustrates an exemplary architecture of computing devices programmed to provide interaction between a development environment and a runtime environment according to an embodiment of the invention.

[0010] FIG. 3 illustrates an exemplary function block diagram for graphically representing aspects of the invention.

[0011] FIG. 4 illustrates an exemplary deployment of updates to an application from a development environment to a runtime environment in accordance with aspects of the invention.

[0012] FIGS. 5-8 illustrate exemplary operations of a deploy state monitor in accordance with aspects of the invention.

[0013] Corresponding reference characters indicate corresponding parts throughout the drawings.

DETAILED DESCRIPTION

[0014] FIG. 1 illustrates an exemplary system 100 within which an embodiment of the invention may be incorporated. The system 100 includes a configuration device 102, a supervisory device 104, a communications infrastructure 106, and an exemplary plant, such as a fluid processing system 108. As illustrated, the fluid processing system 108 includes process controllers 110, tanks 112, valves 114, sensors 116, and a pump 118. In system 100, the configuration device 102, the supervisory device 104, the process controllers 110, the tanks 112, the valves 114, the sensors
116, and the pump 118 are communicatively coupled via the communications infrastructure 106.

[0015] The configuration device 102 is adapted to provide a development environment that enables the design, development, and deployment of applications that are executed by process controllers 110 to control aspects of fluid processing system 108. In the exemplary embodiment of FIG. 1, configuration device 102 executes processor-executable instructions embodied on a storage memory device to provide the development environment and other capabilities via a software environment, as further described herein. In an embodiment, configuration device 102 is any computing device capable of executing processor-executable instructions including, but not limited to, one or more servers.

[0016] The supervisory device 104 is adapted to enable management of applications. In an embodiment, supervisory device 104 executes processor-executable instructions embodied on a storage memory device to provide a human-machine interface (HMI) application manager. For example, aspects of supervisory device 104 may provide a graphical representation of components of fluid processing system 108 that facilitates monitoring and administration of a manufacturing process. In an embodiment, an HMI is configured to interact with update logic in a process controller 110 to alarm or prompt a user of an update and to provide operator feedback where required. An exemplary HMI application manager is the Wonderware System Platform available from Schneider Electric. In another embodiment, aspects of application management are provided by configuration device 102.

[0017] The communications infrastructure 106 is capable of facilitating the exchange of data among various components of system 100, including configuration device 102, supervisory device 104, and components of fluid processing system 108 (e.g., process controllers 110, valves 114, sensors 116, etc.). The communications infrastructure 106 in the embodiment of FIG. 1 includes a local area network (LAN) that is connectable to other telecommunications networks, including other LANs or portions of the Internet or an intranet. The communications infrastructure 106 may be any telecommunications network that facilitates the exchange of data, such as those that operate according to the IEEE 802.3 (e.g., Ethernet) and/or the IEEE 802.11 (e.g., Wi-Fi) protocols, for example. In another embodiment, communications infrastructure 106 is any medium that allows data to be physically transferred through serial or parallel communication channels (e.g., copper, wire, optical fiber, computer bus, wireless communication channel, etc.). In an embodiment, communications infrastructure 106 comprises at least in part a process control network.

[0018] Still referring to FIG. 1, the fluid processing system 108 is adapted for changing or refining raw materials to create end products. It will be apparent to one skilled in the art that aspects of the present invention are capable of optimizing processes and processing systems other than fluid processing system 108 and that system 108 is presented for illustration purposes only. Additional exemplary processes include, but are not limited to, those in the chemical, oil and gas, food and beverage, pharmaceutical, water treatment, and power industries. For example, processes may include conveyors, power distribution systems, and/or processes or operations that cannot be interrupted. In an embodiment, process controllers 110 provide an interface or gateway between components of fluid processing system 108 (e.g., valves 114, sensors 116, pump 118) and other components of system 100 (e.g., configuration device 102, supervisory device 104). In another embodiment, components of fluid processing system 108 communicate directly with configuration device 102 and supervisory device 104 via communications infrastructure 106. In yet another embodiment, process controllers 110 transmit data to and receive data from configuration device 102, supervisory device 104, valves 114, sensors 116, and/or pump 118 for controlling and/or monitoring various aspects of fluid processing system 108.

[0019] The process controllers 110 of FIG. 1 are adapted to control and/or monitor aspects of fluid processing system 108. In an embodiment, process controllers 110 are programmable logic controllers (PLC) that control and collect data from aspects of fluid processing system 108.

[0020] FIG. 2 illustrates an exemplary configuration-controller architecture of configuration device 102 and one of process controllers 110. In this embodiment, configuration device 102 includes a processor 202, a memory 204, and an input/output (I/O) interface 206 that is adapted to interface with communications infrastructure 106. The memory 204 includes a development environment 208, which further includes an application object 210, shown as application object 210-A. The process controller 110 in this embodiment also includes a processor 214, a memory 216, and an I/O interface 218 that is adapted to interface with communications infrastructure 106. The memory 216 includes a runtime environment 220, which further includes application object 210, shown as application object 210-B, and a deploy state monitor 212.

[0021] Referring further to FIG. 2, processor 202, memory 204, and I/O interface 206 are communicatively connected and/or electrically connected to each other. The I/O interface 206 is communicatively and/or electrically connected to communications infrastructure 106. The processor 202 is adapted to execute processor-executable instructions stored in memory 204 for implementing the development environment 208 and/or the application object 210. Similarly, process controller 214, memory 216, and I/O interface 218 are communicatively connected and/or electrically connected to each other. The I/O interface 218 is communicatively and/or electrically connected to communications infrastructure 106. The processor 214 is adapted to execute processor-executable instructions stored in memory 216 for implementing the runtime environment 220, application object 210, and/or the deploy state monitor 212.

[0022] The I/O interfaces 206, 218 of FIG. 2 are each adapted to provide a data connection between communications infrastructure 106 and either configuration device 102 or process controller 110, respectively. In an embodiment of the invention, I/O interfaces 206, 218 are network interface cards (NIC) or modems. In another embodiment, I/O interfaces 206, 218 are each adapted to provide a data connection between a user input device and either configuration device 102 or process controller 110, respectively. Exemplary user input devices include, but are not limited to, a keyboard, a mouse, and a touchscreen. The I/O interfaces 206, 218 of FIG. 2 are each, for example, an integrated circuit that allows data to be physically transferred through serial or parallel communication channels.

[0023] The development environment 208 of FIG. 2, also referred to as a configuration environment, is adapted to enable design, development, and deployment of applications
(e.g., application object 210) that are executed by process controllers 110 to control aspects of fluid processing system 108. In an embodiment, development environment 208 is an integrated development environment (IDE). In another embodiment, aspects of development environment 208 download firmware, configuration properties, and applications (i.e., programs) to process controllers 110. Aspects of development environment 208 may also read and/or write runtime values associated with runtime environment 220 on process controllers 110 for online debugging. In accordance with additional embodiments of the invention, development environment 208 may also interact with logic associated with deploy state monitor 212 during a deploy operation to control and/or monitor a state of application object 210.

[0024] The application object 210 is adapted to represent a physical or virtual control system element, hardware component, and/or other control structure. In an embodiment, application object 210 is software code (e.g., processor-executable instructions) and/or a data container that represents a certain component (e.g., one of tanks 112, valves 114, sensors 116, and/or pumps 118) of fluid processing system 108. For example, application object 210 may represent inputs, outputs, structural attributes, and/or functional attributes of a physical component of fluid processing system 108. In certain embodiments described herein, application object 210-A refers to an application object embodied in development environment 208 and application object 210-B refers to an application object executing in runtime environment 220. In another embodiment according to aspects of the invention, application object 210-B includes code (e.g., processor-executable instructions) that can be used to transition itself into a safe state for a deploy and/or redeploy operation, such as IDLE, STOP, and the like. In yet another embodiment, application object 210-B can refuse a requested deploy operation or abort a current deploy operation based on monitored conditions. For example, if a deployment operation is staging while a tank (e.g., one of tanks 112) is about to overflow, the high level state can abort the deployment as further described herein. In further embodiments, application object 210-B utilizes timeouts, user intervention, deploy priority, scheduling, condition monitoring, and the like.

[0025] The deploy state monitor 212 is adapted to provide interaction between development environment 208 and runtime environment 220, without user intervention, to ensure that a component of fluid processing system 108 represented by application object 210 (and thus controlled and/or monitored by process controller 110) is in a safe state before deploying an update of application object 210 from development environment 208 to runtime environment 220. In an exemplary embodiment, deploy state monitor 212 manages the operational state of application object 210 during a deploy operation. As explained above, code and configuration data of application object 210-A is transmitted from development environment 208 to application object 210-B executing in runtime environment 220 during the deploy operation. In an embodiment, deploy state monitor 212 comprises a deploy function block with associated parameters executing in runtime environment 220 of process controller 110 as part of application object 210-B, as further described herein. In another embodiment, deploy state monitor 212 is adapted to provide seamless integration among aspects of configuration device 102, supervisory device 104, programmable logic controllers (PLC), distributed control systems (DCS), remote telemetry units (RTU), and embedded controllers. In yet another embodiment, deploy state monitor 212 provides interactions between development environment 208 and runtime environment 220 via a vendor application programming interface (API) associated with process controllers 110. In accordance with further aspects of the invention, deploy state monitor 212 is adapted to provide a safety mechanism by which incremental deploy operations that may interrupt process control operations are prevented.

[0026] FIG. 3 illustrates an exemplary function block diagram of deploy state monitor 212, namely, deploy function block 300. In an embodiment, the deploy function block 300 describes the function between input variables and output variables of deploy state monitor 212. The deploy function block 300 may be utilized to represent aspects of deploy state monitor 212 in development environment 208. For example, in an embodiment in which development environment 208 provides graphical representations of aspects of fluid processing system 108 via a graphical user interface (GUI), deploy function block 300 provides a graphical representation of deploy state monitor 212 via the GUI. In another embodiment, deploy function block 300 graphically represents deploy state monitor 212 via a GUI to enable graphical configuration of aspects of deploy state monitor 212. The deploy function block 300 may be available in a standard library associated with a graphical design environment, in accordance with aspects of the invention.

[0027] According to aspects of the invention, deploy function block 300 includes associated code (e.g., processor-executable instructions that comprise a program) that implements deploy state monitor 212. In an embodiment, the code includes a program definition that contains logic handling a deployment operation. Exemplary code is included in APPENDIX A. One having ordinary skill in the art will understand that deploy function block 300 is exemplary for graphical language design and deploy state monitor 212 may also be represented by corresponding structures in languages that utilize ladder logic, sequential function charts, structured text, instruction lists, and the like. In the embodiment illustrated by FIG. 3, deploy function block 300 includes a CMD parameter 302, a READY parameter 304, an ABORT parameter 306, a LOCK parameter 308, a REQ parameter 310, and a FORCE parameter 312.

[0028] The CMD parameter 302 is adapted to facilitate interaction among other parameters, a deploy process, and/or an HMI (e.g., supervisory device 104). In an embodiment, CMD parameter 302 is a 16-bit integer value monitored and set by a deploy process (e.g., deploy application object 210 from development environment 208 to runtime environment 220). In this embodiment, the low byte is used by the deploy process to request a deployment of a certain application object 210 with which deploy function block 300 is associated. Also in this embodiment, the high byte is used by the program that implements deploy state monitor 212 to return the state set by READY parameter 304, ABORT parameter 306, and LOCK parameter 308. In an embodiment in which a system platform supports 8-bit values, CMD parameter 302 may be split into two values (e.g., one read value, one write value). In an embodiment in which a system platform supports larger bit values (e.g., 32-bit, 64-bit, etc.) aspects of the present invention limit CMD parameter 302 to a 16-bit value for consistent operation over all platforms.
The READY parameter 304 is adapted to provide an indication that an application object executing in a runtime environment is ready for a deploy operation. In an embodiment, READY parameter 304 is a Boolean value set to an ON (e.g., TRUE) value when application object 210-B executing in runtime environment 220 is ready for a deploy operation to modify application object 210-B to reflect changes made to application object 210-A. The READY parameter 304 can be monitored for a specific application object 210 being deployed. In another embodiment, READY parameter 304 is set from within code (e.g., processor-executable instructions) of application object 210-B that notifies a deploy process of the state of application object 210-B via the high byte of CMD parameter 302.

The ABORT parameter 306 is adapted to provide a request to abort a deploy operation. In an embodiment, ABORT parameter 306 is a Boolean value. For example, in an embodiment in which a deploy operation to modify application object 210-B to reflect changes made to application object 210-A is in progress, ABORT parameter 306 set to ON will abort the deploy operation. In an embodiment, an interface pin connected to ABORT parameter 306 and REQ parameter 310 enables a deploy operation to be aborted at the object instance level. In this embodiment, REQ parameter 310 prompts a user (e.g., via a GUI) for input to either abort or proceed with the deployment. An object symbol representing application object 210 is altered to notify a user for input and the notification and the abort or ready response is provided on a faceplate of the object. In another embodiment, ABORT parameter 306 is set from within code (e.g., processor-executable instructions) of application object 210-B that notifies a deploy process of the state of application object 210-B via the high byte of CMD parameter 302.

The LOCK parameter 308 is adapted to prevent modification of application object 210-B (e.g., via a deploy operation) executing on processor controller 110. In an embodiment, LOCK parameter 308 is a Boolean value that prevents a deploy operation that could interrupt safe operation of application object 210 due to an extension of the execution time by process controller 110 during a download of a program embodying application object 210. For example, when process controller 110, which includes a certain application object 210-B for which a deploy operation is requested, is performing a time critical operation, LOCK parameter 308 set to ON will prevent modification of application object 210-B during the time critical operation. In an embodiment, LOCK parameter 308 is monitored for all application objects 210-B executing on process controller 110. In such an embodiment, even if the application object 210-B that is the subject of the deploy operation isn’t responsible for the time critical process, the deploy operation will still be prevented via LOCK parameter 308. One having ordinary skill in the art will thus understand that a deploy operation is prevented from modifying process controller 110 while any deploy function block 300 associated with an application object 210 on the controller has LOCK parameter 308 set on.

In another embodiment, LOCK parameter 308 is set from within code of application object 210 when the associated physical component is performing a time critical operation, such as monitoring for a momentary position feedback that may be missed during an extended scan cycle. In yet another embodiment, LOCK parameter 308 is set from within code (e.g., processor-executable instructions) of application object 210-B that notifies a deploy process of the state of application object 210-B via the high byte of CMD parameter 302.

The REQ parameter 310 of FIG. 3 is adapted to provide an indication that a deploy operation is initiated. In an embodiment, REQ parameter 308 is a Boolean value. In an exemplary embodiment, the low byte of CMD parameter 302 is set by a deploy operation to indicate that a deploy operation has been initiated. The deploy state monitor 212, executing on process controller 110 associated with the deploy operation, monitors CMD parameter 302 to set REQ parameter 310 to ON. In another embodiment, an instance of deploy function block 300 sets REQ parameter 310 output to TRUE (e.g., ON) to notify application object 210-B that a deployment has been requested. In this embodiment, application object 210-B is responsible for setting READY parameter 304 to ON (e.g., via processor-executable instructions) to indicate when application object 210-B is in a state ready for a deploy and/or redeploy operation.

The FORCE parameter 312 is adapted to provide an indication of a high-priority deploy operation. In an embodiment, FORCE parameter 312 is a Boolean value. In an exemplary embodiment, the low byte of CMD parameter 302 is set by a deploy operation to indicate that a high-priority (e.g., time critical, process critical, etc.) deploy operation has been initiated. The deploy state monitor 212, executing on process controller 110 associated with the deploy operation, monitors CMD parameter 302 to set FORCE parameter 312 to ON. In another embodiment, an instance of deploy function block 300 sets FORCE parameter 312 output to TRUE (e.g., ON) to notify application object 210-B that a forced deploy operation has been requested by the deploy process to change operational states with a greater sense of urgency. In this embodiment, application object 210-B is responsible for responding to this request by setting FORCE parameter 312 to ON (e.g., via processor-executable instructions) in a timely manner.

In an embodiment, a deploy process communicates with each deploy function block 300 instance being deployed to notify that a deploy operation has been initiated. This notification is sent to each deploy function block 300 instance via the low byte of the CMD parameter of each block 300. A deploy function block 300 instance sets its REQ parameter 310 to TRUE to notify the corresponding application object 210-B that a deployment has been requested. In a further embodiment, the deploy process monitors the values of the CMD parameter 302 of all deploy function block 300 instances during deploy to determine when the deploy operation can update the running program for each application object 210-B or if the deploy needs to abort due to operational conditions within the running program.

FIG. 4 illustrates an exemplary process including a deploy operation of updates to an application object 210 in which deploy state monitor 212 provides interaction between development environment 208 and runtime environment 220. In an embodiment, a user changes one or more aspects of application object 210-A (e.g., via a GUI function block diagram) in order to ultimately change those aspects in a corresponding component of a processing system (e.g., fluid processing system 208). The user then initiates an update in order to deploy the changes made on application object 210-A to application object 210-B executing in run-
time environment 220 on process controller 110. In an exemplary embodiment, an update is embodied as an extensible markup language (XML) file. At step 402, deploy state monitor 212 executing in development environment 208 sets a runtime value to notify application object 210-B executing in the runtime environment 220 that an update to the application object has been initiated. In an embodiment, step 402 is accomplished by REQ parameter 310, as further described herein.

[0037] Referring further to FIG. 4, application object 210-B monitors communications infrastructure 106 for the pending update and takes an action to prepare for the update (e.g., shut down process operation) at step 404. For example, application object 210-B executing on process controller 110-A of FIG. 1 may turn close valve 114-A and/or turn off pump 118. At step 406, application object 210-B indicates to deploy state monitor 212 whether it is ready to accept an update. For example, application object 210-B may indicate that it is currently executing a process and unable to accept an update, or that it is ready to accept an update but another application object executing in the runtime environment on the same process controller is executing a critical process and thus it is unable to accept an update. In an embodiment, step 406 is accomplished by READY parameter 304 and/or LOCK parameter 308 as further described herein. At step 408, deploy state monitor 212 presents a display of all impacted programs to identify conditions preventing the initiated update. For example, graphical function block diagrams in development environment 208 may graphically indicate to a user via a GUI that pump 118 is performing a process that is preventing the update. In another embodiment, development environment graphically presents a list of application objects 210 that are not ready for changes to be deployed.

[0038] At step 410, application object 210-B returns an indication to deploy state monitor 212 that it is ready to accept an update when, for example, the process component controlled by application object 210-B can handle an interruption during the update period without negatively impacting the processing system. In an embodiment, step 410 is accomplished by READY parameter 304 as further described herein. At step 412, deploy state monitor 212 proceeds with the initiated update when all impacted programs return a ready indication. For example, deploy state monitor 212 begins the update when all impacted application objects 210-B have their READY parameter 304 set to ON.

[0039] FIG. 5 illustrates an exemplary operation of aspects of the invention. In an embodiment, a user changes one or more aspects of application object 210-A (e.g., via a GUI function block diagram) in order to ultimately change those aspects in a corresponding component of a processing system (e.g., fluid processing system 108). The user then initiates an update in order to deploy the changes made on application object 210-A to application object 210-B executing in runtime environment 220 on process controller 110. In an embodiment, an update is embodied as an XML file. At step 502, the low byte of CMD parameter 302 of deploy state monitor 212 indicates to deploy state monitor 212 that a deployment operation has been initiated. At step 504, deploy state monitor 212 sets the value of REQ parameter 310 to ON to notify application object 210-B that a deployment has been requested. The application object 210-B then sets the value of READY parameter 304 to ON to notify deploy state monitor 212 that the update can proceed at step 506. Responsive to the ON parameter, the configuration environment 208 initiates deployment of the update to application object 210-B to the runtime environment 220 at step 508. In another embodiment, application object 210-B then sets the value of ABORT parameter 306 to ON at step 510 to notify deploy state monitor 212 that the update is to be aborted.

[0040] FIG. 6 illustrates another exemplary operation of aspects of the invention. In an embodiment, a user changes one or more aspects of application object 210-A (e.g., via a GUI function block diagram) in order to ultimately change those aspects in a corresponding component of a processing system (e.g., fluid processing system 108). The user then initiates an update in order to deploy the changes made on application object 210-A to application object 210-B executing in runtime environment 220 on process controller 110. In an embodiment, an update is embodied as an XML file. At step 602, development environment 208 interacts with logic of deploy state monitor 212 to notify deploy state monitor 212 that a deployment operation has been initiated via the low byte of CMD parameter 302 of deploy state monitor 212. At step 604, deploy state monitor 212 sets the value of REQ parameter 310 to ON to notify application object 210-B that a deployment has been requested. The application object 210-B then sets the value of LOCK parameter 308 to ON at step 606 to notify deploy state monitor 212 that the process controller 110 is performing a critical operation and the update cannot proceed at the current time. In an embodiment, the value of LOCK parameter 308 is set to ON after an analysis of relationships among application objects 210-B in the same runtime environment 220. At a future time, application object 210-13 sets the value of LOCK parameter 308 to OFF at step 608 to notify deploy state monitor 212 that the process controller 110 is no longer performing the critical operation. The application object 210-B then sets the value of READY parameter 304 to ON to notify deploy state monitor 212 that the update can proceed at step 610. The deploy state monitor 212 then initiates deployment of the update to application object 210-B at step 612.

[0041] FIG. 7 illustrates yet another exemplary operation of aspects of the invention. In an embodiment, a user changes one or more aspects of application object 210-A (e.g., via a GUI function block diagram) in order to ultimately change those aspects in a corresponding component of a processing system (e.g., fluid processing system 108). The user then initiates an update in order to deploy the changes made on application object 210-A to application object 210-B executing in runtime environment 220 on process controller 110. In an embodiment, an update is embodied as an XML file. At step 702, the deploy process notifies deploy state monitor 212 that a high priority deployment operation has been initiated via the low byte of CMD parameter 302 of deploy state monitor 212. At step 704, deploy state monitor 212 receives an indication of the deployment priority. In an embodiment, the deployment priority is indicated by a value ranging from 1 (e.g., update can occur at any time) to 100 (e.g., update is critical and must occur now), including a mid-range value 50 (e.g., let an operator make the choice of whether to update now). In another embodiment, the deployment priority includes a scheduled deployment based on deployment ready state. At step 706, deploy state monitor 212 sets the value of FORCE parameter 312 to ON to notify application object 210-B of the high priority deploy. The application object 210-B then sets the
value of READY parameter 304 to ON in a timely manner at step 708 to notify deploy state monitor 212 that the update can proceed. The deploy state monitor 212 then initiates deployment of the high priority update to application object 210-B at step 710.

[0042] FIG. 8 illustrates another exemplary operation of aspects of the invention. In an embodiment, a user changes one or more aspects of multiple application objects 210-A (e.g., via a GUI function block diagram) in order to ultimately change those aspects in a corresponding component of fluid processing system 108 (e.g., valves 114). The user then initiates an update in order to deploy the changes made on application objects 210-A to application objects 210-B executing in runtime environment 220 on a multiple process controllers 110. In an embodiment, an update is embodied as an XML file. At step 802, the application objects 210-B are notified of the requested deploy by deploy state monitor 212. At step 804, deploy state monitor 212 determines whether the portions of the processing system impacted by the update are able to accept the update at this time. For example, deployment can be prevented if a potential change impacts a running process on any process controller 110. In an embodiment, logic to detect abnormal controller and network behavior is automatically inserted into control code by deploy state monitor 212 to safeguard equipment and improve overall system reliability. When deploy state monitor 212 determines the impacted portions cannot accept the update, the process stays at step 804. When deploy state monitor 212 determines the impacted portions can accept the update, it deploys the update to all impacted process controllers 110 simultaneously at step 806. In an embodiment, the update is deployed while fluid processing system 108 is online. The deploy state monitor 212 then deploys the update to supervisory device 104 (e.g., HMI) at step 808 once process controllers 110 have been updated.

[0043] Aspects of the invention can integrate Internet of Things (IoT) devices and PLC co-processor modules using a Linux Runtime Engine. Aspects of the invention can also import computer-aided drawings (CAD), I/O spreadsheets, equipment databases, and the like via a comma-separated values (CSV) import utility. Additionally, aspects of the invention can be extended with XML importing and exporting for advanced two-way configuration. Further aspects of the invention can be integrated via XML with other applications (e.g., Wonderware Intelligence available from Schneider Electric) to realize the full potential of a standardized system. Moreover, aspects of the invention can create batch phases (e.g., Wonderware InBatch available from Schneider Electric). Aspects of the invention also provide multi-user and version management capabilities.

[0044] Embodiments of the present invention may comprise a special purpose computer including a variety of computer hardware, as described in greater detail below.

[0045] Embodiments within the scope of the present invention also include computer-readable media for carrying or having computer-executable instructions or data structures stored thereon. Such computer-readable media can be any available media that can be accessed by a special purpose computer. By way of example, and not limitation, such computer-readable media can comprise RAM, ROM, EEPROM, CD-ROM or other optical disk storage, magnetic disk storage, or other magnetic storage devices, or any other medium that can be used to carry or store desired program code means in the form of computer-executable instructions or data structures and that can be accessed by a general purpose or special purpose computer. When information is transferred or provided over a network or another communications connection (either hardwired, wireless, or a combination of hardwired or wireless) to a computer, the computer properly views the connection as a computer-readable medium. Thus, any such connection is properly termed a computer-readable medium. Combinations of the above should also be included within the scope of computer-readable media. Computer-executable instructions comprise, for example, instructions and data which cause a general purpose computer, special purpose computer, or special purpose processing device to perform a certain function or group of functions.

[0046] The following discussion is intended to provide a brief, general description of a suitable computing environment in which aspects of the invention may be implemented. Although not required, aspects of the invention will be described in the general context of computer-executable instructions, such as program modules, being executed by computers in network environments. Generally, program modules include routines, programs, objects, components, data structures, etc. that perform particular tasks or implement particular abstract data types. Computer-executable instructions, associated data structures, and program modules represent examples of the program code means for executing steps of the methods disclosed herein. The particular sequence of such executable instructions or associated data structures represent examples of corresponding acts for implementing the functions described in such steps.

[0047] Those skilled in the art will appreciate that aspects of the invention may be practiced in network computing environments with many types of computer system configurations, including personal computers, hand-held devices, multi-processor systems, microprocessor-based or programmable consumer electronics, network PCs, minicomputers, mainframe computers, and the like. Aspects of the invention may also be practiced in distributed computing environments where tasks are performed by local and remote processing devices that are linked (either by hardwired links, wireless links, or by a combination of hardwired or wireless links) through a communications network. In a distributed computing environment, program modules may be located in both local and remote memory storage devices.

[0048] An exemplary system for implementing aspects of the invention includes a special purpose computing device in the form of a conventional computer, including a processing unit, a system memory, and a system bus that couples various system components including the system memory to the processing unit. The system bus may be any of several types of bus structures including a memory bus or memory controller, a peripheral bus, and a local bus using any of a variety of bus architectures. The system memory includes read only memory (ROM) and random access memory (RAM). A basic input/output system (BIOS), containing the basic routines that help transfer information between elements within the computer, such as during start-up, may be stored in ROM. Further, the computer may include any device (e.g., computer, laptop, tablet, PDA, cell phone, mobile phone, a smart television, and the like) that is capable of receiving or transmitting an IP address wirelessly to or from the internet.

[0049] The computer may also include a magnetic hard disk drive for reading from and writing to a magnetic hard
disk, a magnetic disk drive for reading from or writing to a removable magnetic disk, and an optical disk drive for reading from or writing to removable optical disk such as a CD-ROM or other optical media. The magnetic hard disk drive, magnetic disk drive, and optical disk drive are connected to the system bus by a hard disk drive interface, a magnetic disk drive-interface, and an optical drive interface, respectively. The drives and their associated computer-readable media provide nonvolatile storage of computer-executable instructions, data structures, program modules, and other data for the computer. Although the exemplary environment described herein employs a magnetic hard disk, a removable magnetic disk, and a removable optical disk, other types of computer readable media for storing data can be used, including magnetic cassettes, flash memory cards, digital video disks, Bernoulli cartridges, RAMs, ROMs, solid state drives (SSDs), and the like.

[0050] The computer typically includes a variety of computer readable media. Computer readable media can be any available media that can be accessed by the computer and includes both volatile and nonvolatile media, removable and non-removable media. By way of example, and not limitation, computer readable media may comprise computer storage media and communication media. Computer storage media include both volatile and nonvolatile, removable and non-removable media implemented in any method or technology for storage of information such as computer readable instructions, data structures, program modules or other data. Computer storage media are non-transitory and include, but are not limited to, RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile disks (DVD) or other optical disk storage, SSDs, magnetic cassettes, magnetic tape, magnetic disk storage or other magnetic storage devices, or any other medium which can be used to store the desired non-transitory information, which can be accessed by the computer. Alternatively, communication media typically embody computer readable instructions, data structures, program modules or other data in a modulated data signal such as a carrier wave or other transport mechanism and includes any information delivery media.

[0051] Program code means comprising one or more program modules may be stored on the hard disk, magnetic disk, optical disk, ROM, and/or RAM, including an operating system, one or more application programs, other program modules, and program data. A user may enter commands and information into the computer through a keyboard, pointing device, or other input device, such as a microphone, joy stick, game pad, satellite dish, scanner, or the like. These and other input devices are often connected to the processing unit through a serial port interface coupled to the system bus. Alternatively, the input devices may be connected by other interfaces, such as a parallel port, a game port, or a universal serial bus (USB). A monitor or another display device is also connected to the system bus via an interface, such as video adapter 48. In addition to the monitor, personal computers typically include other peripheral output devices (not shown), such as speakers and printers.

[0052] One or more aspects of the invention may be embodied in computer-executable instructions (i.e., software), routines, or functions stored in system memory or non-volatile memory as application programs, program modules, and/or program data. The software may alternatively be stored remotely, such as on a remote computer with remote application programs. Generally, program modules include routines, programs, objects, components, data structures, etc. that perform particular tasks or implement particular abstract data types when executed by a processor in a computer or other device. The computer executable instructions may be stored on one or more tangible, non-transitory computer readable media (e.g., hard disk, optical disk, removable storage media, solid state memory, RAM, etc.) and executed by one or more processors or other devices. As will be appreciated by one of skill in the art, the functionality of the program modules may be combined or distributed as desired in various embodiments. In addition, the functionality may be embodied in whole or in part in firmware or hardware equivalents such as integrated circuits, application specific integrated circuits, field programmable gate arrays (FPGA), and the like.

[0053] The computer may operate in a networked environment using logical connections to one or more remote computers. The remote computers may each be another personal computer, a tablet, a PDA, a server, a router, a network PC, a peer device, or other common network node, and typically include many or all of the elements described above relative to the computer. The logical connections include a local area network (LAN) and a wide area network (WAN) that are presented here by way of example and not limitation. Such networking environments are commonplace in office-wide or enterprise-wide computer networks, intranets and the Internet.

[0054] When used in a LAN networking environment, the computer is connected to the local network through a network interface or adapter. When used in a WAN networking environment, the computer may include a modem, a wireless link, or other means for establishing communications over the wide area network, such as the Internet. The modem, which may be internal or external, is connected to the system bus via the serial port interface. In a networked environment, program modules depicted relative to the computer, or portions thereof, may be stored in the remote memory storage device. It will be appreciated that the network connections shown as exemplary and other means of establishing communications over wide area network may be used.

[0055] Preferably, computer-executable instructions are stored in a memory, such as the hard disk drive, and executed by the computer. Advantageously, the computer processor has the capability to perform all operations (e.g., execute computer-executable instructions) in real-time.

[0056] The order of execution or performance of the operations in embodiments of the invention illustrated and described herein is not essential, unless otherwise specified. That is, the operations may be performed in any order, unless otherwise specified, and embodiments of the invention may include additional or fewer operations than those disclosed herein. For example, it is contemplated that executing or performing a particular operation before, contemporaneously with, or after another operation is within the scope of aspects of the invention.

[0057] Embodiments of the invention may be implemented with computer-executable instructions. The computer-executable instructions may be organized into one or more computer-executable components or modules. Aspects of the invention may be implemented with any number and organization of such components or modules. For example, aspects of the invention are not limited to the specific
APPENDIX A

```java
#output add
//
// Promethyes Deploy State Monitor
//
// The deploy state monitor provides interaction with the deploy
// application to prevent updates that may impact the object
// during runtime execution. The DEPLOY_REQ output is set ON when a
// deploy is initiated by the deploy application that impacts
// the object containing this Function Block. The PRIORITY provides an
// integer value that can be set by the deploy application.
// to indicate the priority of the deploy. The value 1 (default) is the
// lowest priority up to 999.
//
// The low word of CMD is set by the deploy application and represents
// the deploy priority.
// The high word of CMD is set by this function by setting READY,
// PREVENT or REFECT to true (ON).
//
// The Deploy CMD is known to the deploy application by the CMD
// Interface Global Property: Type = DeployStateMonitor.
//
// Application:
// Set "OK" to notify the deploy application when the object is ready
// for update
// Set "TagOut" to notify the deploy application that a deploy is not
// permissible as it may disrupt the operation of the object.
// Set "Cancel" to notify the deploy application that the object will
// not be ready for deploy (typically an operator response).
//
// NOTE: An object setting the TagOut state will be notified of deploy
// requests even when the object is not in the deploy set. The
// only needs to remove the TagOut state to enable deploy to proceed (i.e.
// it does not need to indicate OK if it is not
// in the deploy set).
//
#ifndef me.EN.Connected
if (me.EN ) {
  #endif
    me.cmd._read = me.CMD &
0x00ff;
    // Mask the command component of the incoming command
    me.cmd._write = 0;
    // Initialize the write integer
    me.Update =
    (me.cmd._read > 0);
    // Set the deploy output true if the deploy command is being
    set by the deploy application
    me.Priority = me.cmd._read;
    // Transfer the incoming command integer to the priority output
    for external reference
      if (me.TagOut)
        { me.cmd._write = 90;
        // Notify the deploy application to disable all deploy even when this
        object is not within the deploy set
        }
      else if (me.Cancel)
        { me.cmd._write = 50;
        // Operator has requested via the object to notify the deploy application that the system is not available for deploy
        }
      else if (me.OK)
        { me.cmd._write = 60;
        // Object is ready to accept a deploy update
        me.CMD = me.cmd._read |
        (me.cmd._write << 16);
        // Write the response back to the deploy application
        via the high word of the command integer
        me.OK = false;
        me.Cancel = false;
        me.TagOut = false;
        mif me.EN.Connected
        }
        #endif
        #ifdef me.EN.Connected
        mif me.EN.Connected
        mif me.EN.Connected
        mif me.EN.Connected
        me.ENO = me.EN;
        melse
        me.ENO = true;
        #endif
        #endif
```
response to the request parameter to indicate the operational state of the instance of the application object executing in the runtime environment is ready for the deployment.

4. The system of claim 2, wherein the interaction further comprises the instance of the application object executing in the runtime environment setting an abort parameter in response to the request parameter to cause the deployment to be aborted.

5. The system of claim 2, wherein the interaction further comprises the instance of the application object executing in the runtime environment setting a lock parameter in response to the request parameter to prevent modification of the instance of the application object executing in the runtime environment.

6. The system of claim 1, wherein the interaction comprises the deploy state monitor setting a force parameter to indicate the deployment has a high priority.

7. The system of claim 1, wherein the control device controls a device of a continuous process during deployment of the update.

8. The system of claim 1, wherein the application object executing in the runtime environment transitions a device of a continuous process into an idle state in response to the interaction.

9. A method of deploying an update of an application object during a runtime operation, comprising:
    executing a deploy state monitor within a runtime environment via processor-executable instructions stored on a computer-readable storage medium of a control device, wherein the control device is coupled to a computing device by a communications medium, and wherein the computing device is configured to provide a development environment associated with the runtime environment via processor-executable instructions stored on a computer-readable storage medium of the computing device;
    providing an instance of an application object within the development environment via the processor-executable instructions;
    initiating a deployment of an update of the application object within the development environment to an instance of the application object executing in the runtime environment;
    interacting, by the deploy state monitor, with the instance of the application object executing in the development environment to monitor a transition of the control device to a safe state for the deployment; and
    deploying the update in the runtime environment via the communications medium responsive to the interacting.

10. The method of claim 9, wherein the interacting includes setting, by the deploy state monitor, a request parameter to indicate initiation of the deployment.

11. The method of claim 10, wherein the interacting further includes setting a ready parameter by the instance of the application object executing in the runtime environment in response to the request parameter to indicate the operational state of the instance of the application object executing in the runtime environment is ready for the deployment.

12. The method of claim 10, wherein the interacting further includes setting an abort parameter by the instance of the application object executing in the runtime environment in response to the request parameter to cause the deployment to be aborted.

13. The method of claim 10, wherein the interacting further includes setting a lock parameter by the instance of the application object executing in the runtime environment in response to the request parameter to prevent modification of the instance of the application object executing in the runtime environment.

14. The method of claim 9, wherein the interacting includes setting, by the deploy state monitor, a force parameter to indicate the deployment has a high priority.

15. The method of claim 9, further comprising controlling, by the control device, a device within a continuous process during the deploying step.

16. The method of claim 9, further comprising transitioning, by the control device, a device within a continuous process into an idle state in response to the interacting step.

17. A system, comprising:
    a controller coupled to an industrial process, wherein the controller includes a processor executing processor-executable instructions to provide a runtime execution environment;
    a computing device coupled to the controller by a communications network, wherein the computing device includes a processor executing processor-executable instructions to provide a development environment associated with the runtime environment;
    wherein processor-executable instructions comprising a deploy state monitor executing within the runtime execution environment are configured to interact with processor-executable instructions comprising an application object executing within the development environment to monitor transitions of an operational state of the application object executing in the runtime execution environment; and
    wherein the processor-executable instructions comprising the deploy state monitor are configured to initiate deployment of an update of the application object from the development environment to the runtime execution environment after the operational state of the application object executing in the runtime execution environment transitions to a safe state.

18. The system of claim 17, wherein the controller is configured to control one or more devices comprising the industrial process by executing the application object within the runtime execution environment.

19. The system of claim 17, wherein the deploy state monitor is configured to interact with the application through one or more parameters implemented by processor-executable instructions.

20. The system of claim 17, wherein the deploy state monitor is configured to interact with the application through an application programming interface associated with the controller.