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TOUCH AND SOCIAL CUES AS INPUTS INTO A COMPUTER

BACKGROUND

[0001] The concept of mixed reality includes the concept of augmented

reality. Augmented reality relates to providing an augmented real-world

environment where the perception of a real-world environment (or data

representing a real-world environment) is augmented or modified with computer-

generated virtual data. For example, data representing a real-world environment

may be captured in real-time using sensory input devices such as a camera or

microphone and augmented with computer-generated virtual data including virtual

images and virtual sounds. The virtual data may also include information related

to the real-world environment such as a text description associated with a real-

world object in the real-world environment.

[0002] Some mixed reality environments enable the perception of real-time

interaction between real objects (i.e., objects existing in a particular real-world

environment) and virtual objects (i.e., objects that do not exist in the particular

real-world environment). In order to realistically integrate the virtual objects into a

mixed reality environment, a mixed reality system typically performs several steps

including mapping and localization. Mapping relates to the process of generating a

map of the real-world environment. Localization relates to the process of locating

a particular point of view or pose relative to the map of the real-world environment.

A fundamental requirement of many mixed reality systems is the ability to localize

the pose of a mobile device moving within a real-world environment in real-time in

order to determine the particular view associated with the mobile device that

needs to be augmented.

SUMMARY

[0003] Technology is described for automatically displaying virtual objects

within a mixed reality environment. In some embodiments, a see-through head-

mounted display device (HMD) identifies a real object (e.g., a person or book)

within a field of view of the HMD, detects one or more interactions associated with

real object, and automatically displays virtual objects associated with the real

object if the one or more interactions involve touching or satisfy one or more social

rules stored in a social rules database. The one or more social rules may be used

to infer a particular social relationship by considering the distance to another

person, the type of environment (e.g., at home or work), and particular physical



interactions (e.g., handshakes or hugs). The virtual objects displayed on the HMD

may depend on the particular social relationship inferred (e.g., a friend or

acquaintance).

[0004] One embodiment includes receiving one or more images associated

with a field of view of the mobile device, identifying a particular object located

within the field of view, and detecting one or more interactions between a person

associated with the mobile device and the particular object. The method further

includes determining whether the one or more interactions satisfy at least one

social rule of one or more social rules stored in a social rules database, acquiring

virtual data associated with the particular object based on the at least one social

rule, and displaying the virtual data on the mobile device.

[0005] This Summary is provided to introduce a selection of concepts in a

simplified form that are further described below in the Detailed Description. This

Summary is not intended to identify key features or essential features of the

claimed subject matter, nor is it intended to be used as an aid in determining the

scope of the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] Figure 1 is a block diagram of one embodiment of a networked

computing environment in which the disclosed technology may be practiced.

[0007] Figure 2 depicts one embodiment of a portion of an HMD.

[0008] Figure 3A depicts one embodiment of a field of view as seen by an

end user wearing an HMD.

[0009] Figure 3B depicts one embodiment of a field of view as seen by an

end user wearing an HMD.

[0010] Figure 3C depicts one embodiment of a field of view as seen by an

end user wearing an HMD.

[001 1] Figure 3D depicts one embodiment of a mixed reality environment.

[0012] Figure 3E depicts one embodiment of a mixed reality environment.

[0013] Figure 4 illustrates one embodiment of a computing system including

a capture device and computing environment.

[0014] Figure 5A is a flowchart describing one embodiment of a process for

automatically generating and sharing virtual objects.

[0015] Figure 5B is a flowchart describing one embodiment of a process for

automatically generating virtual objects.



[0016] Figure 5C is a flowchart describing one embodiment of a process for

automatically receiving virtual objects from a first computing device.

[0017] Figure 5D is a flowchart describing one embodiment of a process for

automatically transmitting virtual objects to a first computing device.

[0018] Figure 5E depicts one embodiment of table for associating virtual

objects with one or more privacy settings.

[0019] Figure 5F depicts one embodiment of a table for associating

computing devices detected within a first proximity with one or more privacy

settings.

[0020] Figure 6 is a flowchart describing one embodiment of a process for

automatically determining one or more privacy settings associated with a

computing device.

[0021] Figure 7 is a flowchart describing one embodiment of a process for

outputting additional information associated with a particular virtual object upon

detection of an interaction with the particular virtual object.

[0022] Figure 8 is a block diagram of an embodiment of a gaming and media

system.

[0023] Figure 9 is a block diagram of one embodiment of a mobile device.

[0024] Figure 10 is a block diagram of an embodiment of a computing system

environment.

DETAILED DESCRIPTION

[0025] Technology is described for automatically displaying virtual objects

within a mixed reality environment. In some embodiments, a see-through head-

mounted display device (HMD) identifies a real object (e.g., a person or book)

within a field of view of the HMD, detects one or more interactions associated with

real object, and automatically displays virtual objects associated with the real

object if the one or more interactions involve touching or satisfy one or more social

rules stored in a social rules database. The one or more social rules may be used

to infer a particular social relationship by considering the distance to another

person, the type of environment (e.g., at home or work), and particular physical

interactions (e.g., handshakes or hugs). The virtual objects displayed on the HMD

may depend on the particular social relationship inferred (e.g., a friend or

acquaintance).



[0026] With the advent and proliferation of continuously-enabled and

network-connected mobile devices for use with mixed reality environments, such

as head-mounted display devices (HMDs), the amount of additional information

available to an end user of such mobile devices at any given time is immense. For

example, every real object identified by an HMD, such as a person or book, may

be associated with additional information regarding the real object (i.e., meta

data). The additional information associated with an identified real object may be

obtained from the real object itself, a local database, or from external sources

(e.g., an information database accessible via the Internet). The additional

information associated with an identified real object may be displayed on an HMD

as a text description. Furthermore, the additional information available to an end

user may comprise one or more virtual objects (i.e., objects that do not exist in a

particular real-world environment). Information associated with the one or more

virtual objects may be generated locally by the HMD or received from an external

computing device (e.g., another HMD).

[0027] One issue with the use of such mixed reality mobile devices is the

potential for an end user to be overwhelmed with additional visual and/or audio

information. For example, an end user of a continuously-enabled HMD may have

his or her vision polluted by an overwhelming number of virtual objects.

Furthermore, manually configuring the privacy settings or viewing permissions

associated with a large number of virtual objects may be a tedious and frustrating

task for the end user. Thus, the ability to automatically control and manage the

amount of additional information presented to an end user of such mixed reality

mobile devices without overwhelming the end user is an important objective to

achieve.

[0028] The control and management of virtual objects may be automated by

monitoring the natural behavior of an end user of a mixed reality mobile device

and detecting particular social interactions occurring between the end user and

real-world objects such as physical human-to-human social interactions. The

automated control and management of virtual objects may include automatically

displaying virtual objects and/or automatically sharing virtual objects between

different mixed reality environments.



[0029] With respect to automatically displaying virtual objects, an end user of

a mixed reality mobile device may wish to automatically view additional

information regarding a real object whenever the end user interacts with the real

object in a particular way. The mixed reality mobile device may monitor

interactions with the real object and may automatically display additional

information if the interactions involve touching of the real object and/or satisfy one

or more social rules that imply a particular social relationship with the real object.

The way in which the end user touches the real object and the context in which

the touching of the real object takes place may also be considered when

determining whether additional information is automatically displayed. For

example, additional information regarding a particular book may be automatically

displayed on an end user's HMD if the end user touches and opens the particular

book inside a bookstore, but not if the end user touches or opens the particular

book while inside a home environment.

[0030] With respect to automatically sharing virtual objects, an end user of a

mixed reality mobile device may wish to automatically share portions of their

mixed reality environment with another (e.g., by transferring a subset of their

virtual objects to the other's HMD) and/or to automatically view portions of the

other's mixed reality environment being displayed on the other's HMD (e.g., by

receiving a subset of the virtual objects being projected on the other's HMD). The

process of combining or layering different mixed reality environments may be

automated by inferring particular relationships between the end users of different

mobile devices. For example, a prolonged hug in a home environment between

two end users infers a closer personal relationship than a quick handshake in a

work environment. In the home environment case, sharing virtual objects that are

classified as available for friends to view may be appropriate. The creator of a

virtual object (e.g., a person wearing an HMD associated with the generation of

the virtual object) may set privacy settings or viewing permissions associated with

the virtual object. The consumer of the virtual object (i.e., a second person

wearing a second HMD receiving information associated with the virtual object)

may filter or restrict the display of the virtual object if the computing device from

which the virtual object is generated does not meet certain criteria (e.g., is

associated with an HMD that is not classified as belonging to a "friend").



[0031] Figure 1 is a block diagram of one embodiment of a networked

computing environment 100 in which the disclosed technology may be practiced.

Networked computing environment 100 includes a plurality of computing devices

interconnected through one or more networks 180. The one or more networks 180

allow a particular computing device to connect to and communicate with another

computing device. The depicted computing devices include mobile device 140,

mobile devices 110 and 120, laptop computer 130, and application server 150. In

some embodiments, the plurality of computing devices may include other

computing devices not shown. In some embodiments, the plurality of computing

devices may include more than or less than the number of computing devices

shown in Figure 1. The one or more networks 180 may include a secure network

such as an enterprise private network, an unsecure network such as a wireless

open network, a local area network (LAN), a wide area network (WAN), and the

Internet. Each network of the one or more networks 180 may include hubs,

bridges, routers, switches, and wired transmission media such as a wired network

or direct-wired connection.

[0032] A server, such as application server 150, may allow a client to

download information (e.g., text, audio, image, and video files) from the server or

to perform a search query related to particular information stored on the server. In

general, a "server" may include a hardware device that acts as the host in a client-

server relationship or a software process that shares a resource with or performs

work for one or more clients. Communication between computing devices in a

client-server relationship may be initiated by a client sending a request to the

server asking for access to a particular resource or for particular work to be

performed. The server may subsequently perform the actions requested and send

a response back to the client.

[0033] One embodiment of mobile device 140 includes a network interface

145, processor 146, memory 147, camera 148, sensors 149, and display 150, all

in communication with each other. Network interface 145 allows mobile device

140 to connect to one or more networks 180. Network interface 145 may include a

wireless network interface, a modem, and/or a wired network interface. Processor

146 allows mobile device 140 to execute computer readable instructions stored in

memory 147 in order to perform processes discussed herein. Camera 148 may

capture digital images and/or videos. Sensors 149 may generate motion and/or



orientation information associated with mobile device 140. Sensors 149 may

comprise an inertial measurement unit (IMU). Display 150 may display digital

images and/or videos. Display 150 may comprise a see-through display.

[0034] Networked computing environment 100 may provide a cloud

computing environment for one or more computing devices. Cloud computing

refers to Internet-based computing, wherein shared resources, software, and/or

information are provided to one or more computing devices on-demand via the

Internet (or other global network). The term "cloud" is used as a metaphor for the

Internet, based on the cloud drawings used in computer network diagrams to

depict the Internet as an abstraction of the underlying infrastructure it represents.

[0035] In one example, mobile device 140 comprises an HMD that provides a

mixed reality environment for an end user of the HMD. The HMD may comprise a

video see-through and/or an optical see-through system. An optical see-through

HMD worn by an end user may allow actual direct viewing of a real-world

environment (e.g., via transparent lenses) and may, at the same time, project

images of a virtual object into the visual field of the end user thereby augmenting

the real-world environment perceived by the end user with the virtual object.

[0036] Utilizing the HMD, the end user may move around a real-world

environment (e.g., a living room) wearing the HMD and perceive views of the real-

world overlaid with images of virtual objects. The virtual objects may appear to

maintain coherent spatial relationship with the real-world environment (i.e., as the

end user turns their head or moves within the real-world environment, the images

displayed to the end user will change such that the virtual objects appear to exist

within the real-world environment as perceived by the end user). The virtual

objects may also appear fixed with respect to the end user's point of view (e.g., a

virtual menu that always appears in the top right corner of the end user's point of

view regardless of how the end user turns their head or moves within the real-

world environment). In one embodiment, environmental mapping of the real-world

environment is performed by application server 150 (i.e., on the server side) while

camera localization is performed on mobile device 140 (i.e., on the client side).

The virtual objects may include a text description associated with a real-world

object. The displayed text description may be automatically generated in response

to the detection of one or more interactions with the real-world object that involves



touching or causes one or more social rules stored in a social rules database to

be satisfied.

[0037] In one example, live video images captured using a video camera on

a mobile device, such as mobile device 140, may be augmented with computer-

generated images of a virtual object such as a virtual monster. The resulting

augmented video images may then be displayed on a display of the mobile device

in real-time such that an end user of the mobile device sees the virtual monster

interacting with the real-world environment captured by the mobile device. The

virtual monster may be associated with a particular privacy setting (e.g., a privacy

setting associated with a friend) that allows any external computing device within

a particular proximity (e.g., within 10 meters) to also view the virtual monster.

[0038] In some embodiments, a mobile device, such as mobile device 140,

may be in communication with a server in the cloud, such as application server

150, and may provide to the server location information (e.g., the location of the

mobile device via GPS coordinates) and/or image information (e.g., information

regarding objects detected within a field of view of the mobile device) associated

with the mobile device. In response, the server may transmit to the mobile device

one or more virtual objects based upon the location information and/or image

information provided to the server. Further, the one or more virtual objects

transmitted to the mobile device may depend on one or more privacy settings

associated with the mobile device (e.g., the mobile device may be associated with

a privacy setting that allows a general member of the public or a member of a

particular group to receive the one or more virtual objects). In one example, any

mobile device within a particular geographical location (e.g., within 10 meters of a

particular public monument), may receive from the server a virtual object

associated with the particular geographical location. If a particular mobile device

within the particular geographical location is further associated with a particular

privacy setting, then the server may customize the virtual object depending on the

particular privacy setting. The level of detail associated with the virtual object (e.g.,

the resolution of the virtual objection) may also be a function of the particular

privacy setting.

[0039] Figure 2 depicts one embodiment of a portion of an HMD, such as

mobile device 140 in Figure 1. Only the right side of a head-mounted device is

depicted. HMD 200 includes right temple 202, nose bridge 204, eye glass 216,



and eye glass frame 214. Built into nose bridge 204 is a microphone 2 10 for

recording sounds and transmitting the audio recording to processing unit 236. A

front facing camera 213 is embedded inside right temple 202 for recording digital

images and/or videos and transmitting the visual recordings to processing unit

236. Front facing camera 213 may capture color information, IR information,

and/or depth information. Microphone 2 10 and front facing camera 213 are in

communication with processing unit 236.

[0040] Also embedded inside right temple 202 are ear phones 230, motion

and orientation sensor 238, GPS receiver 232, power supply 239, and wireless

interface 237, all in communication with processing unit 236. Motion and

orientation sensor 238 may include a three axis magnetometer, a three axis gyro,

and/or a three axis accelerometer. In one embodiment, the motion and orientation

sensor 238 may comprise an inertial measurement unit (IMU). The GPS receiver

may determine a GPS location associated with HMD 200. Processing unit 236

may include one or more processors and a memory for storing computer readable

instructions to be executed on the one or more processors. The memory may also

store other types of data to be executed on the one or more processors.

[0041] In one embodiment, eye glass 216 may comprise a see-through

display, whereby images generated by processing unit 236 may be projected

and/or displayed on the see-through display. The front facing camera 213 may be

calibrated such that the field of view captured by the front facing camera 213

corresponds with the field of view as seen by a user of HMD 200. The ear phones

230 may be used to output virtual sounds associated with the images of virtual

objects. In some embodiments, HMD 200 may include two or more front facing

cameras (e.g., one on each temple) in order to obtain depth from stereo

information associated with the field of view captured by the front facing cameras.

The two or more front facing cameras may also comprise 3-D, IR, and/or RGB

cameras. Depth information may also be acquired from a single camera utilizing

depth from motion techniques. For example, two images may be acquired from

the single camera associated with two different points in space at different points

in time. Parallax calculations may then be performed given position information

regarding the two different points in space.



[0042] Figure 3A depicts one embodiment of a field of view as seen by an

end user wearing an HMD such as mobile device 140 in Figure 1. As depicted, if

the end user's hand 75 touches book 74 and brings book 74 within a particular

distance of the HMD (e.g., 2 feet), then additional information associated with

book 74 is provided to the end user. In this case, the book 74 appears to be

highlighted with a green color signifying that book 74 has received good reviews.

The book reviews may be acquired from online sources such as the reviews

provided by online bookstores. Additional information associated with other books

in the background of the end user's field of view may not be provided to the end

user. In some embodiments, the end user's touching of book 74 only reveals a

first level of information, however, additional information may be provided to the

end user upon the issuance of one or more voice commands by the end user.

Moreover, a mixed reality system may learn over time that additional information

is commonly requested for particular types of books and may adapt the amount of

information provided to the end user upon the end user's touching of a particular

type of book.

[0043] Figure 3B depicts one embodiment of a field of view as seen by an

end user wearing an HMD such as mobile device 140 in Figure 1. As depicted, if a

particular person 76 is within a particular distance of the HMD (e.g., 3 feet) for

more than a particular period of time (e.g., 30 seconds), then additional

information associated with the particular person 76 is provided to the end user. In

this case, a highlight box 78 is framed around the face of the particular person 76

and a text description 79 associated with particular person 76 is displayed to the

end user. The text description 79 may include the name of the particular person

76, the last time a conversation with the particular person 76 took place, any

common friends or interests with the particular person 76, and project and/or work

status information associated with the particular person 76.

[0044] Figure 3C depicts one embodiment of a field of view as seen by an

end user wearing an HMD such as mobile device 140 in Figure 1. As depicted, the

end user may see within their field of view both real objects and virtual objects.

The real objects may include computing system 10 (e.g., comprising a portion of

an entertainment system). The virtual objects may include a virtual pet monster

17. As the virtual pet monster 17 is displayed or overlaid over the real-world

environment as perceived through the see-through lenses of the HMD, the end



user may perceive that the virtual pet monster 17 exists within the real-world

environment. The virtual pet monster 17 may be generated by the HMD or by

computing system 10, in which case virtual object information associated with the

virtual pet monster 17 may be received by the HMD and rendered locally prior to

display. In one embodiment, information associated with the virtual pet monster 17

is only provided once the HMD is within a particular distance (e.g., 20 feet) of the

computing system 10. In some embodiments, the virtual pet monster 17 may

comprise a form of advertising, whereby the virtual pet monster 17 is perceived to

exist near a storefront whenever an HMD is within a particular distance of the

storefront.

[0045] Figure 3D depicts one embodiment of a mixed reality environment.

The mixed reality environment includes a computing system 10 and mobile

devices 18 and 19. Each of the mobile devices 18 and 19may comprise an HMD

such as HMD 200 in Figure 2 . The computing system 10 may include a computing

environment 12, a capture device 20, and a display 14, all in communication with

each other. Computing environment 12 may include one or more processors.

Capture device 20 may include a color or depth sensing camera that may be used

to visually monitor one or more targets including humans and one or more other

real objects within a particular environment. In one example, capture device 20

may comprise an RGB or depth camera and computing environment 12 may

comprise a set-top box or gaming console. Computing system 10 may support

multiple mobile devices or clients.

[0046] As shown in Figure 3D, user 28 wears mobile device 18 and user 29

wears mobile device 19. The mobile devices 18 and 19 may receive virtual data

from computing system 10 such that a virtual object is perceived to exist within a

field of view as displayed through the respective mobile device. For example, as

seen by user 28 through mobile device 18 , the virtual object is displayed as the

back of virtual pet monster 17. As seen by user 29 through mobile device 19, the

virtual object is displayed as the front of virtual pet monster 17. The rendering of

virtual pet monster 17 may be performed by computing system 10 or by mobile

devices 18 and 19 . In one embodiment, computing system 10 renders images of

virtual pet monster 17 associated with a field of view of a particular mobile device

and transmits the rendered images to the particular mobile device if the particular

mobile device is with in a particular distance (e.g., 20 feet) of the computing



system 10. In another embodiment, virtual pet monster 17 is rendered on mobile

device 18, and is only transmitted to mobile device 19 if user 29 is within a

particular distance (e.g., 20 feet) of mobile device 18, the environment is a home

environment, and user 29 is identified as a friend.

[0047] Figure 3E depicts one embodiment of a mixed reality environment

utilizing the computing system 10 and mobile devices 18 and 19 depicted in

Figure 3D. The computing system 10 may track and analyze virtual objects within

a particular environment such as virtual ball 27 and virtual pet monster 17. The

computing system 10 may also track and analyze real objects within the particular

environment such as user 28 and user 29. The rendering of images associated

with virtual ball 27 may be performed by computing system 10 or by mobile

devices 18 and 19. In one embodiment, the virtual pet monster 17 is given a

privacy setting of publicly available to any computing device and virtual ball 27 is

given a privacy setting of available to only those computing devices associated

with the privacy setting "friends." In this case, virtual pet monster 17 may be

perceived by either user 28 or user 29, however, virtual ball 27 may only be

perceived by user 28 as only mobile device 18 is associated with the privacy

setting (or privacy label) "friends." In some embodiments, mobile device 18

generates virtual ball 27 and controls whether information associated with the

virtual ball 27 is automatically transmitted to mobile device 19.

[0048] In one embodiment, computing system 10 tracks the position of virtual

objects by taking into consideration the interaction between real and virtual

objects. For example, user 28 may move their arm such that user 28 perceives

hitting virtual ball 27. The computing system 10 may subsequently apply a virtual

force to virtual ball 27 such that both users 28 and 29 perceive that the virtual ball

has been hit by user 28. In one example, computing system 10 may register the

placement of virtual ball 27 within a 3-D map of the particular environment and

provide virtual data information to mobile devices 18 and 19 such that users 28

and 29 perceive the virtual ball 27 as existing within the particular environment

from their respective points of view. In another embodiment, a particular mobile

device may render virtual objects that are specific to the particular mobile device.

For example, if the virtual ball 27 is only rendered on mobile device 18 then the

virtual ball 27 would only be perceived as existing within the particular

environment by user 28. In some embodiments, the dynamics of virtual objects



may be performed on the particular mobile device and not on the computing

system.

[0049] In one embodiment, a virtual work space may be created by

automatically sharing working documents being viewed by a first co-worker on

their HMD with one or more other co-workers wearing HMDs within a

predetermined proximity of the first co-worker's HMD.

[0050] Figure 4 illustrates one embodiment of a computing system 50

including a capture device 58 and computing environment 54. Computing system

50 is one example of an implementation for mobile device 140 in Figure 1.

Computing system 50 may also comprise an example of an implementation for

computing system 10 in Figures 3C-3E. For example, computing environment 54

may correspond with computing environment 12 in Figures 3C-3E and capture

device 58 may correspond with capture device 20 in Figures 3C-3E.

[0051] In one embodiment, the capture device 58 may include one or more

image sensors for capturing images and videos. An image sensor may comprise a

CCD image sensor or a CMOS sensor. In some embodiments, capture device 58

may include an IR CMOS image sensor. The capture device 58 may also include

a depth camera (or depth sensing camera) configured to capture video with depth

information including a depth image that may include depth values via any

suitable technique including, for example, time-of-flight, structured light, stereo

image, or the like.

[0052] The capture device 58 may include an image camera component 32.

In one embodiment, the image camera component 32 may include a depth

camera that may capture a depth image of a scene. The depth image may include

a two-dimensional (2-D) pixel area of the captured scene where each pixel in the

2-D pixel area may represent a depth value such as a distance in, for example,

centimeters, millimeters, or the like of an object in the captured scene from the

camera.

[0053] The image camera component 32 may include an IR light component

34, a three-dimensional (3-D) camera 36, and an RGB camera 38 that may be

used to capture the depth image of a capture area. For example, in time-of-flight

analysis, the IR light component 34 of the capture device 58 may emit an infrared

light onto the capture area and may then use sensors to detect the backscattered

light from the surface of one or more objects in the capture area using, for



example, the 3-D camera 36 and/or the RGB camera 38. In some embodiments,

pulsed infrared light may be used such that the time between an outgoing light

pulse and a corresponding incoming light pulse may be measured and used to

determine a physical distance from the capture device 58 to a particular location

on the one or more objects in the capture area. Additionally, the phase of the

outgoing light wave may be compared to the phase of the incoming light wave to

determine a phase shift. The phase shift may then be used to determine a

physical distance from the capture device to a particular location associated with

the one or more objects.

[0054] In another example, the capture device 58 may use structured light to

capture depth information. In such an analysis, patterned light (i.e., light displayed

as a known pattern such as grid pattern or a stripe pattern) may be projected onto

the capture area via, for example, the IR light component 34. Upon striking the

surface of one or more objects (or targets) in the capture area, the pattern may

become deformed in response. Such a deformation of the pattern may be

captured by, for example, the 3-D camera 36 and/or the RGB camera 38 and

analyzed to determine a physical distance from the capture device to a particular

location on the one or more objects.

[0055] In some embodiments, two or more different cameras may be

incorporated into an integrated capture device. For example, a depth camera and

a video camera (e.g., an RGB video camera) may be incorporated into a common

capture device. In some embodiments, two or more separate capture devices of

the same or differing types may be cooperatively used. For example, a depth

camera and a separate video camera may be used, two video cameras may be

used, two depth cameras may be used, two RGB cameras may be used or any

combination and number of cameras may be used. In one embodiment, the

capture device 58 may include two or more physically separated cameras that

may view a capture area from different angles to obtain visual stereo data that

may be resolved to generate depth information. Depth may also be determined by

capturing images using a plurality of detectors that may be monochromatic,

infrared, RGB, or any other type of detector and performing a parallax calculation.

Other types of depth image sensors can also be used to create a depth image.



[0056] As shown in Figure 4 , capture device 58 may include a microphone

40. The microphone 40 may include a transducer or sensor that may receive and

convert sound into an electrical signal.

[0057] The capture device 58 may include a processor 42 that may be in

operative communication with the image camera component 32. The processor 42

may include a standardized processor, a specialized processor, a microprocessor,

or the like. The processor 42 may execute instructions that may include

instructions for storing filters or profiles, receiving and analyzing images,

determining whether a particular situation has occurred, or any other suitable

instructions. It is to be understood that at least some image analysis and/or target

analysis and tracking operations may be executed by processors contained within

one or more capture devices such as capture device 58.

[0058] The capture device 58 may include a memory 44 that may store the

instructions that may be executed by the processor 42, images or frames of

images captured by the 3-D camera or RGB camera, filters or profiles, or any

other suitable information, images, or the like. In one example, the memory 44

may include random access memory (RAM), read only memory (ROM), cache,

Flash memory, a hard disk, or any other suitable storage component. As shown in

Figure 4 , the memory 44 may be a separate component in communication with

the image capture component 32 and the processor 42. In another embodiment,

the memory 44 may be integrated into the processor 42 and/or the image capture

component 32. In other embodiments, some or all of the components 32, 34, 36,

38, 40, 42 and 44 of the capture device 58 illustrated in Figure 4 are housed in a

single housing.

[0059] The capture device 58 may be in communication with the computing

environment 54 via a communication link 46. The communication link 46 may be a

wired connection including, for example, a USB connection, a FireWire

connection, an Ethernet cable connection, or the like and/or a wireless connection

such as a wireless 802.1 1b, g , a , or n connection. The computing environment 54

may provide a clock to the capture device 58 that may be used to determine when

to capture, for example, a scene via the communication link 46. In one

embodiment, the capture device 58 may provide the images captured by, for

example, the 3D camera 36 and/or the RGB camera 38 to the computing

environment 54 via the communication link 46.



[0060] As shown in Figure 4 , computing environment 54 includes image and

audio processing engine 194 in communication with operating system 196. Image

and audio processing engine 194 includes virtual data engine 197, object and

gesture recognition engine 190, structure data 198, processing unit 191 , and

memory unit 192, all in communication with each other. Image and audio

processing engine 194 processes video, image, and audio data received from

capture device 58. To assist in the detection and/or tracking of objects, image and

audio processing engine 194 may utilize structure data 198 and object and

gesture recognition engine 190. Virtual data engine 197 processes virtual objects

and registers the position and orientation of virtual objects in relation to various

maps of a real-world environment stored in memory unit 192.

[0061] Processing unit 191 may include one or more processors for

executing object, facial, and voice recognition algorithms. In one embodiment,

image and audio processing engine 194 may apply object recognition and facial

recognition techniques to image or video data. For example, object recognition

may be used to detect particular objects (e.g., soccer balls, cars, or landmarks)

and facial recognition may be used to detect the face of a particular person. Image

and audio processing engine 194 may apply audio and voice recognition

techniques to audio data. For example, audio recognition may be used to detect a

particular sound. The particular faces, voices, sounds, and objects to be detected

may be stored in one or more memories contained in memory unit 192.

[0062] In some embodiments, one or more objects being tracked may be

augmented with one or more markers such as an IR retroreflective marker to

improve object detection and/or tracking. Planar reference images, coded AR

markers, QR codes, and/or bar codes may also be used to improve object

detection and/or tracking. Upon detection of one or more objects, image and audio

processing engine 194 may report to operating system 196 an identification of

each object detected and a corresponding position and/or orientation.

[0063] The image and audio processing engine 194 may utilize structural

data 198 while performing object recognition. Structure data 198 may include

structural information about targets and/or objects to be tracked. For example, a

skeletal model of a human may be stored to help recognize body parts. In another

example, structure data 198 may include structural information regarding one or



more inanimate objects in order to help recognize the one or more inanimate

objects.

[0064] The image and audio processing engine 194 may also utilize object

and gesture recognition engine 190 while performing object recognition. In one

example, object and gesture recognition engine 190 may include a collection of

gesture filters, each comprising information concerning a gesture that may be

performed by a skeletal model. The object and gesture recognition engine 190

may compare the data captured by capture device 58 in the form of the skeletal

model and movements associated with it to the gesture filters in a gesture library

to identify when a user (as represented by the skeletal model) has performed one

or more gestures. In one example, image and audio processing engine 194 may

use the object and gesture recognition engine 190 to help interpret movements of

a skeletal model and to detect the performance of a particular gesture.

[0065] More information about the detection and tracking of objects can be

found in U.S. Patent Application 12/641 ,788, "Motion Detection Using Depth

Images," filed on December 18, 2009; and U.S. Patent Application 12/475,308,

"Device for Identifying and Tracking Multiple Humans over Time," both of which

are incorporated herein by reference in their entirety. More information about

object and gesture recognition engine 190 can be found in U.S. Patent Application

12/422,661 , "Gesture Recognizer System Architecture," filed on April 13, 2009,

incorporated herein by reference in its entirety. More information about

recognizing gestures can be found in U.S. Patent Application 12/391 ,150,

"Standard Gestures," filed on February 23,2009; and U.S. Patent Application

12/474,655, "Gesture Tool," filed on May 29, 2009, both of which are incorporated

by reference herein in their entirety.

[0066] Figure 5A is a flowchart describing one embodiment of a process for

automatically generating and sharing virtual objects. The process of Figure 5A

may be performed continuously and by one or more computing devices. Each

step in the process of Figure 5A may be performed by the same or different

computing devices as those used in other steps, and each step need not

necessarily be performed by a single computing device. In one embodiment, the

process of Figure 5A is performed by a mobile device such as mobile device 140

in Figure 1.



[0067] In step 590, a 3-D map of a first environment is acquired. The 3-D

map may represent a particular environment such as a work or home

environment, or the environment around which a mobile device is located. The 3-

D map may be generated locally on a mobile device or acquired from a mapping

server such as application server 150 in Figure 1. More information regarding the

generation and or acquisition of 3-D maps can be found in U.S. Patent Application

13/152,220, "Distributed Asynchronous Localization and Mapping for Augmented

Reality," incorporated herein by reference in its entirety.

[0068] In step 591 , one or more virtual objects associated with the first

environment are automatically generated. The one or more virtual objects may

include additional information associated with a real object located within the first

environment such as a text description of the real object. In one embodiment, the

one or more virtual objects are generated in response to the detection of one or

more social interactions with a real object within the first environment. The real

object may comprise an identifiable real-world object such as a book or a person.

A social interaction may include touching a person in a particular way (e.g., by

hugging them or shaking their hand), or taking possession of a book and opening

its pages.

[0069] In step 592, one or more computing devices within the first

environment are detected. The one or more computing devices may include

mobile devices or non-mobile devices. The one or more computing devices may

be detected via wireless signal communications or object recognition. In step 593,

the one or more virtual objects may be automatically transmitted to the one or

more computing devices detected in step 592. In step 594, one or more other

virtual objects may be automatically received from the one or more computing

devices detected in step 592.

[0070] In step 595, a six degree of freedom (6DOF) pose may be

determined. The 6DOF pose may include information associated with the position

and orientation of a particular mobile device. More information regarding the

determination of a 6DOF pose can be found in U.S. Patent Application

13/152,220, "Distributed Asynchronous Localization and Mapping for Augmented

Reality," incorporated herein by reference in its entirety.



[0071] In step 596, the one or more virtual objects and the one or more other

virtual objects are rendered. The rendering of the virtual objects may be

performed locally on a mobile device such as mobile device 140 in Figure 1 or

remotely on a mapping server such as application server 150 in Figure 1. In step

597, one or more virtual images associated with the one or more virtual objects

and the one or more other virtual objects are displayed. The one or more virtual

images may be displayed on a mobile device display such as a see-through

display of an HMD.

[0072] In step 598, feedback may be received from an end user of a mixed

reality mobile device. For example, the end user may provide instructions to

remove images associated with a particular virtual object. In one embodiment, an

end user of an HMD may issue a voice command in order to view virtual object

identifiers associated with the one or more virtual images being displayed on the

HMD. The end user may then direct the HMD to remove images or update privacy

settings associated with a particular virtual object identifier. Moreover, a mixed

reality system may learn over time that images associated with particular virtual

objects are commonly removed from an end user's HMD and may adapt to

suppress the particular virtual objects from being displayed in the future.

[0073] In some embodiments, the mixed reality mobile device may prompt

the end user to confirm that a privacy setting associated with a particular person

be changed from one privacy setting to another. In one example, the mixed reality

mobile device may request approval from the end user when changing a privacy

setting from "friends" to "family," but not when changing a privacy setting from

"acquaintance" to "friend."

[0074] Figure 5B is a flowchart describing one embodiment of a process for

automatically generating virtual objects. The processes described in Figure 5B is

one example of a process for implementing step 591 in Figure 5A. The process of

Figure 5B may be performed continuously and by one or more computing devices.

Each step in the process of Figure 5B may be performed by the same or different

computing devices as those used in other steps, and each step need not

necessarily be performed by a single computing device. In one embodiment, the

process of Figure 5B is performed by a mobile device such as mobile device 140

in Figure 1.



[0075] In step 502, one or more images associated with a first environment

are received. The one or more images may comprise depth images and/or RGB

images. In step 503, a particular object located within the first environment is

identified. Identification of the particular object may be performed via image

processing techniques such as object recognition techniques, facial recognition

techniques, or pattern matching techniques. In step 504, one or more interactions

associated with the particular object are detected. The one or more interactions

may include physical contact and/or touching of the particular object. If the

particular object is a person, the one or more interactions may include a hug, high-

five, or handshake. The one or more interactions may also include the person

being in close proximity to a particular HMD and speaking towards the particular

HMD.

[0076] In step 506, it is determined whether the one or more interactions

satisfy a social rule within a social rules database. The social rules database may

exist locally on a mobile device. Some examples of social rules may include the

existence of a particular object within a predetermined distance of a mobile device

(e.g., a particular person is within 10 feet of the mobile device), particular physical

contact with the particular object (e.g., a prolonged hug), detection of a particular

person smiling for an extended period of time, or detection of a particular person

being in close proximity for an extended period of time. A particular object may be

identified through object recognition, facial recognition, voice recognition, or RF

identification. Social rules may also consider other human social cues such as

voice stress, significant voice changes, or sudden hand movements. Biometric

data such as eye blinking rate and pupil dilation of a particular person may also be

considered.

[0077] In one embodiment, a social rule may require physical contact with a

particular person and a corresponding calendar entry for a meeting at that time

with the particular person in order to be satisfied. For example, a calendar entry

may involve a meeting with a first person during a particular period of time. In this

case, additional information associated with the first person may be displayed if

particular physical contact occurs (e.g., a handshake) with the first person during

the meeting associated with the calendar entry.



[0078] In some embodiments, complex social rules may be developed to

enable the acquisition of common interests between two people that have touched

or come in close proximity to a person associated with a mixed reality mobile

device. For example, the person wearing an HMD may shake hands with a first

person and then subsequently shake hands with a second person within a short

period of time. In this case, common interests between the first person and the

second person may be acquired and displayed.

[0079] Step 508 prevents redundant information from being outputted and/or

displayed on a mixed reality mobile device. In step 508, if information associated

with the particular object has been outputted recently (e.g., within the last 30

minutes), then step 510 is performed. Otherwise, if information associated with the

particular object has not been outputted recently, then step 514 is performed. An

information history file (or social record) of previously outputted information and/or

the particular objects for which information has been outputted may be utilized.

[0080] In step 514, information associated with the particular object is

acquired. The information may be acquired via an online database or a local

database (e.g., in locally stored personal profiles). The information acquired may

be based on the one or more interactions. For example, simply holding a book

may cause high-level information regarding the book to be acquired, while

opening the book may cause more in-depth information to the acquired. In step

5 16 , a first filter is applied to the acquired information. The first filter may restrict

the amount of information in order to prevent visual pollution from occurring. For

example, the first filter may limit the number of virtual objects displayed on an

HMD. The first filter may also restrict the amount of information outputted

depending on the environment in which a mixed reality mobile device is located

(e.g., a home or work environment).

[0081] In step 510, a second filter is applied to the previously acquired

information. The second filter may simply highlight the particular object or cause

only high-level information associated with the particular object to be outputted. In

step 518, the filtered information is outputted. In one example, the filtered

information is displayed on a see-through display of an HMD.

[0082] Figure 5C is a flowchart describing one embodiment of a process for

automatically receiving virtual objects from a first computing device. The process

described in Figure 5C is one example of a process for implementing step 594 in



Figure 5A. The process of Figure 5C may be performed continuously and by one

or more computing devices. Each step in the process of Figure 5C may be

performed by the same or different computing devices as those used in other

steps, and each step need not necessarily be performed by a single computing

device. In one embodiment, the process of Figure 5C is performed by a mobile

device such as mobile device 140 in Figure 1.

[0083] In step 561 , a first computing device is detected within a first proximity

of a mixed reality mobile device. In step 562, a privacy setting associated with the

first computing device is automatically determined. The privacy setting may be

determined by inferring a particular social relationship between a person

associated with the mixed reality mobile device and another person identified by

the mixed reality mobile device. The particular social relationship may be inferred

by considering the distance to the other person, the type of environment in which

the mixed reality mobile device is located, and particular physical interactions

involving the other person.

[0084] In step 563, it is determined whether to receive virtual object

information from the first computing device. In one embodiment, virtual object

information may be received if the privacy setting determined in step 562 matches

a predetermined input setting stored on a mixed reality mobile device. For

example, a mixed reality mobile device may allow virtual object information to be

automatically received from a first computing device that is associated with either

a privacy setting of "friend" or "family." In some embodiments, a time limit may be

used to constrain the amount of time during which the virtual object information

may be received (or shared). The time limit may be predetermined by an end user

of the mixed reality mobile device.

[0085] In step 564, a receiving protocol is established with the first computing

device. For example, a pushing protocol that allows the first computing device to

push virtual object information to a mixed reality mobile device may be

established. In some embodiments, a persistent connection may be established.

In step 565, the virtual object information is received from the first computing

device. In step 566, a receiving filter is applied to the virtual object information.

The receiving filter may restrict the amount of virtual object information in order to

prevent visual pollution from occurring. For example, the receiving filter may limit

the number of virtual objects displayed on the mixed reality mobile device (e.g., to



only 3 objects). The receiving filter may also restrict the amount of information

outputted depending on the environment in which the mixed reality mobile device

is located (e.g., a home or work environment). In step 567, the filtered information

is outputted. In one example, the filtered information is displayed on a see-through

display of an HMD.

[0086] Figure 5D is a flowchart describing one embodiment of a process for

automatically transmitting virtual objects to a first computing device. The process

described in Figure 5D is one example of a process for implementing step 593 in

Figure 5A. The process of Figure 5D may be performed continuously and by one

or more computing devices. Each step in the process of Figure 5D may be

performed by the same or different computing devices as those used in other

steps, and each step need not necessarily be performed by a single computing

device. In one embodiment, the process of Figure 5D is performed by a mobile

device such as mobile device 140 in Figure 1.

[0087] In step 571 , a first computing device is detected within a first proximity

of a mixed reality mobile device. In step 572, one or more privacy settings

associated with the first computing device are automatically determined. The one

or more privacy settings may be determined by inferring a particular social

relationship between a person associated with the mixed reality mobile device and

another person associated with the first computing device. The particular social

relationship may be inferred by considering the distance to the other person or

first computing device, the type of environment in which the mixed reality mobile

device is located, and particular physical interactions involving the other person.

[0088] In step 573, it is determined whether to transmit one or more virtual

objects to the first computing device. In one embodiment, virtual objects

associated with a particular privacy setting may be transmitted to the first

computing device if the first computing device is associated with the particular

privacy setting. For example, virtual objects associated with a privacy setting of

"business associates" may be transmitted to the first computing device if the first

computing device is determined to be associated with the privacy setting of

"business associates." In some embodiments, a time limit may be used to

constrain the amount of time during which the virtual object information may be

transmitted (or shared). The time limit may be predetermined by an end user of

the mixed reality mobile device.



[0089] In step 574, a transmitting protocol with the first computing devices

established. For example, a pushing protocol that allows the first computing

device to receive virtual objects from a mixed reality mobile device may be

established. In some embodiments, a persistent connection may be established.

In step 575, a transmitting filter is applied to the one or more virtual objects. The

transmitting filter may restrict the number of virtual objects outputted depending on

the environment in which the mixed reality mobile device is located (e.g., a home

or work environment). In step 576, the one or more virtual objects are outputted.

In one example, the one or more virtual objects are transmitted to the first

computing device.

[0090] Figure 5E depicts one embodiment of table for associating virtual

objects with one or more privacy settings. Each row in the table is associated with

a particular virtual object via a unique virtual object identifier (object ID). As

depicted in Figure 5E, virtual object "V456" has been assigned a privacy setting

represented by the privacy ID "A5" that allows information to be transmitted to any

computing device (i.e., the identified group is the general public), virtual object

"V234" has been assigned a privacy setting represented by the privacy ID "A4"

that allows information to be transmitted to computing devices that are associated

with the group identifier "acquaintances," virtual object "V789" has been assigned

a privacy setting represented by the privacy ID "A3" that allows information to be

transmitted to computing devices that are associated with the group identifier

"friends," virtual object "V567" has been assigned a privacy setting represented by

the privacy ID "A2" that allows information to be transmitted to computing devices

that are associated the group identifier with "family," virtual object "V123" has

been assigned a privacy setting represented by the privacy ID "A1" that does not

allow information to be transmitted automatically, and virtual object "V747" has

been assigned a privacy setting represented by the privacy ID "X3" that allows

information to be transmitted to computing devices that are associated with the

group identifier "business associates."

[0091] In some embodiments, virtual objects associated with a particular

privacy setting may be transmitted to computing devices associated with that

particular privacy setting and/or privacy settings that correspond with a closer

relationship. For example, a virtual object associated with the privacy setting "A3"

may be transmitted to computing devices associated with privacy settings "A3" or



"A2" because a family relationship may be deemed closer than a friendship

relationship. Moreover, a closer relationship may allow for a greater level of detail

to be viewed with respect to the same virtual object. In one example, computing

devices associated with the privacy setting "A4" (i.e., an acquaintance) may

receive a lower resolution version of a virtual object, while computing devices

associated with the privacy setting "A2" (i.e., a family member) may receive a

higher resolution version of the virtual object.

[0092] Figure 5F depicts one embodiment of a table for associating

computing devices detected within a first proximity with one or more privacy

settings. Each row in the table is associated with a particular computing device via

a computing device identifier (device ID). As depicted in Figure 5F, computing

device "D121 1" has been assigned a privacy setting represented by the privacy ID

"X3" representing that it belongs to a "business associate," computing device

"D2342" has been assigned a privacy setting represented by the privacy ID "X3"

representing that it belongs to a "business associate," and computing device

"D7832" has been assigned privacy settings represented by the privacy IDs "X3"

and "A3" representing that it belongs to both a "business associate" and "friend."

In this case, virtual objects associated with the privacy setting "A3" would only be

transmitted to computing device "D7832."

[0093] Figure 6 is a flowchart describing one embodiment of a process for

automatically determining one or more privacy settings (or privacy levels)

associated with a computing device. The process described in Figure 6 is one

example of a process for implementing step 562 in Figure 5C or implementing

step 572 in Figure 5D. The process of Figure 6 may be performed continuously

and by one or more computing devices. Each step in the process of Figure 6 may

be performed by the same or different computing devices as those used in other

steps, and each step need not necessarily be performed by a single computing

device. In one embodiment, the process of Figure 6 is performed by a mobile

device such as mobile device 140 in Figure 1.

[0094] In step 680, a first person associated with a first computing device is

identified. The first person may be identified via image processing techniques

such as facial recognition techniques and/or voice recognition techniques. In step

681 , a privacy setting associated with the first computing device is initialized. In

one example, a default privacy setting of "public" may be used. In step 682, one or



more interactions associated with the first person are detected. The one or more

interactions may include physical contact and/or touching by the first person (e.g.,

a hug, high-five, or handshake). The one or more interactions may also include

the first person being in close proximity to a particular HMD and speaking towards

the particular HMD.

[0095] In step 683, it is determined whether the one or more interactions

detected in step 682 satisfy a social rule within a social rules database. The social

rules database may exist locally on a mobile device. Some examples of social

rules may include the existence of a particular object within a predetermined

distance of a mobile device (e.g., a first person is within 10 feet of the mobile

device), particular physical contact with the particular object (e.g., the first person

gives a prolonged hug), detection of the first person smiling for an extended

period of time, or detection of the first person being in close proximity for an

extended period of time. The first person may be identified through object

recognition, facial recognition, or voice recognition. The social rules may also

consider other human social cues such as voice stress, significant voice changes,

eye blinking rate, or sudden hand movements. Personal online resources may

also be accessed and considered such as personal calendars, contact lists, and

social networking settings. Social graphs may also be traversed in order to infer a

degree of relationship between two people.

[0096] In one embodiment, a social rule may require close proximity to one or

more co-workers (e.g., within 20 feet of each other) and a corresponding work

calendar entry for a work meeting with the one or more co-workers in order to be

satisfied. For example, a work calendar entry associated with an end user of an

HMD may comprise a work meeting with a first person during a particular period of

time. In this case, work-related virtual objects (i.e., those virtual objects associated

with a privacy setting of "business associate") may be automatically shared with

the first person if the first person is within the required proximity during the

particular period of time. Moreover, other work-related virtual objects being

projected on the first person's HMD may be automatically shared with the end

user and displayed on the end user's HMD.

[0097] In step 684, the privacy setting associated with the first computing

device is updated based on a satisfied social rule. For example, the privacy

setting associated with the first computing device may be changed from "public" to



"business associate." In step 685, the updated privacy setting is outputted. In

some embodiments, the updated privacy setting may be used to update a table

associating computing devices detected within a first proximity with one or more

privacy settings.

[0098] Figure 7 is a flowchart describing one embodiment of a process for

outputting additional information associated with a particular virtual object upon

detection of an interaction with the particular virtual object. The process of Figure

7 may be performed continuously and by one or more computing devices. Each

step in the process of Figure 7 may be performed by the same or different

computing devices as those used in other steps, and each step need not

necessarily be performed by a single computing device. In one embodiment, the

process of Figure 7 is performed by a mobile device such as mobile device 140 in

Figure 1.

[0099] In step 780, one or more images associated with the first environment

are received. In step 781 , the one or more images are registered. In step 782, a 3-

D map of the first environment is created. More information regarding the

generation of 3-D maps can be found in U.S. Patent Application 13/152,220,

"Distributed Asynchronous Localization and Mapping for Augmented Reality,"

incorporated herein by reference in its entirety.

[00100] In step 783, a first location of a virtual object within the first

environment is determined. The virtual object may be generated by a mixed reality

mobile device. The first location may be specified relative to the 3-D map created

in step 782. In step 784, a first person associated with a first computing device is

identified. The first person may be identified through object recognition, facial

recognition, or voice recognition. The first computing device may be identified via

RF identification. In step 785, a first privacy setting associated with the first

computing device is determined. The first privacy setting may be determined using

processes similar to those discussed with respect to step 572 of Figure 5D.

[00101] In step 786, information associated with the first privacy setting is

outputted. For example, general advertising information may be transmitted to

computing devices associated with a "public" privacy setting. In step 787, an

interaction with the virtual object is detected. The interaction with the virtual object

may include the first person being located within a close proximity to or virtually

touching the virtual object, or the first computing being located within a close



proximity to the virtual object (i.e., located within a predetermined distance of the

first location). In step 788, additional information associated with the virtual object

is outputted in response to the detected interaction in step 787. The additional

information may be based on the type of interaction detected in step 787. Further,

the additional information may be revealed to the first computing device in stages

as the first person gets closer to the virtual object.

[00102] In one embodiment, a store owner may create a publically available

virtual object that may be perceived to exist outside the store owner's store. The

publicly available virtual object may comprise a virtual sign (e.g., an

advertisement) or a virtual display (e.g., a dancing latte in front of a coffee shop).

In some embodiments, the virtual object transmitted to a particular HMD may be

automatically updated and depend on one or more privacy settings associated

with the particular HMD (e.g., frequent customers of the coffee shop may perceive

a different virtual sign than general members of the public). The virtual sign

transmitted to the particular HMD may also be based on information regarding the

particular HMD end user's interests or preferences (e.g., an end user who is

identified to like hot drinks may see a different virtual sign than an end user who is

identified to like cold drinks). Upon detection of an interaction with the virtual

object, additional information (e.g., such as information associated with a digital

coupon) may be transmitted to the particular HMD.

[00103] The disclosed technology may be used with various computing

systems. Figures 8-10 provide examples of various computing systems that can

be used to implement embodiments of the disclosed technology.

[00104] Figure 8 is a block diagram of an embodiment of a gaming and media

system 7201 , which is one example of computing environment 12 in Figure 3D.

Console 7203 has a central processing unit (CPU) 7200, and a memory controller

7202 that facilitates processor access to various types of memory, including a

flash Read Only Memory (ROM) 7204, a Random Access Memory (RAM) 7206, a

hard disk drive 7208, and portable media drive 7107. In one implementation, CPU

7200 includes a level 1 cache 7210 and a level 2 cache 7212, to temporarily store

data and hence reduce the number of memory access cycles made to the hard

drive 7208, thereby improving processing speed and throughput.



[00105] CPU 7200, memory controller 7202, and various memory devices are

interconnected via one or more buses (not shown). The one or more buses might

include one or more of serial and parallel buses, a memory bus, a peripheral bus,

and a processor or local bus, using any of a variety of bus architectures. By way

of example, such architectures can include an Industry Standard Architecture

(ISA) bus, a Micro Channel Architecture (MCA) bus, an Enhanced ISA (EISA) bus,

a Video Electronics Standards Association (VESA) local bus, and a Peripheral

Component Interconnects (PCI) bus.

[00106] In one implementation, CPU 7200, memory controller 7202, ROM

7204, and RAM 7206 are integrated onto a common module 7214. In this

implementation, ROM 7204 is configured as a flash ROM that is connected to

memory controller 7202 via a PCI bus and a ROM bus (neither of which are

shown). RAM 7206 is configured as multiple Double Data Rate Synchronous

Dynamic RAM (DDR SDRAM) modules that are independently controlled by

memory controller 7202 via separate buses (not shown). Hard disk drive 7208

and portable media drive 7107 are shown connected to the memory controller

7202 via the PCI bus and an AT Attachment (ATA) bus 7216. However, in other

implementations, dedicated data bus structures of different types may also be

applied in the alternative.

[00107] A three-dimensional graphics processing unit 7220 and a video

encoder 7222 form a video processing pipeline for high speed and high resolution

(e.g., High Definition) graphics processing. Data are carried from graphics

processing unit 7220 to video encoder 7222 via a digital video bus (not shown).

An audio processing unit 7224 and an audio codec (coder/decoder) 7226 form a

corresponding audio processing pipeline for multi-channel audio processing of

various digital audio formats. Audio data are carried between audio processing

unit 7224 and audio codec 7226 via a communication link (not shown). The video

and audio processing pipelines output data to an A V (audio/video) port 7228 for

transmission to a television or other display. In the illustrated implementation,

video and audio processing components 7220-7228 are mounted on module

7214.

[00108] Figure 8 shows module 7214 including a USB host controller 7230

and a network interface 7232. USB host controller 7230 is in communication with

CPU 7200 and memory controller 7202 via a bus (not shown) and serves as host



for peripheral controllers 7205(1 )-7205(4). Network interface 7232 provides

access to a network (e.g., Internet, home network, etc.) and may be any of a wide

variety of various wire or wireless interface components including an Ethernet

card, a modem, a wireless access card, a Bluetooth® module, a cable modem,

and the like.

[00109] In the implementation depicted in Figure 8 , console 7203 includes a

controller support subassembly 7240 for supporting four controllers 7205(1 )-

7205(4). The controller support subassembly 7240 includes any hardware and

software components needed to support wired and wireless operation with an

external control device, such as for example, a media and game controller. A front

panel I/O subassembly 7242 supports the multiple functionalities of power button

7213, the eject button 7215, as well as any LEDs (light emitting diodes) or other

indicators exposed on the outer surface of console 7203. Subassemblies 7240

and 7242 are in communication with module 7214 via one or more cable

assemblies 7244. In other implementations, console 7203 can include additional

controller subassemblies. The illustrated implementation also shows an optical

I/O interface 7235 that is configured to send and receive signals (e.g., from

remote control 7290) that can be communicated to module 7214.

[001 10] MUs 7241 ( 1 ) and 7241 (2) are illustrated as being connectable to MU

ports "A" 7231 ( 1 ) and "B" 7231 (2) respectively. Additional MUs (e.g., MUs

7241 (3)-7241 (6)) are illustrated as being connectable to controllers 7205(1 ) and

7205(3), i.e., two MUs for each controller. Controllers 7205(2) and 7205(4) can

also be configured to receive MUs (not shown). Each MU 7241 offers additional

storage on which games, game parameters, and other data may be stored.

Additional memory devices, such as portable USB devices, can be used in place

of the MUs. In some implementations, the other data can include any of a digital

game component, an executable gaming application, an instruction set for

expanding a gaming application, and a media file. When inserted into console

7203 or a controller, MU 7241 can be accessed by memory controller 7202. A

system power supply module 7250 provides power to the components of gaming

system 7201 . A fan 7252 cools the circuitry within console 7203.

[001 11] An application 7260 comprising machine instructions is stored on hard

disk drive 7208. When console 7203 is powered on, various portions of

application 7260 are loaded into RAM 7206, and/or caches 721 0 and 7212, for



execution on CPU 7200. Other applications may also be stored on hard disk drive

7208 for execution on CPU 7200.

[001 12] Gaming and media system 7201 may be operated as a standalone

system by simply connecting the system to a monitor, a television, a video

projector, or other display device. In this standalone mode, gaming and media

system 7201 enables one or more players to play games or enjoy digital media

(e.g., by watching movies or listening to music). However, with the integration of

broadband connectivity made available through network interface 7232, gaming

and media system 7201 may further be operated as a participant in a larger

network gaming community.

[001 13] Figure 9 is a block diagram of one embodiment of a mobile device

8300, such as mobile device 140 in Figure 1. Mobile devices may include laptop

computers, pocket computers, mobile phones, personal digital assistants, and

handheld media devices that have been integrated with wireless

receiver/transmitter technology.

[001 14] Mobile device 8300 includes one or more processors 8312 and

memory 8310. Memory 8310 includes applications 8330 and non-volatile storage

8340. Memory 8310 can be any variety of memory storage media types, including

non-volatile and volatile memory. A mobile device operating system handles the

different operations of the mobile device 8300 and may contain user interfaces for

operations, such as placing and receiving phone calls, text messaging, checking

voicemail, and the like. The applications 8330 can be any assortment of

programs, such as a camera application for photos and/or videos, an address

book, a calendar application, a media player, an internet browser, games, an

alarm application, and other applications. The non-volatile storage component

8340 in memory 8310 may contain data such as music, photos, contact data,

scheduling data, and other files.

[001 15] The one or more processors 8312 also communicates with RF

transmitter/receiver 8306 which in turn is coupled to an antenna 8302, with

infrared transmitter/receiver 8308, with global positioning service (GPS) receiver

8365, and with movement/orientation sensor 8314 which may include an

accelerometer and/or magnetometer. RF transmitter/receiver 8308 may enable

wireless communication via various wireless technology standards such as

Bluetooth® or the IEEE 802.1 1 standards. Accelerometers have been



incorporated into mobile devices to enable applications such as intelligent user

interface applications that let users input commands through gestures, and

orientation applications which can automatically change the display from portrait

to landscape when the mobile device is rotated. An accelerometer can be

provided, e.g., by a micro-electromechanical system (MEMS) which is a tiny

mechanical device (of micrometer dimensions) built onto a semiconductor chip.

Acceleration direction, as well as orientation, vibration, and shock can be sensed.

The one or more processors 8312 further communicate with a ringer/vibrator

8316, a user interface keypad/screen 8318, a speaker 8320, a microphone 8322,

a camera 8324, a light sensor 8326, and a temperature sensor 8328. The user

interface keypad/screen may include a touch-sensitive screen display.

[001 16] The one or more processors 8312 controls transmission and reception

of wireless signals. During a transmission mode, the one or more processors

8312 provide voice signals from microphone 8322, or other data signals, to the RF

transmitter/receiver 8306. The transmitter/receiver 8306 transmits the signals

through the antenna 8302. The ringer/vibrator 8316 is used to signal an incoming

call, text message, calendar reminder, alarm clock reminder, or other notification

to the user. During a receiving mode, the RF transmitter/receiver 8306 receives a

voice signal or data signal from a remote station through the antenna 8302. A

received voice signal is provided to the speaker 8320 while other received data

signals are processed appropriately.

[001 17] Additionally, a physical connector 8388 may be used to connect the

mobile device 8300 to an external power source, such as an AC adapter or

powered docking station, in order to recharge battery 8304. The physical

connector 8388 may also be used as a data connection to an external computing

device. The data connection allows for operations such as synchronizing mobile

device data with the computing data on another device.

[001 18] Figure 10 is a block diagram of an embodiment of a computing system

environment 2200, such as computer 130 in Figure 1. Computing system

environment 2200 includes a general purpose computing device in the form of a

computer 2210. Components of computer 2210 may include, but are not limited

to, a processing unit 2220, a system memory 2230, and a system bus 2221 that

couples various system components including the system memory 2230 to the

processing unit 2220. The system bus 2221 may be any of several types of bus



structures including a memory bus, a peripheral bus, and a local bus using any of

a variety of bus architectures. By way of example, and not limitation, such

architectures include Industry Standard Architecture (ISA) bus, Micro Channel

Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video Electronics Standards

Association (VESA) local bus, and Peripheral Component Interconnect (PCI) bus.

[001 19] Computer 2210 typically includes a variety of computer readable

media. Computer readable media can be any available media that can be

accessed by computer 221 0 and includes both volatile and nonvolatile media,

removable and non-removable media. By way of example, and not limitation,

computer readable media may comprise computer storage media. Computer

storage media includes both volatile and nonvolatile, removable and non

removable media implemented in any method or technology for storage of

information such as computer readable instructions, data structures, program

modules or other data. Computer storage media includes, but is not limited to,

RAM, ROM, EEPROM, flash memory or other memory technology, CD-ROM,

digital versatile disks (DVD) or other optical disk storage, magnetic cassettes,

magnetic tape, magnetic disk storage or other magnetic storage devices, or any

other medium which can be used to store the desired information and which can

accessed by computer 2210. Combinations of the any of the above should also

be included within the scope of computer readable media.

[00120] The system memory 2230 includes computer storage media in the

form of volatile and/or nonvolatile memory such as read only memory (ROM) 2231

and random access memory (RAM) 2232. A basic input/output system 2233

(BIOS), containing the basic routines that help to transfer information between

elements within computer 221 0 , such as during start-up, is typically stored in ROM

2231 . RAM 2232 typically contains data and/or program modules that are

immediately accessible to and/or presently being operated on by processing unit

2220. By way of example, and not limitation, Figure 10 illustrates operating

system 2234, application programs 2235, other program modules 2236, and

program data 2237.

[00121] The computer 2210 may also include other removable/non-removable,

volatile/nonvolatile computer storage media. By way of example only, Figure 10

illustrates a hard disk drive 2241 that reads from or writes to non-removable,

nonvolatile magnetic media, a magnetic disk drive 2251 that reads from or writes



to a removable, nonvolatile magnetic disk 2252, and an optical disk drive 2255

that reads from or writes to a removable, nonvolatile optical disk 2256 such as a

CD ROM or other optical media. Other removable/non-removable,

volatile/nonvolatile computer storage media that can be used in the exemplary

operating environment include, but are not limited to, magnetic tape cassettes,

flash memory cards, digital versatile disks, digital video tape, solid state RAM,

solid state ROM, and the like. The hard disk drive 2241 is typically connected to

the system bus 2221 through an non-removable memory interface such as

interface 2240, and magnetic disk drive 2251 and optical disk drive 2255 are

typically connected to the system bus 2221 by a removable memory interface,

such as interface 2250.

[00122] The drives and their associated computer storage media discussed

above and illustrated in Figure 10, provide storage of computer readable

instructions, data structures, program modules and other data for the computer

2210. In Figure 10, for example, hard disk drive 2241 is illustrated as storing

operating system 2244, application programs 2245, other program modules 2246,

and program data 2247. Note that these components can either be the same as

or different from operating system 2234, application programs 2235, other

program modules 2236, and program data 2237. Operating system 2244,

application programs 2245, other program modules 2246, and program data 2247

are given different numbers here to illustrate that, at a minimum, they are different

copies. A user may enter commands and information into computer 2210 through

input devices such as a keyboard 2262 and pointing device 2261 , commonly

referred to as a mouse, trackball, or touch pad. Other input devices (not shown)

may include a microphone, joystick, game pad, satellite dish, scanner, or the like.

These and other input devices are often connected to the processing unit 2220

through a user input interface 2260 that is coupled to the system bus, but may be

connected by other interface and bus structures, such as a parallel port, game

port or a universal serial bus (USB). A monitor 2291 or other type of display

device is also connected to the system bus 2221 via an interface, such as a video

interface 2290. In addition to the monitor, computers may also include other

peripheral output devices such as speakers 2297 and printer 2296, which may be

connected through an output peripheral interface 2295.



[00123] The computer 2210 may operate in a networked environment using

logical connections to one or more remote computers, such as a remote computer

2280. The remote computer 2280 may be a personal computer, a server, a

router, a network PC, a peer device or other common network node, and typically

includes many or all of the elements described above relative to the computer

2210, although only a memory storage device 2281 has been illustrated in Figure

10. The logical connections depicted in Figure 10 include a local area network

(LAN) 2271 and a wide area network (WAN) 2273, but may also include other

networks. Such networking environments are commonplace in offices, enterprise-

wide computer networks, intranets and the Internet.

[00124] When used in a LAN networking environment, the computer 2210 is

connected to the LAN 2271 through a network interface or adapter 2270. When

used in a WAN networking environment, the computer 2210 typically includes a

modem 2272 or other means for establishing communications over the WAN

2273, such as the Internet. The modem 2272, which may be internal or external,

may be connected to the system bus 2221 via the user input interface 2260, or

other appropriate mechanism. In a networked environment, program modules

depicted relative to the computer 2210, or portions thereof, may be stored in the

remote memory storage device. By way of example, and not limitation, Figure 10

illustrates remote application programs 2285 as residing on memory device 2281 .

It will be appreciated that the network connections shown are exemplary and other

means of establishing a communications link between the computers may be

used.

[00125] The disclosed technology is operational with numerous other general

purpose or special purpose computing system environments or configurations.

Examples of well-known computing systems, environments, and/or configurations

that may be suitable for use with the technology include, but are not limited to,

personal computers, server computers, hand-held or laptop devices,

multiprocessor systems, microprocessor-based systems, set top boxes,

programmable consumer electronics, network PCs, minicomputers, mainframe

computers, distributed computing environments that include any of the above

systems or devices, and the like.



[00126] The disclosed technology may be described in the general context of

computer-executable instructions, such as program modules, being executed by a

computer. Generally, software and program modules as described herein include

routines, programs, objects, components, data structures, and other types of

structures that perform particular tasks or implement particular abstract data

types. Hardware or combinations of hardware and software may be substituted

for software modules as described herein.

[00127] The disclosed technology may also be practiced in distributed

computing environments where tasks are performed by remote processing

devices that are linked through a communications network. In a distributed

computing environment, program modules may be located in both local and

remote computer storage media including memory storage devices.

[00128] For purposes of this document, reference in the specification to "an

embodiment," "one embodiment," "some embodiments," or "another embodiment"

are used to described different embodiments and do not necessarily refer to the

same embodiment.

[00129] For purposes of this document, a connection can be a direct

connection or an indirect connection (e.g., via another part).

[00130] For purposes of this document, the term "set" of objects, refers to a

"set" of one or more of the objects.

[00131] Although the subject matter has been described in language specific

to structural features and/or methodological acts, it is to be understood that the

subject matter defined in the appended claims is not necessarily limited to the

specific features or acts described above. Rather, the specific features and acts

described above are disclosed as example forms of implementing the claims.



CLAIMS

What is claimed is:

1. A method for automatically displaying virtual objects on a mobile

device, comprising:

receiving one or more images associated with a field of view of the mobile

device;

identifying a particular object located within the field of view;

detecting one or more interactions between a person associated with the

mobile device and the particular object;

determining whether the one or more interactions satisfy at least one social

rule of one or more social rules stored in a social rules database, the at least one

social rule is satisfied if the person associated with the mobile device touches the

particular object;

acquiring virtual data associated with the particular object based on the at

least one social rule; and

displaying the virtual data on the mobile device.

2 . The method of claim 1, further comprising:

determining if the virtual data has been displayed on the mobile device

within a predetermined period of time prior to displaying the virtual data on the

mobile device.

3 . The method of any of claims 1-2, wherein:

the acquiring virtual data includes receiving information associated with the

particular object from an online database.

4 . The method of any of claims 1-3, wherein:

the particular object comprises a particular person; and

the one or more interactions include the particular person speaking in the

direction of the mobile device.



5 . The method of claim 4 , wherein:

the at least one social rule is satisfied if the person associated with the

mobile device touches the particular person and the particular person is located

within a particular distance of the mobile device for more than a particular period

of time.

6 . An electronic device for automatically displaying virtual objects,

comprising:

a memory, the memory stores at least one rule of one or more rules;

one or more processors, the one or more processors receive one or more

images associated with a field of view of the electronic device, the one or more

processors identify a particular object located within the field of view, the one or

more processors detect one or more interactions between a person associated

with the electronic device and the particular object, the one or more processors

determine whether the one or more interactions satisfy the at least one rule, the

one or more processors acquire virtual data associated with the particular object

based on the at least one rule; and

a display, the display displays the virtual data associated with the particular

object if the one or more interactions satisfy the at least one rule, the at least one

rule is satisfied if the person associated with the electronic device touches the

particular object.

7 . The electronic device of claim 6 , wherein:

the one or more processors acquire the virtual data from an online

database.

8 . The electronic device of any of claims 6-7, wherein:

the particular object comprises a particular person; and

the one or more interactions include the particular person speaking in the

direction of the electronic device.



9 . The electronic device of claim 8 , wherein:

the at least one rule is satisfied if the person associated with the electronic

device touches the particular person and the particular person is located within a

particular distance of the electronic device for more than a particular period of

time.

10 . The electronic device of claim 8 , wherein:

the at least one rule is satisfied if the particular person is associated with a

particular privacy level.
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