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DIRECT DATA BASE ANALYSIS,
FORECASTING AND DIAGNOSIS METHOD

Field of the Invention

The present invention relates to databases
and more particularly to methods for forecasting and
diagnosis based on direct analysis of data in such
data bases.

Background
One technique for evaluating data in order

to produce useful information is to produce a model
of the data and attempt to derive parameters for the
model from the data. Desirably, useful information
such as forecasts, predictions, and diagnoses can
then be derived from the model.

One problem with this approach is that a
model is only an approximation of the actual data.
Therefore, its value depends on the quality of the
approximation. Furthermore, the data employed to
create a model often become dated. As a result, a
model can age rapidly, and its approximation of
current data relationships becomes increasingly less
accurate with time. As the assumptions upon which a
model is based become less valid, and as the
parameters estimated become dated, predictions based
on the model can be inaccurate and unreliable. Since
data relationships generally change over time, the
predictive utility of each specific model
deteriorates as the model ages.

Most models assume that predictor variables
bear a linear relationship to the outcome being
estimated. Furthermore, it is also common to assume
that predictor variables combine in an additive
fashion. Linear models based on these assumptions
have distinct limitations in dealing with higher
order interactions. They do not reflect the proper
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relationships among the variables in these
situatigns. This reduces the accuracy of their
projections.

Modéls, by their very nature, are based on
assumptions relative to the general relationships
ameng the variables. These assumptions are often
inconsistent with the properties of the data being
examined. In cases where the assumptions are
violated, the predictive accuracy is reduced.

Furthermore, the imposition of these
assumptions tends to place a limit on the asymptotic
degree of accuracy of the predictions independent of
the number of observations in the existing data base.
Increasing the sample size initially improves
predictions because a larger number of observations
permits more precise specification of the model
parameters. At some point, however, additional data
provide no further enhancement. For example, with
linear regression or discriminant analyses, it is
generally believed that further improvements are not
observed when the sample size is larger than about
ten thousand.

For several reasons, model building is
currently the standard approach for working with
large sets of data, in spite of these limitations.
Historically, data bases tended to be much smaller
than they are today. Model building is an effective
technique for deriving useful information within the
context of small and medium size data bases.

Furthermore, for many years, the available
computational resources were inadequate for the
direct analysis of large amounts of data in a
reasonable time frame. Direct methods, although
discussed from time to time in the academic
literature, were simply not cost effective. The
rapid evolution of low cost, high-speed, large volume
computers may change these limitations. Many
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computational methods which were impractical less
than a decade ago may become potentially feasible.

It would be desirable to be able to analy:ze
and use large amounts of data to produce information
for practical ends. Mcdeling techniques, however,
are often not adequate to provide the desired
capabilities.

Many data bases are organized as
two-dimensional flat files. In this type of
structure, the data is typically organized in rows
and columns in which the rows represents individual
records in the data base, e.g., persons, households,
accounts, or events, and the columns represent fields
describing attributes, e.g., age, weight, symptom, or
outcomes, e.g., diagnoses, credit risk, which
comprise each record. Often information is acquired
which can be used to establish a partial record in
which the attribute information is present but the
outcome information is missing.

In these cases, it may be desirable or
necessary to forecast, predict, or diagnose the
unknown outcome information for a new record by
making use of the other information in the data base.
Traditional methods for predicting outcomes have been
based on linear regression or discriminant analyses.
More recently, other approaches have been employed,
such as rule-based expert systems.

An alternative method which, in theory, is
appropriate for solving this problem is the nearest
neighbor method (see Duda & Hart, Pattern
Classification in Scene Analysis. New York: Wiley,
1973). This method is used traditionally to identify
the record in the data base which is most similar to
the test case or test record, i.e., a new, partial
record. The outcome for this "nearest neighbor" is
assumed to be the best prediction for the new case.
Although this method is straight forward
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conceptually, there are often implementation

difficulties which limit its use.
The fields in a data base commonly

represent information of three different types. Some
5 of the fields represent variables that are boolean,
such as, e.g., true-false, yes-no, agree-disagree,
like-dislike. Other fields represent variables that
are categorical, such as, e.g., marital status --
single, married, separated, divorced, widowed; and

10 employment status ~- full-time, part-time, retired,
student, unemployed. Still other fields represent
variables that are numerical, such as, e.g., annual
income, age, months at current job. Determination of
the similarity of two records is greatly complicated

15 by these multiple data types.

If none of the fields are numerical, the
similarity between any two records might be
calculated by counting the number of fields for which
the two records have identical values. The nearest

20 neighbor would be the record which has the most
fields with values in common with the target record
(see e.g., Stanfil & Waltz, Toward memory-based
reasoning. Communications of the ACM, 1986, 29,
1213-1228).

25 If all of the fields are numerical, which
is rarely the case, each field can be considered as
one dimension of a multi- dimensional hyperspace, and
the distance between any two records can be computed
by assuming that the hyperspace has Euclidean

30 properties. By computing the distance between the
test case and every other case in the data base, the
nearest neighbor is identified as the record with the
smallest Euclidean distance from the test record.

It would be desirable to be able to analyze

35 and use information in large multiple type data bases
to formulate accurate analyses and predictions of
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expected outcomes. Existing techniques do not
provide the desired capabilities and reliability.
Summary

In accordance with the present invention
there is provided a method of organizing large sets
of data in a data base to facilitate evaluation of a
test record for producing information about the test
record. A method incorporating the present invention
extracts information from large sets of data which is
useful for prediction, forecasting, and diagnosis.

In accordance with the present invention,
it is possible to organize selected information from
a large data base in a way, for example, which is
predictive of a desired outcome, i.e., so the
information can be used to predict an expected event
or characteristic for a test case directly from the
information in the data base. Such methods compare
favorably with prior techniques based on model
building.

The method incorporating the present
invention involves the prediction of an expected
outcome based on an analysis of the similarity of a
test case or test record in a data base to each of
the prior cases, i.e., existing records, which have
been stored in the data base. In general, the method
incorporating the present invention is an outgrowth
and refinement of the classical nearest neighbor
method. Methods incorporating the present invention
provide techniques for transforming a raw data base
into a numerical representation which permits
utilization of the power which is inherent in the
nearest neighbor approach. Additionally, methods
incorporating the present invention, when compared to
the classical technique, greatly enhance the
effectiveness of the process.

Typically, the various data fields of the
records for most large data bases include a mixture
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of numerical, boolean, and categorical information.
Under these circumstances, the appropriate method for
deternmining similarity becomés problematic. There is
no obvious method which is clearly best for measuring

5 inter-record similarity. This is a serious
impediment to the application and use of the nearest
neighbor approach to real-world data.

Another difficult problem relates to the
relative predictive value of the information in

10 different fields of each record. For any given
outcome to be predicted, some of the fields may have
high predictive value while others may be totally
irrelevant. For example, in diagnosing a medical
problem, some symptoms (attributes) may be much more

15 important than others in selecting the correct
diagnosis (outcome). In forecasting credit risk for
a bank, some applicant attributes (e.g., prior credit
history, salary level, job security) may be much more
important than others (e.g., age, gender, time at

20 current residence) in determining credit risk.

The effectiveness of a procedure for
determining the similarity between records would be
enhanced by the ability to take into account and
reflect the relevance, value or weight of the data of

25 the various fields of the data base in correctly
forecasting the desired outcome.

Yet another important aspect of making
effective use of the nearest neighbor approach is to
determine when and how to aggregate individual fields

30 to form one or more composite traits which can then
be employed to determine similarity between records
of the data base. In this regard, fields which may
provide little useful information when considered by
themselves can be useful when evaluated in

35 combination with, or on a relational basis with,

other fields.
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Yet another difficulty in measuring the
similarity between records is that numerical fields
are often not scaled in a way which faithfully
reflects the relationship between the values of a
given trait and the values of the outcome which is
being predicted or diagnosed. For example, although
credit risk may vary with age, the difference between
records due to differences in values of this data
field may differ for different values. The risk may
be great for certain values, e.g., during certain age
ranges such as the younger ages of 18 to 30. On the
other hand the difference may be small for other age
ranges, e.g., the senior years of 55 to 70.

For example, the similarity on the basis of
the age attribute (the difference in age) for two
individuals whose ages differ by eight years are
different for different age values. Thus, analysis
of the data would show that two individuals who are
56 and 64 years of age are considered to be highly
similar. In contrast, two individuals who are 20 and
28 years of age would be considered to be somewhat
different.

A simple mathematical treatment of these
data would conclude that both cases are equally
similar, namely eight years difference in age. A
method in accordance with the present invention
attempts to optimize the predictive validity of a
nearest neighbor system by scaling each predictor
value such that the numerical values reflect an
accurate relationship to the outcome measure.

Current nearest neighbor technology does not provide
a solution for this problem.

The method incorporating the current
invention addresses these problems and thereby is an
advance over classic nearest neighbor technology.

The solution is based on the use of a recursive

binary classification process (cf., Breiman,
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Friedman, Olshen, & Stone, Classification and
Regression Trees. Monterey, CA:Wadsworth, 1984;
Quinlan, I. R. Induction of decision trees. achine
ILearning, 1986, 1 81-106). This process has been
used by itself to classify or categorize data and is
a powerful tool for these purposes.

A method in accordance with the present
invention, utilizes numerical scaling of similarities
created by use of non-linear mapping functions.
Numerical scaling as used in accordance with the
present invention combines a number of original
variables to produce a derived variable.

In accordance with the current invention, a
binary classification tree is used in a novel way as
a preparatory step to translate (i.e., map) diverse
information in raw data base form into a new, derived

- representation having equal or eguivalent units of

measurement which are appropriate for applying the
nearest neighbor approach.

The binary classification tree provides a
means for mapping the fields in the original records
of the data base into a new set of derived fields
which can be employed for making determinations of
the similarity between records. This mapping process
generally involves a reduction in the number of
fields contained in each derived record. This
results from the elimination of fields which provide
no relevant information, and from the combination of
two or more original fields into a single new derived
field. ,

In accordance with the present invention,
this mapping process involves the following steps:

(1) Select an outcome measure which is
identical to or highly related to the
primary outcome which will be the focus of
the nearest neighbor forecast or diagnosis.
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This outcome measure is to be available as
one of the fields in the original record
layout and is to be numerical or boolean in
type (i.e., not categorical).

Identify the fields in the original record
layout which can potentially be employed as
predictor variables. Partition these
fields into groupings such that the
original fields making up each group share
common properties or provide information
which has common characteristics or is
related in some fashion. These groupings
can be based on statistical measurements,
on engineering requirements or
restrictions, on suspected cause and effect
relationships, or.on knowledge available
from individuals who have had prior
experience with the application in
question. The number of such groupings
usually varies between two and twelve. The
number of original fields forming any one
group usually varies between one and eight.

Use the fields within each group as the
splitting variables in creating a binary
classification tree (c.f., Breiman et al.,
1984) with the selected outcome field as
the focus of the classification. There are
different ways in which a classification
tree can be created (c.f., Mingers, I., An
empirical comparison of selection measures
for decision-tree induction. Machine
Learning, 1989, 3, 319-342; and Mingers,
I., An empirical comparison of pruning
methods for decision tree induction.
Machine learning, 1989, 4, 227-243). Many
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of the common procedures would be
appropriate for the mapping process herein

described.

Once the classification tree has been
constructed, each record in the data base
can be associated with one, and only one,
terminal node within the tree. The outcome
value associated with the terminal node,
i.e., the average value for the records
within that terminal node, is the numerical
value assigned to that record for the
trait, i.e., the new field, derived from
the original fields used to create the

classification tree.

Repeat this procedure such that a separate
classification tree is created for each
grouping, as defined in (2) above, of the
fields in the original data base. The new
derived representation for each original
record has as many fields as the number of
classification trees which have been
created. The values for these derived
fields are the outcome value of the
terminal node which is appropriate for the
original record, and are in egual or
equivalent units of measurement. Each
grouping of the original fields has an
associated binary classification tree; each
tree assigns every record in the original
data base to one of its terminal nodes in
each derived record of the derived data
base. The value of the terminal node
becomes the value of the corresponding new
field for that record.
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The mapping procedure as describedl above
provides a solution for the problems discussed
previously. A uniform numerical unit of measurement
is derived which is independent of the original field
type (boolean, categorical, or numerical). The
relative importance of each of the original fields in
the original data base is determined and weighted
properly by the creation of the binary classification
tree. The combination or elimination of fields is
also a natural consequence of tree creation.

Finally, the scaling of the new derived field values
in respect to the target outcome is an integral
aspect of the binary classification process.

Thus, the method incorporating the current
invention provides an effective procedure for
preparing a raw data base for nearest neighbor
forecasting. The mapping procedure creates a new,
derived representation in which the fields are all
numerical and are in equal or equivalent units of
measurement, in which the values are scaled properly,
and in which each field provides meaningful
predictive information. This new representation
permits the use of the powerful Minkowski distance
metric to determine inter-record similarity.

In accordance with one aspect of the method
incorporating the present invention, selected
variables are grouped or aggregated for combined
processing and analysis. A plurality of such
groupings may be utilized, each of which contains
information or data derived from fields different
from the fields used in other groupings in so far as
the desired output is concerned. A grouping of data
for analysis to provide an output predictive of one
selected outcome could very well be different from a
grouping or aggregation of data fields with respect
to another outcome. Values of the data in a
selected group are categorized with respect to the
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selected outcome to produce multiple discrete
combinations each having a predictive value for the

desired outcome.
In addition to the mapping process which is

employed to prepare the information acquired from the
original data base, the current invention
incorporates procedures which provide refinements of
the classical nearest neighbor procedure (c.f., Duda
& Hart, 1973). This is to be distinguished from
existing procedures, such as those for determining
the outcome for the test record by observing the
outcome associated with its nearest neighbor in the
data base (i.e., the record which is most similar to
the test record). A common variation of the
procedure is to determine the k nearest neighbors
(where k typically ranges between 1 and 20) and
designate the outcome for the test case as the
statistical average of the outcomes observed for the
k nearest neighbors when the outcome is numerical or
boolean or as the most frequent value when the
outcome is categorical. In both of these
circumstances, each record within the subset of the k
nearest neighbors has equal weight in determining the
outcome for the test record.

The method incorporating the current
invention refines the k-nearest neighbor approach in

four specific ways:

(1) The number of neighboring records (i.e., the
population of voters) which are used or
participate in determining the outcome for the
test record is greatly expanded. In accordance
with the method incorporating the present
invention, the number of voters or participating
records typically ranges from about 50 to 800.
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The number of participating records varies,
depending jointly on two independent criteria
which are established to determine the
eligibility of each potential participating
record. Participating records are typically
include or are selected from those records

(a) within a pre-specified numerical distance of
the test record, and (b) having a nearness rank
(e.g., such as the 400th closest record) which
is less than a pre-specified value. All records
which fit these criteria may be included in the
population of participating records. Records
which do not meet both of the criteria above are
not used as participating records, i.e., do not
vote.

Each of the participating records has a
differential amount of influence on the
prediction or diagnosis. The influence of each
of the records used is proportional to the
similarity of that record to the test record.
The more similar records have greater influence.
This contrasts with the one record, one vote
method of the classical k-nearest neighbor
approach.

The voting process can consider the number of
eligible participating records and both the
central tendency and the variance of the
distribution of outcome values for the eligible
participating records, i.e., the nearest
neighbors, in determining the appropriate
outcome for the test record. Prior technology
has focused on the central tendency, e.g., the
mean, of this distribution.
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Thus an applicant for credit might be analyzed
on the basis of one or more criteria. For example,
credit might be approved or denied on the basis of
revenue potential and absence of risk. The mean of

5 the participating records represents the best
forecast of revenue potential. The standard
deviation of this group represents a forecast of the
risk associated with the forecasted revenue
potential. A dual-criteria decision rule can be

10 utilized which considers both measures in deciding to
approve or deny credit to an applicant.

When the number of participating records is
below some predetermined value, the system may
respond with the mean outcome value for the entire

15 data base. If the outcome is categorical, the
response may be the most common category or
alternatively, that there is not enough information
to make a choice. When the number of participating
records exceeds the pre-specified number, the system

20 reports the mean and standard deviation for numerical
or boolean outcome measures and reports the
proportion of each category for categorical outcome
measures.

| Numerous other advantages and features of

25 the present invention will become readily apparent
from the following detailed description of the
invention and the embodiments thereof, from the
claims, and from the accompanying drawings in which
the details of the invention are fully and completely

30 disclosed as a part of this specification.

Brief Description Of the Drawings
FIGURES 1 is a logical flow chart

illustrating the method of the present invention; and
35 FIGURES 2, 3 and 4 are diagrams of decision
trees produced by analyses of records of a database
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in accordance with the method incorporating the

present invention.

Detailed Description
While this invention is susceptible of

embodiment in many different forms, there is shown in
the drawing and will be described herein in detail
specific embodiments thereof with the understanding
that the present disclosure is to be considered as an
exemplification of the principles of the invention
and is not intended to limit the invention to the
specific embodiment illustrated.

As indicated above, data suitable for use
with the method incorporating the present invention
may be arranged in databases organized in the form of
flat files. As represented in Fig. 1, a flat file
data base is a set of records in which each record
contains information about, i.e., represents, a
single subject of the data base, e.g., a person,
household, account, or event. Each of the records
typically contains a plurality of fields. The fields
in each record represent attributes (i.e.,
characteristics) of the subject of the record. These
attributes can be boolean (e.g., yes, no),
categorical (e.g., single, married, separated,
divorced, widowed), or numerical variables. In some
cases, the value of the attribute will not be known
(missing values).

Each record also contains a field that
represents a target event which is the object of the
forecast, i.e., the desired outcome. The target
event or outcome field can also be a boolean,
categorical or numerical variable. Some of the
records, i.e., the existing set, contain known values
for the target event. One or more other records,
i.e., the prediction or test record or set, have
unknown values for the target event. A method
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incorporating the present invention, uses the derived
information relating the attributes to the outcome in
the training set to "predict" the best value for the
outcome for each record in the prediction set.

In accordance with the present invention,
if the desired outcome is to predict the probable
credit record of an applicant for credit, e.g.,
based on revenue to be earned, a data base of
existing credit records can be analyzed. 1In one
example, such records may represent information about
individuals applying to receive a line of credit,
often in the form of a credit card or loan, e.g., to
banks, retail stores, or oil companies. The credit
evaluation of an applicant can be predicted in
accordance with the method incorporating the present
invention by comparing the attribute information from
an individual's application to the corresponding
information contained in the records of prior
applicants whose credit record is currently known.
The similarity between new applicant's attributes and
those of prior applicants provides a basis for
approving or denying credit. For example, a
similarity between the new applicant's attributes and
those of prior applicants who have abused their
credit privileges would provide a basis for denying
credit.

For credit screening, the predictor
attributes commonly consist of several numerical
variables, several boolean variables, and several
categorical variables. Examples of numerical values
include monthly income, monthly credit payments,
monthly housing payment, months at current job,
months at current residence, number of 60-day
delinquencies, number of balances past due, and
number of recent inquiries to credit bureau.

Examples of boolean variables include the existence
or absence of a savings account, checking account,
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loan account, bank credit card, and oil company card,
and whether certain information has been provided,
e.g., a job description. Examples of categorical
variables include type of housing, source of
application, educational background. There are
typically twenty to forty fields which provide useful
information.

In such an example, an appropriate outcome
measure or target event may be the net revenue
(positive or negative) to be derived from the
applicant if credit is issued. 1In accordance with a
method incorporating the present invention, a subset
of the available fields relating to the existence and
non-existence of certain financial parameters such
as, e.g., bank card, department store card, oil
company card, savings account, checking account, as
well as housing type, e.g., owns, rents, with
parents, can be grouped together.

The original information or data in
this subset or group of attribute fields is evaluated
to produce derived predictive values relative to the
target event. Thus, in accordance with the present
invention, the grouping of original data fields is
subjected to a binary classification procedure to
produce a binary classification tree structure shown
in Fig. 2 which segments the database in a useful
way.

The top box in Fig. 2 indicates that the
entire data base represents 191,293 records of credit
applicants which produce an average annual net
revenue of -1.28. The first split of the data base
is based on the existence or absence of a bank card.
These two groups are represented by the two boxes in
the second row of Fig. 2. As shown in Fig. 2, there
are 106,221 records with no bank card when they
applied for credit, and there are 85,072 with one or
more bank cards when they applied for credit. The
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group without bank credit cards produced an average
net revenue of -6.91, while the group with one or
more bank cards produce an average net revenue of
5.76.

As further illustrated in Fig. 2,
applicants with bank credit cards are further split
based on the existence or absence of a checking
account, while those with a bank credit card a next
split based on ownership of housing. These splits
are shown in the third row of Fig. 2. As shown,
there are over 32,000 applicants with no bank card
and no checking account, producing an average revenue
of -14.34; there are over 73,000 applicants with no
bank card, but with a checking account producing
average revenue of -3.41. There are over 47,00
applicants with a bank card who do not own housing
and producing an average revenue of 2.86, while the
over 37,000 applicants with a bank card who own
housing produce an average income of 5.68.

As shown in Fig. 2, a binary classification
tree represents a recursive process which continues
to split the subset into groups as long as meaningful
splits are possible. 1In this context, meaningful
refers to the creation of two new groups which are
significantly different from each other in a
statistical sense.

In the example illustrated in Fig. 2,
thirty terminal groups were produced, not all at the
same level. Each group represents a specific segment
of the original data base. The number of records
representing individual applicants in each group
varies from group to group as does the observed
average net revenue produced. Each of the thirty
terminal groups can be characterized as follows
:Thus, the terminal group in the lower left portion
of the Fig. 2 represents 1956 applicants with no bank
card or checking account (including no answer), which
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rent housing, with no department store card, and

without an answer about a savings account.

This

first group produced an average net revenue of -

25.70.

The next terminal group is similar, except

that the applicants in this group have savings

accounts.
revenue of =20.45.

GROUP AVERAGE

REVENUE

1 -25.70
2 -20.45
3 -13.33
4 -19.81
5 -11.62
6 - 6.02
7 -15.35
8 - 3.21

COMBINATION OF
ATTRIBUTE DATA

no bank card, no
account, housing
department store
savings accounts

ne bank card, no
account, housing
department store
account

no bank card, no
account, housing
department store

no bank card, no
account, housing

The second group produces an average net

checking
rented, no
card, no answer

checking
rented, no
card, savings

checking
rented,
card

checking
other than

rent, no department store card,
no answer savings accounts

no bank card, no
account, housing

checking
other than

rent, no department store card,
savings accounts, lives in house

no bank card, no
account, housing

checking
other than

rent, no department store card,
savings accounts, other than

house

no bank card, no
account, housing
rent, department
savings accounts

no bank card, no
account, housing
rent, department
savings accounts

checking
other than
store card, no

checking
other than
store card,
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10

11

12

13

14

15

16

17

18

19

AVERAGE

REVENUE

-20.17

- 1.35

- 1.29

=15.7

- 4,67

- 0051

- 0.49
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COMBINATION OF
ATTRIBUTE DATA

no bank card, checking account,
rents house, no answer savings
accounts, no department store
card

no bank card, checking account,
rents house, no answer savings
accounts, department store card

no bank card, checking account,
rents house, answer savings
account, no department store
card, no savings account

no bank card, checking account,
rents house, answer savings
accounts, no department store
card, savings account

no bank card, checking account,
rents house, answer savings
accounts, department store card

no bank card, checking account,
not rent house, no department
store card, housing with
parents, no savings accounts

no bank card, checking account,
not rent house, no department
store card, housing with
parents, savings accounts

no bank card, checking account,
not rent house, no department
store card, housing not with
parents

no bank card, checking account,
not rent house, department store
card, housing with parents

no bank card, checking account,
not rent house, department store
card, not housing with parents,
no oil company card

no bank card, checking account,
not rent house, department store
card, not housing with parents,
oil company card
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GROUP AVERAGE COMBINATION OF
REVENUE TTRIBUTE DATA

20 - 7.16 bank card, not own house, no

checking account, no department
store card

21 - 1.26 bank card, not own house, no
checking account, department
store card

22 1.29 bank card, not own house,
checking account, no department
store card

23 2.36 bank card, not own house,
checking account, department
store card, no travel/ent. card

24 5.91 bank card, not own house,
checking account, department
store card, travel/ent. card

25 1.52 bank card, owns house, no
department store card, no
checking account

26 6.26 bank card, owns house, no
department store card, checking
account

27 6.97 bank card, owns house,

department store card, no answer
checking account

28 10.51 bank card, owns house,
department store card, answer
checking account

The purpose of the binary classification
tree is to produce a mapping rélationship such that
any set of responses for the six predictor items
automatically places the applicant into one and only
one of the 28 terminal bins. An applicant inherits
the value of the derivative data assigned to the bin
defined by the applicant's responses. In the example
shown in Fig. 2, the bin values represent average net
revenue produced by the individuals in the bin.

In the current example, five of the six
predictor variables have 3 possible values (yes, no,
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no answer) and one (housing type) has 4 possible
values (own, rent, live w/parents, other).
Therefore, there are a total of 972 ways in which an
applicant could respond to the 6 items in the subset
(3x3x3x3x3x4). The binary classification
tree maps each of the 972 response patterns into one
of the 28 terminal bins and thereby assigns a
numerical value for each of the 972 response
patterns. As is apparent from Fig.2, however, some
of the bins encompass more than one of the possible
response patterns.

The analysis along any one branch of such a
decision tree may be terminated when certain criteria
are no longer met, e.g., the size of the group at the
end of the branch falls below a selected value, or
the quality of a proposed split does not meet certain
criteria. Alternatively, the analysis can be forced
beyond such limits if meaningful information can be
extracted.

This value provides a derived numerical
index reflecting the relative profitability of each
person based on the information contained in the six
predictor variables. The value represents a
transformation from a heterogeneous set of
categorical characteristics in the reference data
base to a single dimension in which the unit of
measurement (revenue) has ratio scale properties.
This transformation is significant since it converts
heterogeneous data into a homogeneous data in equal
or equivalent units of measurement which are suitable
for the nearest neighbor algorithm.

These transformed or derived values are
appropriate for the determination of similarity. By
measuring distance in terms of the difference in
revenue produced by two individuals, the new values
permit an application of a Minkowski distance metric.
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The use of the binary classification tree
as described above can be repeated with a different
set of predictor variables. Fig. 3 presents a second
binary classification tree. 1In this case, the
outcome measure is also net revenue but the splitting
variables are orthogonal to, have no overlap with,
the variable of the first tree. The variables used
in Fig. 3 include the number of good trades
(transactions), time at current residence, income,
and months at current job. This tree produces a
second mapping relationship which results in the
assignment of a ratio scale or derived value to each
record based on the responses to the second set of
predictor variables.

In Fig.3, the variables have been
classified in a number of different ways. Thus even
though only four attributes are used, several are
used more than once as a result of different values
for a given attribute value. Thus the terminal bin
in the lower right corner of Fig. 3 is based on
attributes of more than one good trade, more than two
good trades, long time at current residence, income
greater than 8, not long time at current job, and
income greater than 22. Applicants so classified,
produce average revenue of 11.19.

As shown in Fig.4, another group that can
be evaluated on a scaler basis for similar
information is age. The revenue produced by age can
be evaluated, and segregated by age ranges. The
benefit of scaling in this regard is, as indicated
above, that changes as a function of age may differ
for different values of age, i.e., similar age
changes may or may not result in similar changes in
revenue performance.

Thus as shown in Fig. 4, the average
revenue produced by applicants aged 19 and under is
-7.97. The average revenue produced by applicants
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aged 20 - 28 (nine year range) is -5.31, while
applicants aged 29 - 31 (three year range) produce an
average income of -2.09. Over the next six years,
applicants aged 32 - 37 produced an average income of
5 1.37 while applicants in the 38 ~ 48 age bracket
(eleven year range) produce an average income of 4.8.
Finally, applicants aged 49 and over (a large range)
produce average revenue of 6.92.
Such an analysis separates ages, not by
10 some predetermined age model, but from the actual
data that indicates the segregation as a result of
actual attribute data.
When the assignments based on the third set
of variables has been completed, a another set can be
15 chosen and the process repeated. This continues
until all of the desired predictor variables have
been included into one of the mapping sets.
When this process is complete, the 20 to 40
attributes associated with each application which are
20 predictive of the expected outcome or desired result
have been converted into four to six derived
attributes based on the mapping sets. The new
derived attributes have all of the properties that a
Euclidean distance metric reguires. Each value is
25 based on the same measuring unit (e.g., in the above
example, revenue). Each value has true ratio scale
properties. Problematic issues such as variable
selection, variable weighting, and variable scaling
have been dealt with. Missing values are included
30 since the binary classification tree treats missing
values like other values, i.e., groups missing values
with other values when they produce similar outcomes
and splits them into a separate group when they are
associated with unique outcomes.
35 For the purpose of the forgoing example, it
is assumed that the credit application and credit
bureau values have been mapped (using the binary
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classification tree) into a new set of three
attributes. The geometrical representation of our
forecasting problem has now been reduced to a 3-
dimensional hyperspace. To measure the similarity of
two records in this 3-dimensional space, one can
apply a standard Minkowski distance metric. 1In the
forgoing example, the exponent for the Minkowski
metric is set to equal 2 and thus assume Euclidean
properties for measuring distance. The distance
between any two records can be determined by
measuring the difference in values of each of the
newly derived attributes, squaring these difference
values, adding the squared values, and taking the
square root of the sum. This calculation can be
applied to all records in the data base in order to
determine for any given test record which of its
neighbors are closest (i.e., most similar).

The result of grouping variables in
accordance with the present invention is to enable
the use of a small number of dimensions, each of
which is substantially orthogonal to the others. 1In
other words, groups of information are selected which
do not share characteristics with each other and
therefore lend themselves to analysis separate from
the other groups.

By comparing the values of information in
the variables of a record for which it is desired to
predict an outcome with respect to a selected result,
e.g., revenue, a predictive response can be produced
based on the similarities of the values of the test
record, the record for which a prediction is sought,
and the values produced by the analysis of the data
base. Since the comparison is based on the analysis
of the actual data, the reliability and accuracy of
the response, as compared to existing techniques, can

be improved.
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In the credit screening example, a subset
of records in the data base which are most similar to
the test record are identified. This subset is
usually about 1/2 of 1% of the records in the entire
database. For example, .if the database consisted of
100,000 records, the 500 records which are most
similar to the target item are identified. The
forecast for the new applicant would be based on a
statistical analysis of this subset. The mean value
would be the best estimate of the expected value for
the new applicant. The standard deviation of this
subset would provide an estimate of the stability of
the expected value. For credit screening, the
standard deviation of the subset provides a direct
measure of risk. In performing analyses on a large
collection of data, it is first appropriate to
determine the nature of the information that is
desired. The data is then organized or categorized
in a plurality of groupings of data, each of which
has the capability of providing information with
respect to the desired analysis.

Thus, in the example of a collection of
data records based on applications for credit, the
various information provided by credit applicants can
be categorized or grouped into a plurality of groups,
each of which consists of categories of data capable
of providing information with respect to revenue.

Data respecting certain like information
can be aggregated and processed as a unit to provide
output in the form of a set of values of various
combinations of the data which are predictive and are
related to the ultimate gquestion being investigated.
Various combinations of data for each aggregation can
be evaluated and values produced respecting the value
of the combinations as a function of the outcome
being processed. Initially there may be a large
number of predictive variables which have a
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relationship to each other. These are aggregated,
and processed together.

In the example described above, the
predictive variables of credit cards, e.g., types of

5 credit cards, and numbers of credit cards can be
aggregated and processed together to produce a set of
values for various combinations of credit cards, each
being a scaler value having a number which relates to
the answer being sought. Thus, in conjunction with

10 processing of credit applications, each combination
of predictors will have a value corresponding to
credit worthiness or similar function. 1In processing
the combinations of data, the various predictors are
combined in a way that will be the most helpful to

15 producing information with respect to the desired
outcome.

Initially the data may be categorized in an
effort to split the records substantially equally on
either side of the split. Each successive

20 categorization is selected in a way to render the
successive level using the predictive values that
give the highest quality split. This general rule
can be modified so that split is made to achieve the
effectiveness of the variable. Thus, for a

25 particular variable the number of records might be
small. A split based on that information might occur
earlier in the tree in order that the number of
records affected by that split have an effect. At
the lower end of the tree, a split based on such a

30 small number of records might result in the effect of
the particular variable on the decision tree being so
minimal as to have no effect at all.

In addition, the split can be further
modified in an effort to maintain the size of the

35 groups. Each of the splits are somewhat equal once
again to avoid a grouping that is so off center or
small as to ultimately be ignored.
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Thus, in the evaluation of credit card
ownership, the initial split can be taken utilizing a
particular type of credit card in which the number of
credit card holders is sufficiently small so that if
a split was made later on or lower down in the
decision tree, the effect of that split would be
dissipated. An ultimate decision tree is produced in
with various combinations of credit cards having a
series of values representative of revenue, as
indicated above.

The results of each of the decision tree
analyses is a set of data representing a trait
plotted with respect to the outcome to be predicted.
Although each characteristic or trait is established
as a function of a particular set or aggregation of
data evaluated and analyzed, the units of the traits
as a function of the data analyzed is the same. The
similarity between the test case and the individual
cases making up the database can be determined based
on the similarities between the values of the trait
for each set of data analyzed.

The plot of each such trait is often
referred to as a dimension of the data base. In
accordance with the present invention data in a
number of such dimensions is used to identify or
characterize each of the records in the database.
The location of each known record is thus determined
based on the correspondence of each trait of each
record to the plotted values of that trait based on
the corresponding decision tree analysis. The
location of the test case is similarly determined.

The test case is compared to a selected
number N of most similar cases from the data base,
i.e., to the N nearest neighbors. The dégree of
similarity or the distance between the test case and
the known cases is determined by known computational
techniques, such as by computing the "Minkowski
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distance" between the test case and each of the other
cases in the data base. The Minkowski distance is
calculated in accordance with the following formula:

D= (w + X" +y + 2" + =ceem
Each of the variables "w", "x", "y" and wz"
represents the difference between a value of the test
case and the corresponding value of the known record
for each plot of a trait as determined by the
decision tree analysis. If "r" = 2, the distance is
called the Euclidean distance. The number so
calculated represents the distance or similarity
between the test case and a particular known case in
the data base. The higher the number, the less
similar or the greater is the distance being
calculated.

The prediction for the test case is
determined by taking the average of the values of the
information being predicted, e.g., credit risk, for
the "N" closest neighbors. The accuracy can be
improved, as discussed above, by using a weighted
average in which the values are weighted as a
function of the distance of each known case from the
test case.

Thus in accordance with the present
invention, data can be evaluated with the purpose of
predicting a selected outcome for a test case by
aggregating similar data, manipulating the values of
traits for combinations of each group of data to
produce for each group scaler values in common units,
determining the similarity between a test case and
prior cases, and providing a prediction based on the
central tendency, e.g., the mean value or the mode,
of the target outcome for the most similar cases.

In accordance with the present invention,
the reliability of the predictive values is improved
as compared to predictions based on existing
techniques. The predictive values in accordance with
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the present invention are determined by comparison
with the most similar records, those in the "local
neighborhood" rather than on global estimates which
occurs when other techniques, such as modeling, are
used. The predictive values produced in accordance
with the present invention are further enhanced since
the test case is compared to the actual data making
up the data base, and since data bases are typically
updated to incorporate recent records.

From the foregoing, it will be observed
that numerous variations and modifications may be
effected without departing from the true spirit and
scope of the novel concept of the invention. It is
to be understood that no limitation with respect to
the specific apparatus illustrated herein is intended
or should be inferred. It is, of course, intended to
cover by the appended claims all such modifications
as fall within the scope of the appended claims.
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WHAT I8 CLAIMED J8:

1. A method for facilitating analysis of
a test record and production of information about the
test record respecting a selected outcome from data
representing attributes of the test record comprising
the steps of:

identifying the different attribute data
capable of providing information respecting said
selected outcome in a plurality of reference records
forming a reference database;

selecting from the identified attribute
data of the reference records one or more groups of
said different attribute data:

producing a set of derived data expressed
in equivalent units of measurement from each of said
groups of different attribute data, each of said sets
of derived data having values derived from different
combinations of the different attribute data of the
selected group;

said sets of derived data defining a
derived record for each of the reference records of
the reference database;

identifying values of the derived data for
each of the reference records;

identifying values of the derived data for
the test record:

identifying a selected number of reference
records having values of derived data most similar to
the values of the derived data for the test record;

identifying outcome data for the selected
number of reference records; and

providing information about the selected
outcome for said test record based on the outcome
data for said selected number of reference records.

2. A method as claimed in Claim 1 wherein
each set of derived data is expressed in units of
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measurement having values corresponding to the
expected outcome to be predicted.

3. A method as claimed in Claim 1
5 including the steps of:
identifying for each set of derived data
different logical combinations of reference record

attribute data; and
determining the value of the derived data

10 in each set for each said different combination.

4. A method as claimed in Claim 3

including the steps of:
determining for each reference record the
15 logical combination of attribute data of that record
for each set of derived data, and
identifying for each reference record the
value of the derived data in each set corresponding
to said logical combination of attribute data.

20
5. A method as claimed in Claim 4

including the steps of:
determining for the test record the logical
combination of attribute data of that record for each

25 set of derived data, and
identifying for the test record the value

of the derived data in each set corresponding to said
logical combination of attribute data.

30 6. A method as claimed in Claim 5

including the step of:

comparing the values of the derived data in
each set thereof for each reference record with the
value of the derived data in the corresponding set

35 for the test record.
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7 A method as claimed in Claim 6
including the step of:

determining for compared values of derived
data the similarity between the test record and each
of the reference records.

8 A method as claimed in Claim 7
including the steps of:

selecting a number of the reference records
most similar to the test record;

identifying the selected outcome data for
each of the selected number of reference records.

9. A method as claimed in Claim 8
including the step of:

determining an average value of the
selected outcome data for said selected reference

records.

10. A method as claimed in Claim 9
including the step of:

adjusting the value of the selected outcome
data for each of the selected number of reference
records as a function of the similarity of each such
reference record to the test record; and

determining an average value of the
adjusted selected outcome data for said selected

reference records.

11. A method for facilitating analysis a
plurality of reference records forming a database and
production of information respecting a selected
outcome from data representing attributes of the
reference records comprising the steps of:

identifying the different attribute data
capable of providing information respecting said
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selected outcome in said plurality of reference

records; .
selecting from the identified attribute

data of the reference records one or more groups of
said different attribute data;

producing a set of derived data from each
of said groups of different attribute data, each of
said sets of derived data having values derived from
different combinations of the different attribute

data of the selected group:
identifying values of the derived data for

each of the reference records;
identifying outcome data for the reference

records; and
providing information about the selected

outcome based on the outcome data for said reference

records.

12. A method as claimed in Claim 11
wherein each set of derived data is expressed in
equivalent units of measurement.

13. A method as claimed in Claim 11
wherein each set of derived data is expressed in
units of measurement having values corresponding to
the expected outcome to be predicted.

14. A method as claimed in Claim 11
wherein said sets of derived data define a derived
record for each of the reference records of the

database.

15. A method as claimed in CIaim 11

including the steps of:
identifying values of the derived data for

a test record.
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16. A method as claimed in Claim 15
including the steps of:

identifying a selected number of reference
records having values of derived data most similar to
the values of the derived data for the test record:;

17. A method as claimed in Claim 11
including the steps of:

identifying for each set of derived data
different logical combinations of reference record
attribute data; and

determining the value of the derived data
in each set for each said different combination.

18. A method as claimed in Claim 17
including the steps of:

determining for each reference record the
logical combination of attribute data of that record
for each set of derived data, and

identifying for each reference record the
value of the derived data in each set corresponding
to said logical combination of attribute data.

19. A method as claimed in Claim 18
including the steps of:

determining for a test record the logical
combination of attribute data of that record for each
set of derived data, and

identifying for the test record the value
of the derived data in each set corresponding to said
logical combination of attribute data.




WO 92/17853 PCT/US92/02757

-36-

20. A method as claimed in Claim 19
including the step of:
comparing the values of the derived data in
each set thereof for each reference record with the
5 value of the derived data in the corresponding set
for the test record.
21. A method as claimed in Claim 20
including the step of:
determining for compared values of derived
10 data the similarity between the test record and each
of the reference records.
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