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Abstract

Provided are methods and apparatuses for encoding and decoding a motion vector. The method
of encoding a motion vector includes: selecting a mode from among a first mode in which in-
formation indicating a motion vector predictor of at least one motion vector predictor is encoded
and a second mode in which information indicating generation of a motion vector predictor
based on pixels included in a previously encoded area adjacent to a current block is encoded: de-
termining a motion vector predictor of the current block according to the selected mode and
encoding information about the motion vector predictor of the current block; and encoding a
difference vector between a motion vector of the current block and the motion vector predictor of

the current block.
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Description

Title of Invention: METHOD AND APPARATUS FOR

ENCODING AND DECODING MOTION VECTOR
Technical Field

Apparatuses and methods consistent with exemplary embodiments relate to encoding
and decoding a motion vector, and more particularly, to encoding and decoding a

motion vector by predicting a motion vector of a current block.

Background Art

A codec, such as Moving Pictures Experts Group (MPEG)-4 H.264/MPEG-4
Advanced Video Coding (AVC), uses motion vectors of previously encoded blocks
adjacent to a current block to predict a motion vector of the current block. That is, a
median of motion vectors of previously encoded blocks adjacent to left, upper, and
upper-right sides of a current block may be used as a motion vector predictor of the

current block.
Disclosure of Invention
Solution to Problem

One or more exemplary embodiments provide a method and apparatus for encoding
and decoding a motion vector, and a computer readable recording medium having

recorded thereon a computer program for executing the method.

Advantageous Effects of Invention
According to the present invention, a motion vector of the present block can be

precisely predicted and encoded based on the prediction.

Brief Description of Drawings

The above and other aspects will become more apparent by describing in detail
exemplary embodiments with reference to the attached drawings in which:

FIG. 1 1s a block diagram of an apparatus for encoding an image, according to an
exemplary embodiment;

FIG. 2 1s a block diagram of an apparatus for decoding an image, according to an
exen'iplaly embodiment;

FI1G. 3 illustrates hierarchical coding unit according to an exemplary embodiment;

FIG. 4 1s a block diagram of an image encoder based on a coding unit, according to
an exemplary embodiment;

FIG. 5 1s a block diagram of an image decoder based on a coding unit, according to
an exemplary embodiment;

FIG. 6 1llustrates a maximum coding unit, a sub cbding unit, and a prediction unit,
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according to an exemplary embodiment;
FIG. 7 illustrates a coding unit and a transform unit, according to an exemplary em-

bodiment;

FIGS. 8A through 8D illustrate division shépes of a coding unit, a prediction unit,
and a transform unit, according to an exemplary embodiment;

FI1G. 9 1s a block diagram of an apparatus for encoding a motion vector, according to
an exemplary embodiment;

FIGS. 10A and 10B illustrate motion vector predictor candidates of an explicit mode,
according to an exemplary embodiment;

FI1GS. 10C through 10E illustrate blocks having various sizes that are adjacent to a
current block, according to an exemplary embodiment;

FIGS. 11A through 11C illustrate motion vector predictor candidates of a clear mode,
according to another exemplary embodiment;

FIG. 12A 1illustrates a method of generating a motion vector predictor of an implicit
mode, according to an exemplary embodiment;

F1G. 12B 1llustrates a method of searching for a motion vector predictor of an
implicit mode, according to an exemplary embodiment;

'FIGS. 12C and 12D illustrate templates used to generate motion vector predictors,
according to an exemplary embodiment;

FIG. 13 1s a block diagram of an apparatus for decoding a motion vector, according
to an exemplary embodiment:

FIG. 14 1s a tlowchart of a method of encoding a motion vector, according to an
exemplary embodiment; and

FI1G. 15 1s a flowchart of a method of decoding a motion vector, according to an

exemplary embodiment.

Best Mode for Carrying out the Invention

According to an aspect of an exemplary embodiment, there is provided a method of
encoding a motion vector, the method including: selecting, from among a first mode
and a second mode, the first mode in which information indicating a motion vector
predictor of at least one motion vector predictor is encoded or a second mode in which
information indicating generation of a motion vector predictor based on pixels
included 1n a previously encoded area adjacent to a current block is encoded; de-
termining a motion vector predictor of the current block accordi ng to the selected
mode and encoding information about the motion vector predictor of the current block;
and encoding a difference vector between a motion vector of the current block and the
motion vector predictor of the current block, wherein the second mode is a mode in

which information indicating generation of the motion vector predictor by setting a
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range within which the motion vector predictor is to be searched based on the at least
one motion vector predictor and by searching within the search range by using pixels
included in the previously encoded area, is encoded.

The selecting the first mode or the second mode may include selecting the first mode
or the second mode based on a depth indicating a degree of decreasing from a size of a
maximum coding unit of a current picture or slice to a size of the current block.

The selecting the first mode or the second mode may include selecting the first mode
or the second mode in a unit of a current picture or slice including the current block.

The selecting the first mode or the second mode may include selecting the first mode
or the second mode based on whether the current block is encoded in a skip mode.

The at least one motion vector predictor may include a first motion vector of a block
adjacent to a left side of the current block, a second motion vector of a block adjacent
to an upper side of the current block, and a third motion vector of a block adjacent to
an upper-right side of the current block.

The at least one motion vector predictor may further include a median value of the
first motion vector, the second motion vector, and the third motion vector.

The at least one motion vector predictor may further include a motion vector
predictor generated based on a motion vector of a block co-located with the current
block 1n a reference picture and a temporal distance between the reference picture and
a current picture.

The encoding the information about the motion vector predictor of the current block
may include encoding information indicating whether the block co-located with the
current block 1s a block of a picture temporally preceding the current picture or a block
of a picture temporally following the current picture.

Information indicating whether the block co-located with the current block is the
block of the picture temporally preceding the current picture or the block of the picture
temporally following the current picture may be inserted into a header of a slice in
which the current block 1s included.

According to an aspect of another exemplary embodiment, there is provided an
apparatus tfor encoding a motion vector, the apparatus including: a prediction unit
which selects, from among a first mode and a second mode, the first mode in which in-
formation indicating one of at least one motion vector predictor is encoded or the
second mode in which information indicating generation of a motion vector predictor
based on pixels included in a previously encoded area adjacent to a current block is
encoded; a first encoder which determines a motion vector predictor of the current
block according to the selected mode and encodes information about the motion vector
predictor of the current block; and a second encoder which encodes a difference vector

between a motion vector of the current block and the motion vector predictor of the
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current block, wherein the second mode 1s a mode in which information indicating
generation of the motion vector predictor by setting a range within which the motion
vector predictor 1s to be searched based on the at least one motion vector predictor and
by searching within the search range by using pixels included in the previously
encoded area, 1s encoded.

According to an aspect of another exemplary embodiment, there is provided a
method of decoding a motion vector, the method including: decoding information
about a motion vector predictor of a current block encoded according to a mode
selected from among a first mode and a second mode; decoding a difference vector
between a motion vector of the current block and the motion vector predictor of the
current block; generating the motion vector predictor of the current block based on the
decoded information about the motion vector predictor of the current block; and
restoring the motion vector of the current block based on the generated motion vector
predictor and the decoded difference vector, wherein the first mode is a mode in which
information indicating one of at least one motion vector predictor is encoded and the
second mode 1s a mode 1n which information indicating generation of the motion
vector predictor by setting a range within which the motion vector predictor is to be
searched based on the at least one motion vector predictor and by searching within the
search range by using pixels included in a previously encoded area adjacent to the
current block, i1s encoded.

According to an aspect of another exemplary embodiment, there is provided an
apparatus for decoding a motion vector, the apparatus including: a first decoder which
decodes information about a motion vector predictor of a current block encoded
according to a mode selected from among a first mode and a second mode; a second
decoder which decodes a difference vector between a motion vector of the current
block and the motion vector predictor of the current block; a prediction unit which
generates the motion vector predictor of the current block based on the decoded in-
formation about the motion vector predictor of the current block; and a motion vector
restorer which restores the motion vector of the current block based on the generated
motion vector predictor and the decoded difference vector, wherein the first mode is a
mode in which information indicating one of at least one motion vector predictor is
encoded and the second mode 1s a mode in which information indicating generation of
the motion vector predictor by setting a range within which the motion vector predictor
1 to be searched based on the at least one motion vector predictor and by searching
within the search range by using pixels included in a previously encoded area adjacent
to the current block, is encoded.

According to an aspect of another exemplary embodiment, there is provided a

computer readable recording medium having recorded thereon a computer program for
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executing the method of encoding a motion vector and the method of decoding a

motion vector.
|37] According to an aspect of another exemplary embodiment, there is provided a

method of encoding a motion vector, the method including: selecting, from among a
first mode and a second mode, the first mode in which information indicating a motion
vector predictor of at least one motion vector predictor is encoded or the second mode
in which information indicating generation of a motion vector predictor based on

pixels included in a previously encoded area adjacent to a current block is encoded; de-
termining a motion vector predictor of the current block according to the selected

mode and encoding information about the motion vector predictor of the current block:
and encoding a difference vector between a motion vector of the current block and the

motion vector predictor of the current block.

Mode for the Invention

| 38] Certain exemplary embodiments are described in greater detail below with reference
to the accompanying drawings. Expressions such as “at least one of,” when preceding
a list of elements, modity the entire list of elements and do not modity the individual
elements of the list. In the present specification, an “image” may denote a still image
for a video or a moving image, that is, the video itself.

139] In the tfollowing description, like drawing reference numerals are used for the like
elements, even in different drawings. The matters defined in the description, such as
detailed construction and elements, are provided to assist in a comprehensive under-
standing of exemplary embodiments. However, exemplary embodiments can be
practiced without those specifically defined matters.

[40] FIG. 1 1s a block diagram of an image encoding apparatus 100 for encoding an
image, according to an exemplary embodiment. The image encoding apparatus 100
may be implemented as a hardware apparatus such as, for example, a processor of a
computer or a computer system., The image encoding apparatus 100, or one or more
components thereof, may also be implemented as a software module residing on the
computer system.

141} Referring to FIG. 1, the image encoding apparatus 100 includes a maximum
encodin g unit divider 110, an encoding depth determiner 120, an image data encoder
130, and an encoding information encoder 140 which may be implemented, for
example, as hardware or software modules integrated within the image encoding
apparatus 100 or separately from the image encoding apparatus 100.

[42] The maximum encoding unit divider 110 may divide a current frame or slice based
on a maximum coding unit that is a coding unit of the largest size. That is, the

maximum encoding unit divider 110 may divide the current frame or slice into at least
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one maximum coding unit.

According to an exemplary embodiment, a coding unit may be represented using a
maximum coding unit and a depth. As described above, the maximum coding unit
indicates a coding unit having the largest size from among coding units of the current
frame, and the depth indicates a degree of hierarchically decreasing the coding unit. As
a depth increases, a coding unit may decrease from a maximum coding unit to a
miniimum coding unit, wherein a depth of the maximum coding unit is defined as a
minimum depth and a depth of the minimum coding unit is defined as a maximum
depth. Since the size of a coding unit decreases from a maximum coding unit as a
depth increases, a sub coding unit of a kth depth may include a plurality of sub coding
units of a (k+n)th depth (where k and n are integers equal to or greater than 1).

According to an increase of the size of a frame to be encoded, encoding an image in a
greater coding unit may cause a higher image compression ratio. However, if a greater
coding unit is fixed, an image may not be efficiently encoded by reflecting con-
tinuously changing image characteristics.

For example, when a smooth area such as the sea or sky is encoded, the greater a
coding unit 1s, the more a compression ratio may increase. However, when a complex
area such as people or buildings i1s encoded, the smaller a coding unit is, the more a
compression ratio may increase.

Accordingly, in an exemplary embodiment, a different maximum image coding unit
and a different maximum depth are set for each frame or slice. Since a maximum depth
denotes the maximum number of times by which a coding unit may decrease, the size
of each minimum coding unit included in a maximum image coding unit may be
variably set according to a maximum depth. The maximum depth may be determined
differently for each frame or slice or for each maximum coding unit.

The encoding depth determiner 120 determines a division shape of the maximum
coding unit. The division shape may be determined based on calculation of rate-
distortion (RD) costs. The determined division shape of the maximum coding unit is
provided to the encoding information encoder 140, and image data according to
maximum coding units is provided to the image data encoder 130.

A maximum coding unit may be divided into sub coding units having different sizes
according to different depths, and the sub coding units having different sizes, which
are included in the maximum coding unit, may be predicted or frequency-transformed
based on processing units having different sizes. In other words, the image encoding
apparatus 100 may perform a plurality of processing operations for image encoding
based on processing units having various sizes and various shapes. To encode image
data, processing operations such as prediction, transform, and entropy encoding are

performed, wherein processing units having the same size or different sizes may be
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used for every operation.

For example, the image encoding apparatus 100 may select a processing unit that is
different from a coding unit to predict the coding unit.

When the size of a coding unit is 2Nx2N (where N is a positive integer), processing
units for prediction may be ZNx2N, 2NxN, Nx2N, and NxN. In other words, motion
prediction may be performed based on a processing unit having a shape whereby at
least one of a height and a width of a coding unit is equally divided by two.
Hereinafter, a processing unit, which is the base of prediction, is defined as a
prediction unit.

A prediction mode may be at least one of an intra mode, an inter mode, and a skip
mode, and a specific prediction mode may be performed for only a prediction unit
having a specific size or a specific shape. For example, the intra mode may be
performed for only prediction units having the sizes of 2Nx2N and NxN which have
the shape of a square. Further, the skip mode may be performed for only a prediction
unit having the size of 2Nx2N. If a plurality of prediction units exists in a coding unit,
the prediction mode with the least encoding errors may be selected after performing
pi'ediction for every prediction unit.

Alternatively, the image encoding apparatus 100 may perform frequency transtform
on image data based on a processing unit having a different size from a coding unit.
For the frequency transform in the coding unit, the frequency transform may be
performed based on a processing unit having a size equal to or smaller than that of the
coding unit, Hereinafter, a processing unit, which is the base of frequency transform, is
defined as a transform unit. The frequency transform may be discrete cosine transform
(DCT) or Karhunen-Loeve transform (KLT).

The encoding depth determiner 120 may determine sub coding units included in a
maximum coding unit using RD optimization based on a Lagrangian multiplier. In
other words, the encoding depth determiner 120 may determine which shape a plurality
of sub coding units divided from the maximum coding unit has, wherein the plurality
ot sub coding units has different sizes according to the depths of sub coding units. The
image data encoder 130 outputs a bitstream by encoding the maximum coding unit
based on the division shapes determined by the encoding depth determiner 120.

‘The encoding information encoder 140 encodes information about an encoding mode
of the maximum coding unit determined by the encoding depth determiner 120. In
other words, the encoding information encoder 140 outputs a bitstream by encoding in-
formation about a division shape of the maximum coding unit, information about the
maximum depth, and information about an encoding mode of a sub coding unit for
each depth. The information about the encoding mode of the sub coding unit may

include information about a prediction unit of the sub coding unit, information about a
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pi'edicti()n mode for each prediction unit, and information about a transform unit of the
sub coding unit.

The information about the division shape of the maximum coding unit may be flag
information, indicating whether each coding unit is divided. For example, when the
maximum coding unit is divided and encoded, information indicating whether the
maximum coding unit is divided is encoded. Also, when a sub coding unit divided
from the maximum coding unit is divided and encoded, information indicating whether
the sub coding unit is divided is encoded.

Since sub coding units having different sizes exist for each maximum coding unit
and information about an encoding mode is determined for each sub coding unit, in-
formation about at least one encoding mode may be determined for one maximum
coding unit.

The image encoding apparatus 100 may generate sub coding units by equally
dividing the height and width of a maximum coding unit by two according to an
increase of depth. That is, when the size of a coding unit of a kth depth is 2Nx2N, the
size of a coding unit of a (k+1)th depth is NxN.

Accordingly, the image encoding apparatus 100 may determine an optimal division
shape for each maximum coding unit based on sizes of maximum coding units and a
maximum depth in consideration of image characteristics. By variably adjusting the
size of a maximum coding unit in consideration of image characteristics and encoding
an 1mage through division of a maximum coding unit into sub coding units of different
depths, images having various resolutions may be more efficiently encoded.

FIG. 2 is a block diagram of an image decoding apparatus 200 for decoding an image
accofding to an exemplary embodiment. The image decoding apparatus 200 may be
implemented as a hardware apparatus such as, for example, a processor of a computer,
or a computer system. The image decoding apparatus 200, or one or more components
thereot, may also be implemented as a software module residing on the computer
system.

Refterring to FIG. 2, the image decoding apparatus 200 includes an image data ac-
quisition unit 210, an encoding information extractor 220, and an image data decoder
230 which may be implemented, for example, as hardware or software modules in-
tegrated within the image decoding apparatus 200 or separately from the image
encoding apparatus 200.

The 1mage data acquisition unit 210 acquires image data according to maximum
coding units by parsing a bitstream received by the image decoding apparatus 200 and
outputs the image data to the image data decoder 230. The image data acquisition unit
210 may extract information about a maximum coding unit of a current frame or slice

from a header of the current frame or slice. In other words, the image data acquisition
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unit 210 divides the bitstream in the maximum coding unit so that the image data
decoder 230 may decode the image data according to maximum coding units.

The encoding information extractor 220 extracts information about a maximum
coding unit, a maximum depth, a division shape of the maximum coding unit, and an
encoding mode of sub coding units from the header of the current frame by parsing the
bitstream received by the image decoding apparatus 200. The information about a
division shape and the information about an encoding mode are provided to the image
data decoder 230.

The information about a division shape of the maximum coding unit may include in-
formation about sub coding units having different sizes according to depths and
included in the maximum coding unit, and may be flag information indicating whether
each coding unit is divided.

The information about an encoding mode may include information about a prediction
unit according to sub coding units, information about a prediction mode, and in-
formation about a transform unit.

The 1mage data decoder 230 restores the current frame by decoding image data of
every maximum coding unit based on the information extracted by the encoding in-
formation extractor 220.

The 1mage data decoder 230 may decode sub coding units included in a maximum
coding unit based on the information about a division shape of the maximum coding
unit. A decoding process may include a prediction process including intra prediction
and motion compensation and an inverse transform process.

The image data decoder 230 may perform intra prediction or inter prediction based
on information about a prediction unit and information about a prediction mode to
predict a prediction unit. The image data decoder 230 may also perform inverse
transform for each sub coding unit based on information about a transform unit of a
sub coding unit.,

FIG. 3 illustrates hierarchical coding units according to an exemplary embodiment.

Reterring to FIG. 3, the hierarchical coding units may include coding units whose
widths and heights are 64x64, 32x32, 16x16, 8x8, and 4x4. Besides these coding units
having perfect square shapes, coding units whose widths and heights are 64x32,
32x64, 32x16, 16x32, 16x8, 8x16, 8x4, and 4x8 may also exist.

Referring to FIG. 3, for image data set 310 whose resolution is 1920x1080, the size
of a maximum coding unit 1s set to 64x64, and a maximum depth is set to 2.

For image data set 320 whose resolution is 1920x1080, the size of a maximum
codiﬁg unit is set to 64x64, and a maximum depth is set to 3. For image data set 330

whose resolution is 352x288, the size of a maximum coding unit is set to 16x16, and a

maximum depth is set to 1.
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When the resolution is high or the amount of data is great, a maximum size of a
codiﬁg unit may be set relatively great to increase a compression ratio and reflect
image characteristics more precisely. Accordingly, for the image data sets 310 and 320
having higher resolution than the image data set 330, 64x64 may be selected as the size
of a maximum coding unit.

A maximum depth indicates the total number of layers in the hierarchical coding
units. Since the maximum depth of the image data set 310 is 2, a coding unit 315 of the
image data set 310 may include a maximum coding unit whose longer axis size is 64
and sub coding units whose longer axis sizes are 32 and 16, according to an increase of
a depth.

On the other hand, since the maximum depth of the image data set 330 is 1, a coding
unit 335 of the tmage data set 330 may include a maximum coding unit whose longer
ax1s size 1s 16 and coding units whose longer axis sizes are 8, according to an increase
of a depth.

However, since the maximum depth of the image data 320 is 3, a coding unit 325 of
the 1mage data set 320 may include a maximum coding unit whose longer axis size is
64 and sub coding units whose longer axis sizes are 32, 16, 8 and 4 according to an
increase of a depth. Since an image 1s encoded based on a smaller sub coding unit as a
depth 1ncreases, exemplary embodiments are suitable for encoding an image including
more minute scenes.

FIG. 4 13 a block diagram of an image encoder 400 based on a coding unit, according
to an exemplary embodiment. The image encoder 400, or one or more components
thereof, may be implemented as a hardware device such as, for example, a processor of
a computer or as a software module residing on the computer system.

An intra predictor 410 performs intra prediction on prediction units of the intra mode
in a current frame 4035, and a motion estimator 420 and a motion compensator 425
pertorm inter prediction and motion compensation on prediction units of the inter
mode using the current frame 405 and a reference frame 493. The intra predictor 410,
the motion estimator 420, the motion compensator 425, and the reference frame 495
may be implemented, for example, as hardware or software modules integrated within
the image encoder 400 or separately from the image encoder 400.

Residual values are generated based on the prediction units output from the intra
predictor 410, the motion estimator 420, and the motion compensator 425. The
generated residual values are output as quantized transform coefficients by passing
through a transtormer 430 and a quantizer 440.

The quantized transform coefficients are restored to residual values by passing
through an inverse quantizer 460 and an inverse transformer 470, and the restored

residual values are post-processed by passing through a deblocking unit 480 and a loop
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filtering unit 490 and output as the reference frame 495. The quantized transform coef-
ficients may be output as a bitstream 455 by passing through an entropy encoder 450.

To pertorm encoding based on an encoding method according to an exemplary em-
bodiment, the intra predictor 410, the motion estimator 420, the motion compensator
425, the transformer 430, the quantizer 440, the entropy encoder 450, the inverse
quantizer 460, the inverse transformer 470, the deblocking unit 480, and the loop
filtering unit 490 of the image encoder 400 perform image encoding processes based
on 2 maximum coding unit, a sub coding unit according to depths, a prediction unit,
and a transform unit. |

FI1G. 5 is a block diagram of an image decoder 500 based on a coding unit, according
to an exemplary embodiment. The image decoder 500, or one or more components
thereof, may be implemented as a hardware device such as, for example, a processor of
a computer or as a software module residing on the computer system.

A bitstream 505 passes through a parser 510 so that the encoded image data to be
decoded and encoding information used for decoding are parsed. The encoded image
data 1s output as inverse-quantized data by passing through an entropy decoder 520 and
an inverse quantizer 530 and restored to residual values by passing through an inverse
transtformer 540. The residual values are restored according to coding units by being
added to an intra prediction result of an intra predictor 550 or a motion compensation
result of a motion compensator 560. The restored coding units are used for prediction
of next coding units or a next frame by passing through a deblocking unit 570 and a
loop filtering unit 580. The parser 510, the entropy decoder 520, the inverse quantizer
530, the inverse transformer 540, the intra predictor 550, the compensator 560, the de-
blocking unit 570, and the loop filtering unit 580 may be implemented, for example, as
hardware or software modules integrated within the image decoder 500 or separately
from the 1image decoder 500.

To pertorm decoding based on a decoding method according to an exemplary em-
bodiment, the parser 510, the entropy decoder 520, the inverse quantizer 530, the
inverse transformer 540, the intra predictor 550, the motion compensator 560, the de-
blocking unit 570, and the loop filtering unit 580 of the image decoder 500 perform
image decoding processes based on a maximum coding unit, a sub coding unit
according to depths, a prediction unit, and a transform unit.

In particular, the intra predictor 550 and the motion compensator 560 determine a
prediction unit and a prediction mode in a sub coding unit by considering a maximum
coding unit and a depth, and the inverse transformer 540 performs inverse transform by
constdering the size of a transform unit.

FIG. 6 illustrates a maximum coding unit, a sub coding unit, and a prediction unit,

according to an exemplary embodiment.
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T'he image encoding apparatus 100 illustrated in FIG. 1 and the image decoding
apparatus 200 illustrated in FIG. 2 use hierarchical coding units to perform encoding
and decoding in consideration of image characteristics. A maximum codin gunit and a
maximum depth may be adaptively set according to the image characteristics or
variously set according to requirements of a user.

In FIG. 6, a hierarchical coding unit structure 600 has a maximum coding unit 610
which is a maximum coding unit whose height and width are 64 and maximum depth
1s 4. A depth increases along a vertical axis of the hierarchical coding unit structure
600, and as a depth increases, heights and widths of sub coding units 620 to 650
decrease. Prediction units of the maximum coding unit 610 and the sub coding units
620 to 650 are shown along a horizontal axis of the hierarchical coding unit structure
600.

The maximum coding unit 610 has a depth of 0 and the size of an coding unit, or a
height and a width, of 64x64. A depth increases along the vertical axis, and there exist
a tirst sub coding unit 620 whose size is 32x32 and depth is 1, a second sub coding
unit 630 whose size is 16x16 and depth 1s 2, a third sub coding unit 640 whose size is
8%X8 and depth is 3, and a minimum coding unit 650 whose size is 4x4 and depth 1s 4.
The minimum coding unit 650 whose size is 4x4 and depth is 4 is a minimum coding
unit, and the minimum coding unit may be divided into prediction units, each of which
18 less than the minimum coding unit.

Reterring to FIG. 6, examples of prediction units are shown along the horizontal axis
according to each depth. That is, a prediction unit of the maximum coding unit 610
whose depth 1s 0 may be a prediction unit whose size is equal to the size 64x64 of the
maximum coding unit, or a prediction unit 612 whose size is 64x32, a prediction unit
614 whose size i1s 32x64, or a prediction unit 616 whose size is 32x32, which has a
size smaller than that of the maximum coding unit whose size 1s 64x64.

A prediction unit of the first sub coding unit 620 whose depth is 1 and size is 32x32
may be a prediction unit whose size is equal to the size 32x32 of the first sub coding
unit, or a prediction unit 622 whose size is 32x16, a prediction unit 624 whose size is
16x32, or a prediction unit 626 whose size is 16x16, which has a size smaller than that
of the furst sub coding unit 620 whose size is 32x32.

A prediction unit of the second sub coding unit 630 whose depth is 2 and size is
16x16 may be a prediction unit whose size is equal to the size 16x 16 of the second sub
coding unit 630, or a prediction unit 632 whose size is 16x8, a prediction unit 634
whose size 1s 8x16, or a prediction unit 636 whose size is x8, which has a size
smaller than that of the second sub coding unit 630 whose size is 16x16.

A prediction unit of the third sub coding unit 640 whose depth is 3 and size is 8x8

may be a prediction unit whose size is equal to the size 8x8 of the third sub coding unit
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640 or a prediction unit 642 whose size is 8x4, a prediction unit 644 whose size is 4x8.
or a prediction unit 646 whose size is 4x4, which has a size smaller than that of the
third sub coding unit 640 whose size is 8x8.

[93] The minimum coding unit 650 whose depth is 4 and size is 4x4 is a minimum coding
unit and a coding unit of a maximum depth. A prediction unit of the minimum coding
unit 650 may be a prediction unit 650 whose size is 4x4, a prediction unit 652 having a
size of 4x2, a prediction unit 654 having a size of 2x4, or a prediction unit 656 having

a s1ze of 2x2.

[94] FI1G. 7 illustrates a coding unit and a transform unit, according to an exemplary em-
bodiment.
[95] The image encoding apparatus 100 illustrated in FIG. 1 and the image decoding

apparatus 200 illustrated in FIG. 2 perform encoding and decoding with a maximum
cbdillg unit 1tself or with sub coding units, which are equal to or smaller than the
maximum coding unit, divided from the maximum coding unit. In the encoding and
decoding process, the size of a transform unit for frequency transform is selected to be
no larger than that of a corresponding coding unit. For example, if a current coding
unit 710 has the size of 64x64, frequency transform may be performed using a
transtorm unit 720 having the size of 32x32.

[96] FIGS. 8A, 8B, 8C, and 8D illustrate division shapes of a coding unit 810, a
prediction unit 860, and a transform unit 870, according to an exemplary embodiment.

[97] FIGS. 8A and 8B illustrate a coding unit 810 and a prediction unit 860, according to
an exemplary embodiment.

[98] FIG. 8A shows a division shape selected by the image encoding apparatus 100 il-
lustrated in FIG. 1, to encode a maximum coding unit 810. The image encoding
apparatus 100 divides the maximum coding unit 810 into various shapes, performs
encoding, and selects an optimal division shape by comparing encoding results of
vartous division shapes with each other based on the RD costs. When it is optimal that
the maximum coding unit 810 be encoded as it is, the maximum coding unit 810 may
be encoded without dividing the maximum coding unit 8§10 as illustrated in FIGS. SA
through 8D.

[99] Referring to FIG. 8A, the maximum coding unit 810 whose depth is 0 is encoded by
dividing it into sub coding units whose depths are equal to or greater than 1. That is,
the maximum coding unit 810 is divided into 4 sub coding units whose depths are 1,
and all or some of the sub coding units whose depths are 1 are divided into sub coding
units 814, 816, 818, 828, 850, and 852 whose depths are 2.

[100] A sub coding unit located in an upper-right side and a sub coding unit located in a
lower-lett side among the sub coding units whose depths are | are divided into sub

coding units whose depths are equal to or greater than 2. Some of the sub coding units
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whose depths are equal to or greater than 2 may be divided into sub coding units 820,
822 524, 826, 830, 832, 840, 842, 844, 846, and 848 whose depths are equal to or
greater than 3.

FIG. 8B shows a division shape of a prediction unit 860 for the maximum coding
unit 810.

Reterring to FIG. 8B, a prediction unit 860 for the maximum coding unit §10 may be
divided differently from the maximum coding unit 810. In other words, a prediction
unit for each of sub coding units may be smaller than a corresponding sub coding unit.

For example, a prediction unit for a sub coding unit 854 located in a lower-right side
among the sub coding units 812, 854 whose depths are 1 may be smaller than the sub
coding unit 854. In addition, prediction units for sub coding units 814, 816, 850, and
852 of sub coding units 814, 816, 818, 828, 850, and 852 whose depths are 2 may be
smaller than the sub coding units 814, 816, 850, and 852, respectively.

In addition, prediction units for sub coding units 822, 832, and 848 whose depths are
3 may be smaller than the sub coding units 822, 832, and 848, respectively. The
prediction units may have a shape whereby respective sub coding units are equally
divided by two in a direction of height or width or have a shape whereby respective
sub coding units are equally divided by four in directions of height and width.

FIGS. 8C and 8D illustrate a prediction unit 860 and a transform unit 870, according
to an exemplary embodiment.

FIG. 8C shows a division shape of a prediction unit 860 for the maximum coding
unit 810 shown in FIG. 8B, and FIG. 8D shows a division shape of a transform unit
370 of the maximum coding unit §10.

Reterring to FIG. 8D, a division shape of a transform unit 870 may be set differently
from the prediction unit 860.

For example, even though a prediction unit for the sub coding unit 854 whose depth
1s 1 18 selected with a shape whereby the height of the sub coding unit 854 is equally
divided by two, a transform unit may be selected with the original size of the sub
coding unit 854. Likewise, even though prediction units for sub coding units 814 and
550 whose depths are 2 are selected with a shape whereby the height of each of the sub
coding units 814 and 850 is equally divided by two, a transform unit may be selected
with the same size as the original size of each of the sub coding units 814 and 850.

A transform unit may be selected with a smaller size than a prediction unit. For
example, when a prediction unit for the sub coding unit 852 whose depth is 2 is
selected with a shape whereby the width of the sub coding unit 852 is equally divided
by two, a transform unit may be selected with a shape whereby the sub coding unit 852

1s equally divided by four in directions of height and width, which has a smaller size

than the shape of the prediction unit.
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FIG. 9 is a block diagram of an apparatus 900 for encoding a motion vector,
according to an exemplary embodiment.

The apparatus 900 for encoding a motion vector may be included in the apparatus
100 described above 1n association with FIG. [ or the image decoder 400 described
above in association with FIG. 4. Referring to FIG. 9, a motion vector encoding
apparatus 900 according to an exemplary embodiment includes a prediction unit 910, a
first encoder 920, and a second encoder 930.

In order to decode a block encoded using inter prediction, i.e., inter-picture
prediction, information about a motion vector indicating a position difference between
a current block and a similar block in a reference picture is used. Thus, information
about motion vectors is encoded and inserted into a bitstream in an image encoding
process. However, if the information about motion vectors is encoded and inserted as it
s, an overhead for encoding the information about motion vectors increases, thereby
decreasing a compression ratio of image data.

Therefore, 1n an image encoding process, information about a motion vector is
compressed by predicting a motion vector of a current block, encoding only a dif-
ferential vector between a motion vector predictor generated as a result of prediction
and an original motion vector, and inserting the encoded differential vector into a
bitstream. FIG. 9 shows an apparatus 900 for encoding a motion vector, which uses
such a motion vector predictor.

Referring to FIG. 9, the prediction unit 910 determines whether a motion vector of a
current block 1s prediction-encoded based on an explicit mode or an implicit mode.

As described above, such a codec as MPEG-4 H.264/MPEG-4 AVC uses motion
vectors of previously encoded blocks adjacent to a current block to predict a motion
vector of the current block. For example, a median of motion vectors of previously
encoded blocks adjacent to left, upper, and upper-right sides of the current block may
be used as a motion vector predictor of the current block. Since motion vectors of all
blocks encoded using inter prediction are predicted using the same method, in-
formation about a motion vector predictor does not have to be encoded separately.
However, the apparatus 100 or the image decoder 400, according to an exemplary em-
bodiment, uses both a mode in which information about a motion vector predictor is
not encoded separately and a mode in which information about a motion vector
predictor 1s encoded in order to more exactly predict a motion vector, which will now
be described in detail.

(1) explicit mode

One of methods of encoding a motion vector predictor, which can be selected by the
prediction unit 910, can be a mode of explicitly encoding information about a motion

vector predictor of a current block. The explicit mode is a mode of separately encoding
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information indicating which motion vector predictor from among at least one motion
vector predictor candidate is used to predict a motion vector of a current block. Motion
vector predictor candidates according to an exemplary embodiment will be described
with reference to FIGS. 10A, 10B, and 11A to 11C.

[118] FIGS. 10A and 10B illustrate motion vector predictor candidates of an explicit mode,
according to an exemplary embodiment.

[119] Referring to FIG. 10A, a motion vector predicting method according to an exemplary
embodiment can use one of motion vectors of previously encoded blocks adjacent to a
current block as a motion vector predictor of the current block. A block a() in the
lettmost among blocks adjacent to an upper side of the current block, a block b0 in the
upper-most among blocks adjacent to a left side thereof, a block ¢ adjacent to an upper-
right side thereof, a block d adjacent to an upper-left side thereof, and a block e
adjacent to a lower-left side thereof can be used for motion vector predictors of the
current block.

[120] In a method of encoding an image and a method of decoding an image according to
exemplary embodiments, an image is encoded and decoded based on coding units
having different sizes differentiated according to depths. Thus, a motion vector of the
block adjacent to the lower-left side of the current block may also be used as a motion

vector predictor of the current block.

[121] Referring to FIG. 8A, if a current block is a coding unit 820, a coding unit 8§14
adjacent to an upper-left side of the current block, a coding unit 816 in a leftmost block
among blocks adjacent to an upper side of the current block, a coding unit 818 in an
upper-most block among blocks adjacent to a left side thereof, a coding unit 822
adjacent to an upper-right side thereof, and a coding unit 824 adjacent to a lower-left
side thereof are encoded before the current block. Thus, a motion vector of a block
adjacent to the lower-left side of the current block may be used as a motion vector

predictor of the current block.
[122] Referring to FIG. 10B, motion vectors of all blocks adjacent to a current block can be

used as motion vector predictors of the current block. In other words, motion vectors of
not only a block a0 in the lettmost among blocks adjacent to an upper side of the
current block but also all blocks a0 to an adjacent to the upper side thereof can be used
as motion vector predictors of the current block, and motion vectors of not only a block
b0 1n the upper-most among blocks adjacent to a left side thereof but also all blocks b0
to bn 'adjacent to the lett side thereof can be used as motion vector predictors of the
current block.

[123] Alternatively, a median value of motion vectors of adjacent blocks can be used as a
motion vector predictor. In other words, median(mv_ a0, mv_ b0, mv_c) can be used a

motion vector predictor of the current block, wherein mv__ a) denotes a motion vector
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of the block a0, mv_ b0 denotes a motion vector of the block b0, and mv ¢ denotes a
motion vector of the block c.

Motion vector predictor candidates of the current block can be limited according to
the size of the current block and sizes of blocks adjacent to the current block. This will
be described in detail with reference to FIGS. 10C through 10E.

FIGS. 10C through 10E illustrate blocks having various sizes adjacent to a current
block, according to an exemplary embodiment.

As described above, in the method of encoding an image and the method of decoding
an 1mage according to exemplary embodiments, the image is encoded using coding
units having various sizes and prediction units having various sizes, which are de-
termined according to depths. Thus, the sizes of blocks adjacent to the current block
may vary. Thus, 1f the size of the current block differs greatly from the sizes of some
blocks adjacent to the current block, motion vectors of one or more blocks having
different sizes adjacent to the current block may not be used as motion vector
predictors of the current block.

Reterring to FIG. 10C, blocks 1014 through 1018 adjacent to the upper side of a
current block 1010 are blocks having sizes smaller than the size of the current block
1010. Since there may be a high possibility that the motion vector of a block 1012,
which is adjacent to the current block 1010 and has the same size as that of the current
block 1010, may be the same as or similar to the motion vector of the current block
1010, the prediction unit 910 may use only the motion vector of the block 1012, which
is adjacent to the current block 1010 and has the same size as that of the current block
1010, as a motion vector predictor.

Even though the size of the block 1012 is not the same as the size of the current
block 1010, only motion vectors of blocks, which are adjacent to the current block
1010 and have predetermined sizes, may be used as motion vector predictors. For
example, only motion vectors of blocks 1012 and 1018 having sizes that are équal to or
greater than 1/4 of the size of the current block 1010 may be used as motion vector
predictors. |

Reterring to FIG. 10D, the size of a block 1022 adjacent to the left side of a current
block 1020 is 16 times the size of the current block 1020, and there is a great
difference therebetween. Due to this great difference, there may be a low possibility
that the motion vector of the block 1022 adjacent to the left side of the current block
1020 may be the same as or similar to the motion vector of the current block 1020.
Thus, the motion vector ot the block 1022 adjacent to the left side of the current block
1020 may not be used as a motion vector predictor of the current block 1020, and only
a motion vector of a block 1024 adjacent to the upper side of the current block 1020

and a motion vector of a block 1026 adjacent to the upper-left side of the current block
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1020 may be used as motion vector predictors of the current block 1020.

[130] Referring to FIG. 10E, the size of a current block 1030 is greater than sizes of all
blocks 1031 through 1037 adjacent to the current block 1030. In this case, if motion
vectors of all blocks 1031 through 1037 adjacent to the current block 1030 are used as
motion vector predictors of the current block 1030, the number of motion vector
predictor candidates of the current block 1030 may be too large. As a difference
between the size of the current block 1030 and the sizes of the blocks 1031 through
1037 adjacent to the current block 1030 is increased, the number of motion vector
predictor candidates is increased. Thus, the prediction unit 910 illustrated in FIG. 9
does not use motion vectors of one or more blocks adjacent to the current block 1030
as motion vector predictors of the current block 1030.

[131] For example, in the exemplary embodiment of FIG. 10E, a motion vector of the
block 1031 adjacent to the lower-left side of the current block 1030 and a motion
vector of the block 1037 adjacent to the upper-right side of the current block 1030 may
not be used as motion vector predictors of the current block 1030.

[132] Thus, if the size of the current block 1030 is equal to or greater than a predetermined
size, motion vectors of blocks adjacent to the current block 1030 in predetermined di-
rections may not be used as motion vector predictors of the current block 1030.

[133] FIGS. 11A through 11C illustrate motion vector predictor candidates of an explicit
mode, accordin g to another exemplary embodiment.

| 134] FIG. 11A illustrates a method of calculating a motion vector predictor of a Bi-
directional Predictive Picture (referred to as ‘B picture’), according to an exemplary
embodiment. When a current picture including a current block is a B picture in which
bi-directional prediction is performed, a motion vector generated based on a temporal
distance may be a motion vector predictor.

1135] A motion vector predictor mv_temporal of a current block 1100 of a current picture
1110 can be generated using a motion vector of a block 1120 in a co-located position
of a temporally preceding picture 1112. For example, if a motion vector mv colA of
the block 1120 in a position co-located with the current block 1100 is generated for a
searched block 1122 of a temporally following picture 1114 of the current picture
1110, motion vector predictor candidates mv_LOA and mv LI1A of the current block
1100 can be generated in accordance with the equations below:

| 136] mv_LITA=(t1/t2)xmv_colA

[137] mv_LOA=mv_LIA-mv colA

| 138] ‘where mv_LOA denotes a motion vector predictor of the current block 1100 for the
temporally preceding picture 1112, and mv_L1A denotes a motion vector predictor of
the current block 1100 for the temporally following picture 1114.

[139] In the exemplary embodiment of FIG. 11A, the current picture 1110 thatis a B
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picture exists between the temporally preceding picture 1112 and the temporally
following picture 1114. In this case, if the motion vector mv_colA of the block 1120 in
a position co-located with the current block 1100 is generated from the temporally
following picture 1114, the motion vector of the current block 1100 may be more ac-
curately predicted based on mv_L1A. In other words, compared to a case when
mv_colA is a motion vector having an opposite direction to a direction illustrated in
FIG.’ 1A, 1.e., a case when mv_colA is generated from another picture before the
temporally preceding picture 1112, when mv_colA is a motion vector in the direction
of F1G. 11A, the motion vector of the current block 1100 may be more accurately
predicted.

Thus, if a direction from the current block 1100 to the block 1120 in a position co-
located with the current block 1100 is a direction ListO, the motion vector mv_colA of
the block 1120 in a position co-located with the current block 1100 should be in a
direction List] so that a possibility that the current picture 1110 may exist between the
temporally preceding picture 1112 and the temporally following picture 1114, as il-
lustrated in FIG. 11A, can increase and the motion vector of the current block 1100 can
be more accurately predicted based on mv_colA.

In addition, since the pictures 1110 through 1114 illustrated in FIG. 11A are arranged
in a temporal sequence, a motion vector predictor mv_temporal of the current block
1100 may be generated based on a picture order count (POC). Since a picture referred
to by the current block 1100 may be a picture that is different from the pictures 1112
and 1114 illustrated in FIG. [ 1A, the motion vector predictor mv_temporal of the
current block 1100 is generated based on the POC.

For example, if a POC of a current picture is CurrPOC and a POC of a picture
referred to by the current picture is CurrRefPOC, the motion vector predictor
myv_temporal of the current block 1100 can be generated in accordance with the
equations below:

Scale = (CurrPOC-CurrRefPOC)/(ColPOC-ColRefPOC)

mv_temporal = Scale*mv_colA

where ColPOC is a POC of the temporally preceding picture 1112 in which a block
1120 in a position co-located with the current block 1100 is included, and ColRefPOC
1s a POC of the temporally following picture 1114 in which a block 1122 referred to by
the block 1120 in a position co-located with the current block 1100 is included.

FIG. 11B illustrates a method of generating a motion vector predictor of a B picture,
according to another exemplary embodiment. Compared with the method illustrated in
FIG. 11A, a block in a position co-located with the current block 1100 exists in the
temporally following picture 1114.

Referring to FIG. 11B, a motion vector predictor of the current block 1100 of the
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current picture 1110 can be generated using a motion vector of a block 1130 in a co-
located position of the temporally following picture 1114. For example, if a motion
vector mv_colB of the block 1130 1n a position co-located with the current block 1100
1s generated for a searched block 1132 of the temporally preceding picture 1112 of the
current picture 1110, motion vector predictor candidates mv_LOB and mv_L 1B of the
current block 1100 can be generated in accordance with the equations below:

(148 mv_LOB=(t3/t4)xmv_colB |

[149]  mv_L1B=mv_LOB-mv_colB

[150] where mv_L0OB denotes a motion vector predictor of the current block 1100 for the

temporally preceding picture 1112, and mv_L1B denotes a motion vector predictor of
the current block 1100 for the temporally following picture 1114.

[151] Similar to FIG. 11A, in the exemplary embodiment of FIG. 11B, the current picture
1110 that 1s a B picture exists between the temporally preceding picture 1112 and the
temporally tollowing picture 1114. Thus, if the motion vector mv_colB of the block
1130 1n a position co-located with the current block 1100 is generated for the
temporally preceding picture 1112, a motion vector of the current block 1100 may be
more accurately predicted based on mv_LOB. In other words, compared to a case when
mv_colB 1s a motion vector having an opposite direction to a direction illustrated in
F1G. 11B, 1.e., a case when mv_colB is generated from another picture after the
temporally following picture 1114, when mv_colB is a motion vector in the direction
of FIG. 11B, the motion vector of the current block 1100 may be more accurately
predicted.

[152] Thus, 1f a direction from the current block 1100 to the block 1130 in a position co-
located with the current block 1100 is a direction List]l, the motion vector mv c¢olB of
the block 1130 in a position co-located with the current block 1100 should be in the
direction ListO so that a possibility that the current picture 1110 may exist between the
temporally preceding picture 1112 and the temporally following picture 1114, as il-
lustrated 1in FIG. 11B, can increase and the motion vector of the current block 1100 can
be more accurately predicted based on mv_colB.

[153] In addition, since a picture referred to by the current block 1100 may be a picture
other than the pictures 1112 and 1114 illustrated in FIG. 11B, a motion vector
predictor of the current block 1100 may be generated based on the POC.

[ 154] For example, if a POC of a current picture is CurrPOC and a POC of a picture
referred to by the current picture 1s CurrRefPOC, the motion vector predictor of the
current block 1100 can be generated in accordance with the equations below:

[155] Scale = (CurrPOC-CurrRefPOC)/(ColPOC-ColRefPOC)

[156] mv_temporal = Scale*mv_colB

[157] where ColPOC 1s a POC of the temporally following picture 1114 in which a block
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1130 1n a position co-located with the current block 1100 is included, and ColRefPOC
1s a POC of the temporally preceding picture 1112 in which a block 1132 referred to by
the block 1130 1n a position co-located with the current block 1100 is included.

In the generation of a motion vector of the current block 1100 of a B picture by using
the prediction unit 910, one of the methods illustrated in FIGS. 1A and 11B can be
used. In other words, since a motion vector predictor is generated using a motion
vector and a temporal distance of the block 1120 or 1130 in a position co-located with
the current block 1100, motion vector predictors can be generated using the methods il-
lustrated in FIGS. 11A and 11B only if motion vectors of the blocks 1120 and 1130 in
the co-located position exist. Thus, the prediction unit 910 according to an exemplary
embodiment generates a motion vector predictor of the current block 1100 using only a
block having a motion vector among the blocks 1120 and 1130 in the co-located
position.

lor example, when the block 1120 in a co-located position of the temporally
preceding picture 1112 is encoded using intra prediction instead of inter prediction, a
motion vector of the block 1120 does not exist, and thus a motion vector predictor of
the current block 1100 cannot be generated using the method of generating a motion
vector predictor as illustrated in FIG. 11A.

The block 1120 1n a co-located position of the temporally preceding picture 1112 and
the block ] 130 1n a co-located position of the temporally following picture 1114 may
be used to generate the motion vector predictor of the current picture 1110 of the B
picture by using the prediction unit 910, as illustrated in FIGS. 11A and 11B. Thus, a
motton vector predictor of the current block 1100 can be decoded only if the apparatus
900 for encoding a motion vector knows which block of the blocks 1120 and 1130, in a
position co-located with the current block 1100, is used to generate the motion vector
predictor mv_temporal.

- To .this end, the apparatus 900 for encoding a motion vector may encode information

tor specifying which block of the blocks 1120 and 1130 in a position co-located with

the current block 1100 is used to generate the motion vector predictor mv_temporal
and may insert encoded information into a block header or a slice header.

FIG. 11C tllustrates a method of generating a motion vector predictor of a P picture,
according to an exemplary embodiment.

Referring to FIG. 11C, a motion vector predictor of the current block 1100 of the
current picture 1110 can be generated using a motion vector of a block 1140 in a co-
located position of the temporally preceding picture 1112. For example, if a motion
vector mv_colC of the block 1140 in a position co-located with the current block 1100
1s generated for a searched block 1142 of another temporally preceding picture 1116, a

motion vector predictor candidate mv_LOC of the current block 1100 can be generated
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in accordance with the equation below:

mv_[OC=(t6/t5)xmv_colC.

As described above in association with FIGS. 11 and 11B, mv_LOC may also be
generated based on the POC. Based on the POC of the current picture 1110, the POC
of the picture referred to by the current picture 1110, the POC of the temporally
preceding picture 1112, and the POC of another temporally preceding picture 1116,
mv_L.OC may be generated.

since the current picture 1110 is a P picture, the number of motion vector predictors
of the current block 1100 is 1 unlike FIGS. 11A and 11B.

In summary, a set C of motion vector predictor candidates according to FIGS. 10A,
10B, and 11A to 11C can be generated in accordance with the equation below:

C = {median(mvu_aO, mv_b0, mv_c), mv_a0, mv_al..., mv_aN, mv_b0, mv bl.... .
mv_bN, mv_c, mv_d, mv_e, mv_temporal}.

‘Alternatively, the set C may be generated by reducing the number of motion vector
predictor candidates in accordance with the equation below:

C = {median(mv_a', mv b, mv_c¢'), mv_a',mv b, mv ¢, mv_temporal }.

Herein, mv_x denotes a motion vector of a block x, median() denotes a median
value, and mv_temporal denotes motion vector predictor candidates generated using a
temporal distance described above in association with FIGS. 11A to 11C.

In addition, mv_a’ denotes a very first valid motion vector among mv_a0, mv_al...,
mv_aN. For example, when a block a0 has been encoded using intra prediction or
refers to a picture different from a picture referred to by the current block, a motion
vector mv_al of the block a0 is not valid, and thus mv_a’ =mv_al, and if a motion
vector of a block al is also not valid, mv_a’ = mv_a2.

Likewise, mv_b’ denotes the very first valid motion vector among mv b0, mv_bl...,
mv_bN, and mv_c’ denotes the very first valid motion vector amon g mv_c¢, mv_d, and
mv_e. '

A motion vector of a block that refers to a picture different from a picture referred to
by the current block, from among motion vectors of blocks adjacent to the current
block, may not predict a motion vector of the current block efficiently. Thus, the
motion vector of the block that refers to a picture different from a picture referred to by
the current block may be excluded from the set C of motion vector predictor
candidates. |

The explicit mode is a mode of encoding information indicating which motion vector
has been used for a motion vector predictor of a current block. For example, when a
motion vector is encoded in the explicit mode, a binary number can be allocated to
each of elements of the set C, i.e., motion vector predictor candidates, and if one of

them 1s used as a motion vector predictor of a current block, a corresponding binary
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number can be output,

Since a corresponding binary number is allocated to each motion vector predictor
candidate so as to specify one of the elements of the set C and is output, as the number
of elements of the set C decreases, the elements of the set C may be specified as binary
numbers with smaller bits.

Thus, if an overlapping motion vector predictor candidate is present in the set C, the
overlapping motion vector predictor candidate may be excluded from the set C, and
binary numbers are allocated to the motion vector predictor candidates. For example,
when the set C = {median(mv_a’, mv_b’, mv_¢"), mv_a',mv_b'. mv ¢ mv_temporal },
as described above, if mv_a’, mv_b', and mv_c' are all the same, the set C may be de-
termined as three elements like in C = {median(mv_a', mv_b', mv_c'), mv_a’,
mv_temporal}, and the binary numbers are allocated. If the elements of the set C may
be specified using 3 bits before the overlapping motion vector predictor candidate is
excluded from the set C, the elements of the set C may be specified using 2 bits after
the overlapping motion vector predictor candidate is excluded from the set C.

Instead of excluding the overlapping motion vector predictor candidate from the set
C, a predetermined weight may be added so as to increase a probability that the
overlapping motion vector predictor candidate may be determined as the motion vector
predictor of the current block. Since, in the example described above, mv_a', mv b’
and mv_c' are all the same and only mv_a' is included in the set C, a probability that
mv_a’ may be determined as the motion vector predictor of the current block may be
increased by adding a predetermined weight to mv_a'.

In addition, when there is just one motion vector predictor candidate, in spite of the
explicit mode, binary numbers for specifying one of motion vector predictor candidates
may not be encoded. For example, when the set C = {median(mv_a0, mv_b0, mv_c),
mv_a0, mv_al ..., mv_aN, mv_b0, mv_bl, ..., mv_bN, mv ¢, mv d, mv e,
myv_temporal } and it blocks a0 through aN, blocks b0 through bN, a block ¢, a block d,
and a block e are intra-predicted blocks, the set C = { mv_temporal} and thus sub-
stantially includes one element. Thus, in this case, the apparatus 900 for encoding a
motion vector may not encode binary numbers for specifying one motion vector
predictor candidate from among a plurality of motion vector predictor candidates in
spite of the explicit mode.

It will be easily understood by those of ordinary skill in the art that other motion
vector predictor candidates besides those described above in association with the
explicit mode can be used.

(2).1mplicit mode

Another one of the methods of encoding a motion vector predictor, which can be

selected by the prediction unit 910, is a mode of encoding only information indicating
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that a motion vector predictor of a current block is generated based on blocks or pixels
included in a previously enccded area adjacent to the current block. Unlike the explicit
mode, the implicit mode is a mode of encoding information indicating generation of a
motion vector predictor in the implicit mode without encoding information for
specitying a motion vector predictor.

[183] As described above, such a codec as MPEG-4 H.264/MPEG-4 AVC uses motion
vectors of previously encoded blocks adjacent to a current block to predict a motion
vector ot the current block. That 15, a median of motion vectors of previously encoded
blocks adjacent to left, upper, and upper-right sides of the current block is used as a
motion vector predictor of the current block. In this case, unlike the explicit mode, in-
formation for selecting one of motion vector predictor candidates does not have to be
encoded.

[ 184] In other words, if only information indicating that a motion vector predictor of a
current block has been encoded in the implicit mode is encoded in an image encoding
process, a median value of motion vectors of previously encoded blocks adjacent to
left, upper, and upper-right sides of the current block can be used as a motion vector
predictor of the current block in an image decoding process.

[185] In addition, an image encoding method according to an exemplary embodiment
provides a new implicit mode of generating a motion vector predictor by using
previously encoded pixel values adjacent to the current block as a template. This will
be described in detail with reference to FIG. 12A.

[186] FIG. I2A illustrates a method of generating a motion vector predictor in the explicit
mode, according to an exemplary embodiment.

[187] Reterring to FIG. 12A, pixels 1222 included in a previously encoded area 1220
adjacent to a current block 1200 of a current picture 1210 are used to generate a motion
vector predictor of the current block 1200. Corresponding pixels 1224 are determined
by searching a reference picture 1212 using the adjacent pixels 1222, The corre-
sponding pixels 1224 can be determined by calculating a Sum of Absolute Differences
(SAD). When the corresponding pixels 1224 are determined, a motion vector
mv_template of the adjacent pixels 1222 is generated, and the motion vector
mv_template can be used as a motion vector predictor of the current block 1200.

[ 18] A set C of motion vector predictor candidates may be used to search mv_template
from the reference picture 1212, This will now be described in detail with reference to
FIG. 12B.

1189] FIG. 12B 1llustrates a method of searching for a motion vector predictor of an
implicit mode, according to an exemplary embodiment.

[ 190] Referring to FIG. 12B, when the prediction unit 910 searches the reference picture
1212 by using the pixels 1222 adjacent to the current block 1200, a predetermined
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search range 1226 may be set, and corresponding pixels 1224 may be searched only
within the predetermined search range 1226.

The search range 1226 may be set based on the motion vector predictor candidates
described above. The center of the search range 1226 may be determined based on the
motion vector predictor candidates, and an area included in a predetermined pixel
range may be set as the search range 1226 from the determined center of the search
rangé. Since there may be a plurality of motion vector predictor candidates, a plurality
of search ranges 1226 may be set, and the search ranges 1226 may be set in different
pictures.

The corresponding pixels 1224 having the smallest SAD are determined by searching
the plurality of search ranges 1226, and mv_template is generated based on the deter-
mination. Sizes and shapes of the pixels 1222 adjacent to the current block 1200 may
vary. Thus, this will now be described in detail with reference to FIG. 12C.

FI1G. 12C illustrates a template used to generate motion vector predictors, according
to an exemplary embodiment.

Referring to FIG. 12C, the pixels 1222 adjacent to the current block 1200 that are
used to generate the motion vector predictor of the current block 1200 by using the
prediction unit 910, as illustrated in FIG. 12A, may have difterent sizes and shapes.

For example, when the size of the current block 1200 is 4x4, the pixels 1222 adjacent

to the current block 1220 may be set to include only nine pixels, as illustrated in FIG.

12C, and pixels 1228 adjacent to the current block 1220 may be set to include nine or:

more pixels. In addition, the pixels 1222 may be set to have a shape other than the
shape ' -, as illustrated in FIGS. 12A through 12C.

FI1G. 12D illustrates a template used to generate motion vector predictors, according
to another exemplary embodiment.

In the calculation of an SAD, not all of the pixels adjacent to the current block 1200

are used, and only some of the pixels 1222 adjacent to the current block 1200 may be
used. For example, an SAD may be calculated using only three, five or seven pixels
from among the nine pixels 1222 having the size of 4x4 adjacent to the current block
1200.. F1G. 12D illustrates a template for calculating an SAD by using only a pixel
adjacent to the upper-left side of the current block, a pixel in the rightmost side among
pixels adjacent to the upper side thereof, and a pixel in the lower-most side among
pixels adjacent to the left-side thereof.

Information about different sizes and shapes of the templates described above with
reference to FIGS. 12B through 12D may be encoded separately from a motion vector,
may be encoded as slice parameters and inserted into a slice header, or may be encoded
as sequence parameters and inserted into a bitstream.

It a mode of using a median of motion vectors of adjacent blocks as a motion vector
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predictor 18 defined as ‘implicit mode_1", and if a mode of generating a motion vector
predictor using pixels adjacent to a current block is defined as ‘implicit mode_2’, a
motion vector predictor can be generated using one of the two implicit modes implicit
mode_1 and implicit mode_2 by encoding information about one of the two implicit
modes 1n an image encoding process and referring to the information about a mode in
an image decoding process.

(3) mode selection

There may be various criteria for the prediction unit 910 to select one of the above-
described explicit mode and implicit mode.

Since one of a plurality of motion vector predictor candidates is selected in the
explicit mode, a motion vector predictor more similar to a motion vector of a current
block can be selected. Instead, since information indicating one of a plurality of motion
vector predictor candidates 1s encoded, a greater overhead than in the implicit modes
may occur. Thus, for a coding unit having a large size, it is proper to encode a motion
vector 1n the explicit mode because a probability of increasing an error occurring when
a motion vector 1s wrongly predicted is higher for a coding unit having a large size
than a coding unit having a small size and when the size of a coding unit is large the
frequency of overhead occurrence decreases for each picture.

For example, when a picture equally divided into m coding units having the size of
04x64 1s encoded n the explicit mode, the number of overhead occurrence times is m.
However, when a picture, which has the same size, equally divided into 4m coding
units having the size of 32x32 is encoded in the explicit mode, the number of overhead
occurrence times s 4m.

‘Accordingly, the prediction unit 910 according to an exemplary embodiment can
select one of the explicit mode and the implicit mode based on the size of a coding unit
when a motion vector of a current block is encoded.

Since the size of a coding unit in the image encoding method and the image decoding
method according to exemplary embodiments described above in association with
FIGS. 1 to 8 is represented using a depth, the predictor 910 selects, based on a depth of
a current block, whether a motion vector of the current block is encoded in the explicit
mode or the implicit mode. For example, when coding units whose depths are O and |
are inter-predicted, motion vectors of the coding units are encoded in the explicit
mode, and when coding units whose depths are equal to or greater than 2 are inter-
predicted, motion vectors of the coding units are encoded in the implicit mode.

According to another exemplary embodiment, the prediction unit 910 can select the
explicit mode or the implicit mode for each picture or slice unit. Since image charac-
teristics are different for each picture or slice unit, the explicit mode or the implicit

mode can be selected for each picture or slice unit by considering these image charac-
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teristics. Motion vectors of coding units included in a current picture or slice can be
prediction-encoded by selecting an optimal mode from among the explicit mode and
the implicit mode in consideration of R-D cost.

For example, if motion vectors of coding units included in a picture or slice can be
exactly predicted without using the explicit mode, motion vectors of all coding units
included in the picture or slice can be prediction-encoded in the implicit mode.

According to another exemplary embodiment, the prediction unit 910 may select the
explicit mode or the implicit mode based on whether a current block has been encoded
in the skip mode. The skip mode is an encoding mode in which only tlag information
indicating that a current block has been encoded in the skip mode is encoded without
encoding a pixel value.

The skip mode is a mode in which a pixel value of a current block is not encoded if a
prediction block generated by performing motion compensation using a motion vector
predictor as a motion vector of the current block is similar to the current block. Thus,
as a motion vector predictor is generated more similarly to a motion vector of a current
block, a probability of encoding the current block in the skip mode is higher. Ac-
cordingly, a block encoded in the skip mode can be encoded in the explicit mode.

Reterring back to FIG. 9, when the prediction unit 910 selects one of the explicit
mode and the implicit mode and determines a motion vector predictor according to the
selected mode, the first encoder 920 and the second encoder 930 encode information
about an encoding mode and a motion vector. '

The first encoder 920 encodes information about a motion vector predictor of a
current block. In more detail, when the prediction unit 910 selects that a motion vector
of the current block is encoded in the explicit mode, the first encoder 920 encodes in-
formation indicating that a motion vector predictor has been generated in the explicit
mode and information indicating which motion vector predictor candidate has been
used as the motion vector predictor of the current block.

In addition, it a plurality of motion vector predictor candidates include mv_temporal
described above with reference to FIGS. 11A throu gh 11C, information indicating
whether a block 1200 or 1300 in a position co-located with the current block, which is
a base for generating mv_temporal, is a block of a temporally preceding picture or a
block of a temporally following picture, is also encoded.

On the contrary, when the prediction unit 910 selects that the motion vector of the
current block is encoded in the implicit mode, the first encoder 920 encodes in-
formation indicating that the motion vector predictor of the current block has been
generated in the implicit mode. In other words, the first encoder 920 encodes in-
formation indicating the motion vector predictor of the current block has been

generated using blocks or pixels adjacent to the current block. If two or more implicit
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modes are used, the first encoder 920 may further encode information indicating which
implicit mode has been used to generate the motion vector predictor of the current
block.

The 1mplicit mode may be a mode in which a motion vector predictor of a current
block 1s generated by setting a search range based on motion vector predictor
candidates of the current block and by searching within a search range set based on
pixels of a previously encoded area adjacent to the current block, as illustrated in FIG.
12C.

The second encoder 930 encodes a motion vector of a current block based on a
motion vector predictor determined by the prediction unit 910. Alternatively, the
second encoder 930 generates a difference vector by subtracting the motion vector
predictor generated by the prediction unit 910 from the motion vector of the current
block generated as a result of motion compensation and encodes information about the
difference vector.

FIG. 13 1s a block diagram of an apparatus 1300 for decoding a motion vector,
according to an exemplary embodiment.

An apparatus 1300 for decoding a motion vector, which may be included in the
image decoding apparatus 200 described above in association with FIG. 2 or the image
decoder 500 described above in association with FIG. 5, will now be described in
detail. Referring to FIG. 13, a motion vector decoding apparatus 1300 includes a first
decoder 1310, a second decoder 1320, a prediction unit 1330, and a motion vector
restorer 1340.

The tirst decoder 1310 decodes information about a motion vector predictor of a
current block, which is included in a bitstream. In detail, the first decoder 1310
decodes information indicating whether the motion vector predictor of the current
block has been encoded in the explicit mode or the implicit mode.

When the motion vector predictor of the current block has been encoded in the
exphicit mode, the first decoder 1310 further decodes information indicating one
motion vector predictor used as the motion vector predictor of the current block among
a plurality of motion vector predictors.

In addition, if a plurality of motion vector predictor candidates include mv_temporal
described above with reference to FIGS. 11A through 11C, information indicating |
whether a block 1200 or 1300 in a position co-located with the current block, which is
a base for generating mv_temporal, is a block of a temporally preceding picture or a
block of a temporally following picture, is also decoded.

When the motion vector predictor of the current block has been encoded in the
implicit mode, the first decoder 1310 may further decode information indicating which

one of a plurality of implicit modes has been used to encode the motion vector
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predictor of the current block.

[222] The implicit mode may be a mode in which a motion vector predictor of a current
block 1s generated by setting a search range based on motion vector predictor
candidates of the current block and by searching within a search range set based on
pixels of a previously encoded area adjacent to the current block, as illustrated in FIG.
12C.

[223] The second decoder 1320 decodes a difference vector between a motion vector and
the motion vector predictor of the current block included in the bitstream.

[224] The prediction unit 1330 generates a motion vector predictor of the current block
based on the information about the motion vector predictor of the current block, which
has been decoded by the first decoder 1310.

[223] When the information about the motion vector predictor of the current block, which
has been encoded in the explicit mode, is decoded, the prediction unit 1330 generates
one motion vector predictor among the motion vector predictor candidates described
above in association with FIGS. 10A, 10B, and 11A to 11C and uses it as the motion
vector predictor of the current block.

[226] When the information about the motion vector predictor of the current block, which
has been encoded in the implicit mode, is decoded, the prediction unit 1330 generates
the motion vector predictor of the current block using blocks or pixels included in a
previously encoded area adjacent to the current block. In more detail, the prediction
unit 1330 generates a median value of motion vectors of blocks adjacent to the current
block as the motion vector predictor of the current block or generates the motion vector
predictor of the current block by searching a reference picture using pixels adjacent to
the current block.

|1227] The motion vector restorer 1340 restores a motion vector of the current block by
summing the motion vector predictor generated by the prediction unit 1330 and the
difference vector decoded by the second decoder 1320. The restored motion vector is
used for motion compensation of the current block.

[228] FI1G. 14 1s a flowchart of a method of encoding a motion vector, according to an
eXemplmy embodiment.

[229] Reterring to FIG. 14, a motion vector encoding apparatus according to an exemplary
embodiment selects one of the explicit mode and the implicit mode as a mode of
encoding information about a motion vector predictor in operation 1410.

[230] The explicit mode is a mode of encoding information indicating one motion vector
predictor candidate among at least one motion vector predictor candidate as in-
formation about a motion vector predictor, and the implicit mode is a mode of
encoding information indicating that a motion vector predictor has been generated

based on blocks or pixels included in a previously encoded area adjacent to a current
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block as information about the motion vector predictor. Detailed descriptions thereot
have been given above in association with FIGS. 10A to 10E, 11A to 11C, and 12A to
12C.

A mode can be selected based on the size of a current block, i.e., a depth of the
current block, or selected in a unit of a current picture or slice in which the current
block is included. Alternatively, a mode can be selected according to whether the
current block has been encoded in the skip mode.

In operation 1420, the motion vector encoding apparatus determines a motion vector
predictor according to the mode selected in operation 1410. In detail, the motion vector
encoding apparatus determines a motion vector predictor of the current block based on
the explicit mode or implicit mode selected in operation 1410. In more detail, the
motion vector encoding apparatus determines one motion vector predictor candidate
among at least one motion vector predictor candidate as the motion vector predictor of
the current block in the explicit mode or determines the motion vector predictor of the
current block based on blocks or pixels adjacent to the current block in the implicit
mode.

In operation 1430, the motion vector encoding apparatus encodes information about
the motion vector predictor determined in operation 1420.

In the case of the explicit mode, the motion vector encoding apparatus encodes in-
formation indicating one motion vector predictor candidate among at least one motion
vector predictor candidate and information indicating that information about the
motion vector predictor of the current block has been encoded in the explicit mode.

In addition, if a plurality of motion vector predictor candidates include mv_temporal
described above with reference to FIGS. 11A through 11C, information indicating
whether a block 1200 or 1300 in a position co-located with the current block, which is
a base for generating mv_temporal, is a block of a temporally preceding picture or a
block of a temporally following picture, is also encoded.

In the case of the implicit mode, the motion vector encoding apparatus encodes in-
formation indicating that the motion vector predictor of the current block has been
generated based on blocks or pixels included in a previously encoded area adjacent to
the current block. In the case of a plurality of implicit modes, the motion vector
encoding apparatus may further encode information indicating one of the plurality of
implicit modes.

‘The implicit mode may be a mode in which a motion vector predictor of a current
block 1s generated by setting a search range based on motion vector predictor
candidates of the current block and by searching within a search range set based on

pixels of a previously encoded area adjacent to the current block, as illustrated in FIG.
12C.
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[238] In operation 1440, the motion vector encoding apparatus encodes a difference vector
generated by subtracting the motion vector predictor determined in operation 1420
from a motion vector of the current block.

[239] FIG. 15 is a flowchart of a method of decoding a motion vector, according to an
exemplary embodiment.

[240] Referring to FIG. 15, a motion vector decoding apparatus according to an exemplary
embodiment decodes information about a motion vector predictor of a current block,
which 1s included in a bitstream, in operation 1510. In detail, the motion vector
decoding apparatus decodes information about a mode used to encode the motion
vector predictor of the current block among the explicit mode or the implicit mode.

[241] In the case of the explicit mode, the motion vector decoding apparatus decodes in-
formation indicating that the motion vector predictor of the current block has been
encoded in the explicit mode and information about one motion vector predictor
candidate among at least one motion vector predictor candidate.

[242] In addition, 1f a plurality of motion vector predictor candidates include mv_temporal
described above with reference to FIGS. 1A through 11C, information indicating
whether a block 1200 or 1300 in a position co-located with the current block, which is
a base for generating mv_temporal, 1s a block of a temporally preceding picture or a
block of a temporally following picture, is also decoded.

|243] In the case of the implicit mode, the motion vector decoding apparatus decodes in-
formation indicating that the motion vector predictor of the current block has been
generated based on blocks or pixels included in a previously decoded area adjacent to
the current block. In the case of a plurality of implicit modes, the motion vector
decoding apparatus may turther decode information indicating one of the plurality of
implicit modes.

1244] The implicit mode may be a mode in which a motion vector predictor of a current
block 1s generated by setting a search range based on motion vector predictor
candidates of the current block and by searching within a search range set based on

pixels of a previously encoded area adjacent to the current block, as illustrated in FIG.

12C.

[245] In operation 1520, the motion vector decoding apparatus decodes information about a
difference vector. The difference vector is a vector of a difference between the motion
vector predictor of the current block and a motion vector of the current block.

1246] In operation 1530, the motion vector decoding apparatus generates the motion vector
predictor of the current block based on the information about the motion vector
predictor, which has been decoded in operation 1510. In detail, the motion vector
decoding apparatus generates the motion vector predictor of the current block

according to the explicit mode or the implicit mode. In more detail, the motion vector
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decoding apparatus generates the motion vector predictor of the current block by
selecting one motion vector predictor candidate among at least one motion vector
predictor candidate or using blocks or pixels included in a previously decoded area
adjacent to the current block.

In operation 1540, the motion vector decoding apparatus restores the motion vector
of the current block by summing the difference vector decoded in operation 1520 and
the motion vector predictor generated in operation 1530.

As described above, according to exemplary embodiments, a motion vector may be
more accurately predicted by using both a mode in which information about a motion
vector 1s not separately encoded and a mode in which information about a motion
vector predictor 1s encoded.

For example, the image encoding or decoding apparatus, the image encoder or
decoder, the apparatus for encoding a motion vector and the apparatus for decoding a
motion vector 1llustrated in FIGS. 1, 2, 4, 5, 9, and 13 may include a bus coupled to
every unit of the apparatus or encoder, at least one processor that is connected to the
bus and is for executing commands, and memory connected to the bus to store the

commands, received messages, and generated messages.

The computer readable recording medium is any data storage device that can store
data which can be thereafter read by a computer system. Examples of the computer
readable recording medium include read-only memory (ROM), random-access
memory (RAM), CD-ROMs, magnetic tapes, floppy disks, and optical data storage
devices. The computer readable recording medium can also be distributed over
network coupled computer systems so that the computer readable code is stored and

executed 1n a distributed fashion.
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Claims

1. A method of decoding an image, the method comprising;:
obtaining a prediction mode of a current block from a bitstream:;

obtaining motion vector predictor candidate information which spectfies a block co-
located with the current block in a temporal reference picture in direction listO or list] and
motion vector predictor information which indicates one of motion vector predictor

candidates selected as a motion vector predictor from the bitstream:;

obtaining the motion vector predictor candidates of the current block using the block
co-located with the current block in the temporal reference picture in direction listO or listl

based on the motion vector predictor candidate information when the prediction mode of the

current block 1s inter-prediction;

obtaining the motion vector predictor of the current block among the motion vector

predictor candidates based on motion vector predictor information; and

obtaining a motion vector of the current block based on the obtained motion vector

predictor and a ditferential vector obtained from the bitstream,

wherein the obtaining motion vector predictor candidates of the current block further
comprising: scaling a motion vector of the block co-located with the current block in the
temporal reference picture based on a first POC(Picture Order Count) difference and a second
POC ditterence, the first POC difference indicates a POC difference between a first POC of a
reference picture reterred to by the block co-located with the current block and a second POC
of the temporal reference picture including the block co-located with the current block, and

the second POC difference indicates a POC difterence between a third POC of the current

picture and a tourth POC of a reference picture referred to by the current block,

wherein an 1image 1s split into a plurality of maximum coding units according to

information about the maximum size of the coding unit,

the maximum coding unit is hierarchically split into one or more coding units of depths,

a coding unit of a current depth is one of rectangular data units split from a coding

unit of an upper depth,

the coding unit of the current depth are split into coding units of a lower depth,

independently from neighboring coding units, and
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when the coding unit of the current depth 1s split into at least one prediction unit for
prediction decoding, the current block is one of the at least one prediction unit split from the

coding unit of the current depth.



[Fig. 1]

110

CA 02880256 2015-01-29

L yd
MAXIMUM ENCOD
ENCODING DEPT

UNIT DIVIDER DETERM

[Fig. 2]

/210

IMAGE DATA

=1 ACQUISITION
UNIT

220

yd
ENCODING

— 1 INFORMATION

1/13

/140

ENCODING

ENCODER

1 INFORMATION
EXTRACTOR

IMAGE DATA
DECODER




CA 02880256 2015-01-29

2/13

[Fig. 3]

QL6 —

f~4
{ o3

Gt GEE

N

T

ﬁl—

J

L=H1d30 I
JLILINA DNIAQO 40 4Z1S N

NIXVYIN
NIXYIN

88CXCSUINOILP

10534

0ce —

|

E=H1ladd N[
P9 LINM ONIAQSO 40 3ZIS N

WIXVIN
NIXYIN

0801 X0c6 L:NOILN

10534

.

ri'

h o :
LAY
X 3
- .
:: " '
,i-—."\-!. Prosr e —— — — ———— — — Y VN WU WD il — — — —— — — ‘n———————",--‘,-.-________-"- e Sl —

A

—

¢=HLla40 WM
POILINM ONIAQO 40 3715 NI

——

080 1X0cH6 LNOILP

e i, e e e e

4P

A

3

(

XV

I — — — A Sl d— — — —— — — — — — — oy ."-.‘_‘.

|

{

gXx8

91 Xg1

gl

cEXch

91

¢t

¢t

8 Xt

91 X8

ZEX91

gl

P9XZE

C

¥ X8

X9}

gl

3

gl

91 X2t

49

Gl

b

CEXTY

79t

43

79

8 X8

91X9L

gt

20X ZE

cb

1250872

2%

e

ct

79



CA 02880256 2015-01-29

3/13

[Fig. 4]
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[Fig. 51
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[Fig. 8al
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[Fig. 8c]
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[Fig. 9]
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[Fig. 10d]
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[Fig. 11b]
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[Fig. 12b]
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[Fig. 12d]
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