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ABSTRACT

Disclosed and described herein are embodiments of systems, methods and computer
program for scheduling demand events over a time period based on differences between
the estimated power availability and the estimated power consumption at various points
during the time period. Inone aspect, methods are described. One embodiment of a method
includes establishing a defined time period, estimating power availability over the time
period, estimating power consumption over the time period, and scheduling, using a
computing device, demand events over the time period based on differences between the

estimated power availability and the estimated power consumption at various points during

the time period.
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METHOD, SYSTEM AND COMPUTER PROGRAM PRODUCT FOR SCHEDULING
DEMAND EVENTS

FIELD OF THE INVENTION

The present invention relates to scheduling demand events.

BACKGROUND OF THE INVENTION

In response to increasing fuel costs, ever-increasing costs of power generation, ever-
increasing demand for energy, and safety concerns about nuclear generation, utilities are
looking for alternative means to control electrical consumption. Because utilities must
design their systems to provide energy to users at peak demand, which may only occur
once or just a few times annually, utilities desire to reduce or “level off” peak demand. In
an etfort to accomplish this goal, demand response management systems (DRMSs) have
been developed. Though there may be different mechanisms for accomplishing it, the
primary goal of a DRMS is to allow the utility to control various appliances and/or
devices, or even a consumers electrical service altogether, in a manner such that the utility
can reduce its electrical demand during peak usage times. For example, the utility may be
allowed to turn off certain appliances such a HVAC, an electric water heater, stove,
refrigerator and the like within a customer’s residence during periods of high demand.
Similarly, commercial customers may allow the utility to cut off all or a part of the electrical
service during periods of high demand. Generally, the utility’s authorization to reduce or
completely cut-off a consumer’s electrical service is referred to as a demand event. These
demand events are usually limited in the number that can occur oven a given time period
(¢.g., no more than five per month), and sometimes are limited in duration (e.g., cannot cut
oft HVAC for longer than two hours). Consumers can be encouraged to enroll in such
programs, despite the possible inconvenience, by the utility offering a preferred rate for

electricity or through other incentives.

However, effective management of these demand events such that the utility can
maximize revenue from sales of off-system electrical energy or minimize costs associated

with generating or acquiring electrical energy is lacking. Therefore, systems, methods
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and computer program products are needed that overcome challenges in the art, some of

which are described herein.
BRIEF DESCRIPTION OF THE INVENTION

Disclosed and described herein are ecmbodiments of systems, methods and computer
program for scheduling demand events over a time period based on differences between

the estimated power availability and the estimated power consumption at various points

during the time period.

In one aspect, methods are described. One embodiment of a method comprises
establishing a defined time period, estimating power availability over the time period,
estimating power consumption over the time period, and scheduling, using a computing
device, demand events over the time period based on differences between the estimated
power availability and the estimated power consumption at various points during the time

period.

In another aspect, systems are described. One embodiment of a system compriscs a
memory and a processor operably connected with the memory. The processor is
configured to establish a defined time period; estimate power availability over the time
period; estimate power consumption over the time period; and schedule demand events
stored 1n the memory over the time period based on differences between the estimated
power availability and the estimated power consumption at various points during the time

period.

In yet another aspect, computer program products are described. One embodiment of a
computer program product comprises computer-executable code on a non-transitory

computer-readable medium. The computer-executable code 1s for performing the steps of
establishing a defined time period; estimating power availability over the time period,
wherein estimating power availability over the time period comprises estimating internal
power generation controlled by a utility and estimating acquired power availability that

can be purchased from sources not controlled by the utility over the time period, and
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wherein the internal power gencration controlled by the utility includes fixed power

generation and variable power generation; estimating power consumption over the time
period; and scheduling, using a computing device, demand events over the time period
based on differences between the estimated power availability and the estimated power

consumption at various points during the time period.

Additional advantages will be set forth in part in the description which follows or may be
learned by practice. The advantages will be realized and attained by means of the
elements and combinations particularly pointed out in the appended claims. It 1s to be
understood that both the foregoing general description and the following detailed

description are exemplary and explanatory only and are not restrictive, as claimed.
BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in and constitute a part of this
specification, illustrate embodiments and together with the description, serve to explain

the principles of the methods and systems:

FIG. 1 1s an illustration of one type of system that would benefit from embodiments of

the present invention;

FIG. 2 1s an overview block diagram ot a system that can be used to implement

embodiments of the present invention;

FIG. 3 1s an exemplary graph illustrating a defined time period and various estimated

demand and availability curves over the time period;

FIG. 4 1s a flowchart 1llustrating an embodiment of a method of the present invention;

FIG. 5 is a detailed flowchart illustrating another embodiment of a mcthod of the present

invention;

FIG. 6 is a continuation of FIG. 5; and
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FIG. 7 1s a block diagram 1llustrating an exemplary operating environment for performing

the disclosed methods.

DETAILED DESCRIPTION OF THE INVENTION

Before the present mcthods and systems arc discloscd and dcscribed, 1t is to be
understood that the methods and systems are not limited to specific synthetic methods,
specific components, or to particular compositions. It is also to be understood that the

terminology used herein 1s for the purpose of describing particular embodiments only and

is not intended to be limiting.

xe 2% &c

As used in the specification and the appended claims, the singular forms “a,” “an™ and
“the” include plural referents uniless the context clearly dictates otherwise. Ranges may
be expressed herein as from “about” one particular value, and/or to “about” another
particular value. When such a range is expressed, another embodiment includes from the
one particular value and/or to the other particular value. Similarly, when values are
expressed as approximations, by use of the antecedent *“about,” 1t will be understood that
the particular value forms another embodiment. It will be further understood that the
endpoints of each of the ranges are significant both in relation to the other endpoint, and

independently of the other endpoint.

“Optional” or “optionally” means that the subsequently described event or circumstance
may or may not occur, and that the description includes instances where said event or

circumstance occurs and instances where 1t does not.

Throughout the description and claims of this specification, the word “comprise” and
variations of the word, such as *“‘comprising” and “comprises,” means “including but not

limited to,” and 1s not intended to exclude, for example, other additives, components,
integers or steps. “Exemplary” means “an example of” and is not intended to convey an
indication of a preferred or ideal embodiment. “Such as™ is not used in a restrictive

sense, but for explanatory purposes.
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Disclosed are components that can be used to perform the disclosed methods and

systems. These and other components are disclosed herein, and it is understood that when
combinations, subsets, interactions, groups, etc. of these components are disclosed that
while specific reference of each various individual and collective combinations and
permutation of these may not be explicitly disclosed, each is specifically contemplated
and described herein, for all methods and systems. This applies to all aspects of this
application including, but not limited to, steps in disclosed methods. Thus, if there are a
variety of additional steps that can be performed it is understood that each of these
additional steps can be performed with any specific cmbodiment or combination of

embodiments of the disclosed methods.

The present methods and systcms may be understood more readily by reference to the
following detailed description of preterred embodiments and the Examples included

therein and to the Figures and their previous and following description.

Referring to FIG. 1, an illustration of one type of system that would benefit from
embodiments of the present invention is provided. FIG. 1 is a single-line block diagram
of a section of an exemplary utility distribution system such as, for example, an electric
distribution system. As shown in FIG. 1, a utility service is delivered by a utility provider
100 to various loads L;-L, 102 through a distribution system 104. In one aspect, the
utility service provided can be electric power. Though shown in FIG. 1 as a single-line
diagram, 1t 1s to be appreciated that the distribution system 104 can be compriscd of
single-phase and/or poly-phase components and be of varying voltage levels.
Consumption and demand by the loads 102 can be measured at the load locations by
meters M;-M,, 106. If an electric meter, the meters 106 can be single-phase or poly-phase
electric meters, as known to one of ordinary skill in the art, depending upon the load 102.
For example, the load can be single-phase and therefore thc meter 106 can be single
phase. Single-phasc loads can be connected to different phases (e.g., phase A, phase B or

phase C) of the distribution system 104. Similarly, for example, the load 102 can be a
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poly-phasc load such as a three-phasc load and the meter 106 can be a three-phase meter

that meters the three phases serving the load 102.

In one aspect, the electric meter 106 1s a smart meter as described herein and as known to
one of ordinary skill in the art. Hereinafter, the specitfication will refer to the meter 106

%2 e

as a “meter,” “electric meter,” and/or “smart meter,” where the terms can be used
interchangeably. One non-limiting example of a smart meter is the GE [1210+c meter as
available from General Electric Company (“GE™) (Schenectady, NY). Another non-
limiting example of a smart meter is the GE SM3000 meter as also available from GE.
While consumption or demand information is used by the utility provider 100 primarily
for billing the consumer, 1t also can be used for other purposes including planning and
profiling the utility distribution system. In some instances, utility providers 100 desire to
electronically communicate with the meters 106 for numerous purposes including
scheduling disconnection or connection of utility services to the loads 102, automatic
meter reading (AMR), load shedding and load control, automatic distribution and smart-
grid applications, outage reporting, providing additional services such as Internet, video.,
and audio, etc. In many of these instances, the meters 106 can be configured to
communicate with one or more computing devices 108 through a communications
network 110, which can be wired, wireless or a combination of wired and wireless, as
known to one of ordinary skill in the art. In one aspect, the network 110 is an advanced
metering infrastructure (AMI) network. AMI refers to systems that measure, collect and
analyze energy usage, and interact with advanced devices such as electricity meters, gas
meters, water meters, and the like through various communication media either on
request (on-demand) or on pre-defined schedules. Thais infrastructure includes hardware,
software, communications, consumer energy displays and controllers, customer

assoclated systems, meter data management (MDM) software, supplier and network
distribution business systems, and the like. The network 110 between the measurement
devices (e.g., meters 106) and business systems allows collection and distribution of
information to customers, suppliers, utility companies and service providers. This enables

these businesses to either participate 1n, or provide, demand response solutions, products
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and services. By providing information to customers, the system assists a change in

energy usage from their normal consumption patterns, either in response to changes in
price or as mcentives designed to encourage lower energy usage use at times of peak-
demand periods or higher wholesale prices or during periods of low operational systems
reliability. In one aspect, the network 110 comprises at least a portion of a smart grid
network. In one aspect, the network 110 utilizes one or more of one or more of a WPAN
(e.g., ZigBee, Bluetooth), LAN/WLAN (e.g., 802.11n, microwave, laser, etc.), WMAN
(e.g., WIMAX, etc.), WAN/WWAN (e.g., UMTS, GPRS, EDGE, CDMA, GSM, CDPD,
Mobitex, HSDPA, HSUPA, 3G, etc.), RS232, USB, Firewire, Ethernet, wireless USB,
cellular, OpenHAN, power line carrier (PLC), broadband over power lines (BPL), and the

like.

In some instances, the utility 100 desires to communicate with one or more electrical
devices 102 at a metered location. In one aspect, the network 110 can be used by the
utihity to communicate with the one or more electrical devices 102. For example, a utility
may desire to control operational characteristics of loads (e.g. electrical devices) 102 by
use of a demand response management system (DRMS). An exemplary DRMS can be
implemented through the use of dedicated control systems to shed loads in response to a
request by a utithity 100 or based upon market price conditions. Services (e.g., lights,
machines, air conditioning, etc.) can be reduced according to a preplanned load
prioritization scheme during the critical time frames. Generally, a DRMS can control or
affect the operational characteristics of one or more electrical devices 102 found at a
metered location. Such electrical devices can include, for example, one or more of a
heating, ventilation and air conditioning (HVAC) unit, a water heater, lighting, a dish
washer, a refrigerator, a washing machine, a dryer, an electric stove or oven, a microwave
oven, and the like. In various instances, the utility 100 can communicate with the
electrical devices 102 by use of network 110 that can comprise all or part of a DRMS, an
AMI (as described herein), a smart-grid implementation, an Internet connection, or
combinations thereof. The network 110 media can be wired (including fiber optic).

wireless, or combinations thereof. In one aspect, the network 110 communicates with a
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mcter 106, such as a smart mcter, which in turn communicates 112 either wirelessly or
through a wired conncction with the one or more electrical devices 102 at the metered
location. In other instances, the network 110 can communicate directly with the one or
more electrical devices 102 using, for example, the Internet, cellular telephone, wired

telephone connections, wired cable television connections, and the like.

Computing device 108, described in greater detail herein, can be used to control utility
100 tunctions such as meter reading, operation of the DRMS, and the like. In one aspect,
computing device 108 may be connected with other systems 114 through one or more

other networks 116.

FIG. 2 1s an overview block diagram of a system that can be used to implement
embodiments of the present invention. For example, computing device 108, which can
be used to implement aspects of the present invention, can be interconnected with or also
be used to implement all or parts of one or more other systems such as, for example, a
demand response management system (DRMS) 202, a load forecasting and profiling
system 204 that includes individual customer usage information as well as projected
usage mformation over a specified time period, a power generation and acquisition
system 206 that estimates electrical energy that can be generated by utility-controlled
resources (both fixed and variable generation), and electrical energy that can be acquired
from sources not controlled by the utility over a specified time period, and a weather

forecasting system 208 that provides data regarding anticipated weather events over a

specified time period. Such systems, if not hosted on computing device 108, can be
interconnected with computing device 108 through one or more networks 116, which can
be comprised of wired (including fiber optic) or wireless media, and combinations
thereof, and using any of a number of present or future-developed protocols. Information
can be passed to and from computing device 108 and the various systems 202, 204, 206.
208. In other aspects, information from one or more of systems 202, 204, 206, 208 can
be manually mput into computing device 108 in order to facilitate implementation of

embodiments of the present invention. Furthermore, computing device 108 can be
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interconnected with various utility devices such as meters 106 through network 110,

which can be an AMI network, as described herein.

FIG. 3 i1s an exemplary graph 300 illustrating a defined time period 302 and various
estimated demand and availability curves over the time period 302. The time period 302
is initially not fixed and can be set as desired. For example, the defined time period 302
can comprise establishing a time period of one hour, one day, one week, one month, one
year, two years, five years, ten years, 20 years, etc., or any period of time therebetween.
Estimated internal power generation 304, which includes fixed generation 306 and
variable power generation 308, 1s illustratcd 1n comparison to the anticipated energy
demand 310 over the time period 302. In one aspect, estimating power consumption over
the time period 302 comprises determining a load profile for each of a plurality of
electrical power consumers over the time period 302 and aggregating the plurality of load
profiles, which results in the anticipated energy demand 310. In one aspect, determining
the load profiles for each of a plurality of electrical power consumers over the time period
302 comprises determining the load profiles of residential, commercial and industrial
consumers of electrical power over the time period 302. In one aspect, load profile
information can be obtained from a load forecasting and profiling system 204 that
includes individual customer usage information as well as projected usage information
over the specified time period 302. Internal power generation 304 1s generally considered
power gencration that 1s under the control of the utility. Fixed gencration 306 is
generally generation that takes a sigmificant amount of time to come on-line (or go off-
line) and has an optimal level of generation above or below which 1s more expensive (and
less efficient) than at thc optimal lcvel. Generally, fixed power generation 306 is

designed to come on-line and stay on line for extended periods of time and generate at a

relatively level output. Generally, fixed generation 306 1s primarily affected by planned
outages and maintenance. Fixed power generation 306 can include one or more of
nuclear generation, coal-fired generation, oil-fired generation, natural-gas fired
generation, and the like. Variable power generation 308 can generally be considered

power generation capable of being brought on-line or off-line relatively quickly in
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comparison to fixed power generation 308 and may be more expensive to gencrate that
fixed generation 308, may not be designed for continuous power generation, or may be
affected by factors such as weather. Variable power generation 308 can include, for
example, one or more of wind generation, solar generation, hydroelectric generation,

pumped-storage generation, steam-turbine generation, combustion-turbine generation,

and the like.

Not shown in FIG. 3 is total power availability over the time period 302, which includes
estimated internal power gencration 304 and estimated acquired power availability that
can be purchased from sources not controlled by the utility over the time period 302. For
exemplary purposes, it can be assumed that sutficient acquired power is available to meet
any deficiency between estimated internal power generation 304 and anticipated energy
demand 310 over the time period 302. In one aspect, information such as that presented
in graph 300 can be obtained from a power generation and acquisition system 206, as
described herein. In one aspect, information obtained from a power generation and
acquisition system 206, as described herein, can include an estimated amount and an
estimated cost for the fixed power generation 306 and an estimated amount and an
estimated cost for the variable power generation 308. In one aspect, a weather forecast for
the defined time period 302 can be used to estimate the amount and the cost of the

variable power generation 308.

Further comprising the graph 300 of FIG. 3 are a first time period 312 and a second time
period 314. The first time period 312 1s a time period when the utility has an opportunity
to sell energy as estimated internal power generation 304 exceeds anticipated energy
demand 310. As shown, estimated fixed generation 306 alone exceeds anticipated energy
demand 310 over a portion of the first time period 312. During the first time period 312,
demand events (as described herein) can be scheduled to decrease anticipated energy
demand 310 thereby increasing the amount of power that 1s available to the utility to sell.

Otherwise, 1f the utility 1s unable to sell excess power or chooses not to sell (e.g., the

selling price is too low), then the utility may generate less variable 308 and/or fixed

10
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generation 306. In the instance of fixed generation 306, this may result in mnefficient
generation thereby causing the per unit cost of generated energy to increase. The second
time period 314 is a time period when anticipated energy demand 310 exceeds estimated
internal power generation 304. In this second time period 314, the utility must acquire
additional energy from sources not controlled by the utility (i.e., purchase power), use
emergency sources of energy (inefficient), and/or reduce anticipated energy demand 310.
The latter may be accomplished at least in part by scheduling demand events during this

second period in order to reduce anticipated energy demand 310.

Theretore, as can be seen by FIG. 3, the technical effect of embodiments of the present
invention 1S to schedule demand events over the time period 302 based on differences
between the estimated power availability (which includes estimated internal power
generation 304 and estimated acquired power availability that can be purchased from
sources not controlled by the utility over the time period 302) and the estimated power
consumption 310 at various points during the time pertod 302 by scheduling the demand
events to maximize revenue from sales of power by the utility over the time period 310
and minimizing costs of fixed power generation 306, variable power generation 308 and

acquired power generation to the utility over the time period 302.

In one aspect, an algorithm for selecting demand events for scheduling can include the
steps of estimating the anticipated load reduction for each load 102. In one aspect, a base

estimation 1s established. The base estimated can be based on factors such as building
size & type, insulation, number of occupants, electrical equipment, etc. This estimation
can be performed both at a meter level and also for specific devices. This estimation can
be adjusted over time based on measured observations gathered during successive
demand events. Typically, loads 102 can be grouped to help with the analysis needed to
select which loads will be targeted for load reduction. These groups can be based on
various factors including geography (such as thosc loads which are connected to a

feeder). These groups can be loads 102 that are spread throughout the region but are

controlled by owners that want to participate in a specific type of demand event (such as

11
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those that are willing to pay a higher rate during peak periods in order to receive a greater
reduction in their overall bill). When events are schedule, all groups are considered
individually or in combinations to determine which groups can be used to achieve a
desired load reduction. In addition to the total estimated load reduction, other factors are
taken into consideration such as: the number of events available during the enrollment
period (events per day, week, month, etc.); the expiration date of the available demand
events; whether the demand events can be used strategically to create maintenance
opportunities; whether there are conflicts with other demand events that are already or
anticipated to be scheduled; and the like. Once selected, the desired demand events are
marked for scheduling. In one aspect, event notifications such as e-mails, text messages.
phone calls, etc. arc scnt out to announce the demand cvent. For instance, these
notifications may be sent to those affected by the demand event. Once selected and
scheduled, at the time of the event, signals are sent out to the meters and devices to

initiate the demand event 1n a manner that does not adversely affect the network.

In one aspect, maximizing revenue from sales of power by the utility over the time period
310 and minimizing costs of fixed power generation 306, variable power generation 308
and acquired power generation to the utility over the time period 302 comprises
scheduling the demand events to maximize revenue for the utility by scheduling a sale of
estimated power availability that exceeds estimated power consumption 310 and
scheduling the demand events to minimize costs to the utility by minimizing purchases of
acquired power generation when the cost of acquired power generation exceeds the cost
of internal power generation 304 and mtnimizes the use of variable power generatton 308
when the cost of variable power generation 308 exceeds the cost of fixed power
generation 306. In one aspect, a computing device such as computing device 108
described herein can be used to schedule demand events. In one aspect, the computing
device 108 can create one or more control signals for controlling the demand events over
the time period 302 based on differences between the estimated power availability and
the estimated power consumption 310 at various points during the time period 302. In

one aspect, the computing device 108 can generate one or more reports based on

12
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scheduling the demand events over the time period 302 based on differences between the

estimated power availability and thc estimated power consumption 310 at various points
during the time period 302. In various aspects, the one or more reports can comprise one
or more of a report of a best fit use of the demand events using the internal power
generation 304, a report on a best fit use of the demand events using the internal
generation 304 and the acquired power availability, and a report on opportunities for the

utility to sell the internal power generation 304 or the acquired power availability.

FIG. 4 is a flowchart illustrating an embodiment of a method of the present invention. As
shown in FIG. 4, at step 402 a defined time period such as time period 302 is established.
The time period can be of any desired duration. For example, the defined time period can
be a time period of one hour, one day, one week, one month, on¢ year, two ycars, five

years, tcn years, etc., or any period of time therebetween.

At step 404, powcr availability over the time period 1s estimated. Power availability can
depend on several factors that could affect power generation including, for example,
planned maintenance, likelihood of a forced outage, weather, and the like. In one aspect,
estimating power availability over the time period comprises estimating internal power
generation controlled by a utility and estimating acquired power availability that can be
purchased from sources not controlled by the utility over the time period, wherein the
internal power generation controlled by the utility includes fixed power generation and
variable power generation. Estimating internal power generation controlled by the utility
comprises estimating an amount and a cost for the fixed power generation and an amount
and a cost for the vaniable power generation. In one aspect, a weather forecast for the

defined time period can be used to estimate the amount and the cost of the variable power
generation. Estimating acquired power availability that can be purchased from sources
not controlled by the utility comprises estimating an amount and a cost for acquired
power availability over the time period. Variable power generation can comprise one or
more of wind generation, solar generation, hydroelectric generation, pumped-storage

generation, steam-turbine generation, combustion-turbine generation, and the like. Fixed

13
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power generation can comprise one or more of nuclcar gencration, coal-fired generation,

oil-fired generation, natural-gas fircd gencration, and the like.

At step 406 of FIG. 4, power consumption or anticipated demand for electrical energy is
estimated over the time period. In one aspect, estimating power consumption over the
time period comprises determining a load profile for each of a plurality of electrical
power consumers over the time period and aggregating the plurality of load profiles. In
one aspect, the load profiles are load profiles of residential, commercial and industrial

consumers of electrical power that are aggregated over the time period.

At step 408, demand events are scheduled over the time period based on differences
between the estimated power availability and the estimated power consumption at various
points during the time period. Generally, this step 1s performed by a computing device
such as the one described herein 1n accordance with an algorithm to dccrease the
estimated power consumption or increase the estimated power availability. In one aspect,
a demand event comprises a utility having authorization to discontinue electrical power
service to all or part of an electrical load of one of the plurality of electrical power
consumers for a predetermined duration and scheduling demand events over the time
period based on differences between the estimated power availability and the estimated
power consumption at various points during the time period comprises scheduling the
demand events to decrease the estimated power consumption or increase the estimated
power availability. In one aspect, scheduling demand events over the time period based
on differences between the estimated power availability and the estimated power
consumption at various points during the time period comprises scheduling the demand
events to maximize revenue from sales of power by the utility over the time period and
minimizing costs of fixed power generation, variable power generation and acquired
power generation to the utility over the time period. In one aspect, scheduling demand
events over the time period based on differences between the estimated power availability
and the estimated power consumption at various points during the time period comprises

scheduling the demand events to maximize revenue for the utility by scheduling 4 sale of

14
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estimated power availability that exceeds estimated power consumption and scheduling
the demand events to minimize costs to the utility by minimizing purchases of acquired
power generation when the cost of acquired power generation exceeds the cost of internal
power generation and minimizes the use ol variable power generation when the cost of

variable power generation exceeds the cost of fixed power generation.

In one aspect, the method described in FIG. 4 further comprises generating, by the
computing device, one or more control signals for controlling the demand events over the
time period based on differences between the estimated power availability and the
estimated power consumption at various points during the time period. In one aspect, the
computing device can generate one or more reports based on scheduling the demand
events over the time period based on differences between the estimated power availability
and the estimated power consumption at various points during the time period. In various
aspects, the one or more reports comprise one or more of a report of a best fit use of the
demand events using the internal power generation, a report on a best fit use of the
demand events using the internal generation and the acquired power availability, and a
report on opportunities for the utility to sell the internal power generation or the acquired

power availability.

FIG. 5 1s a detailed flowchart illustrating another embodiment of a method of the present
invention. At step 502, a load forecast 1s established for a defined time period. The load

forecast provides an estimation of power consumption over the time period. In one

aspect, the load forecast 1s provided by a load forecasting and profiling system 204 that
includes individual customer usage information as well as projected usage information
over a specified time period, as described herein. At step 504, estimated fixed power
generation that 1s available over the time period 1s determined. Both, an amount and
costs for the estimated fixed power generation 1s determined at step 504. Known events
such as scheduled maintenance are taken into consideration at this step, as well as the

probability of unknown events such as forced outages. At step 506, an amount and costs

for variable power generation that is available over the time period is determined.
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Because somgc varlable power generation i1s weather dependent (c.g., solar, wind, etc.), a

weather forecast for the time period can be uscd to calculatc a probability distribution of
the variable power generation over the time period. At step 508, gaps are determined
where anticipated demand from the load forecasts exceeds total estimated available fixed
and variable power generation. At step 510, the demand profiles of customers enrolled in
a demand management program are reviewed to determine a best-fit for scheduling
demand events to cover the gaps. At step 512, 1t 1s determined whether the demand
events “cover’ or eliminate the gaps between anticipated demand and total estimated
available fixed and variable power genecration. If the demand events do cover the gaps,
then the process goes to step 322, else the process goes to step S14. At step 514, the cost
of acquired power generation is analyzed in comparison to the cost of emergency
generation in order to cover the gaps. At 516, 1t 1s determined whether 1t 1s more efficient
to acquire power or to generate emergency power. If, at step 516, it 1s determined that it
1s more efficient to generate emergency power, then at step 518, emergency power is
generated in order to cover the gaps. If, at step 516, it is determined that it is more
efficient to acquire electrical energy, then at step 520 electrical energy is acquired in
order to cover the gaps. At step 522, periods of excess power generation are analyzed.
These are periods (during the defined time period) when generation (whether fixed,
variable, emergency or acquired) exceeds anticipated demand from the load forecasts. At
step 524, it 1s determined whether there are opportunities to sell any excess generation as
determined 1n step 522. If so. then at step 526 any unallocated demand events for the
determined time period are analyzed to see whether they can be used to c¢nhance an
ability to sell energy. This analysis can involve analyzing current and future energy sales

markets to determine if the sale price exceeds the cost of generation. If so, then any

remaining demand events can be utilized to maximize the amount of clectrical energy that
is available for sale. If, at step 524 it 1s determined that there are not any opportunities to
sell excess energy, then the process goes to step 528. At step 528, one or more outputs
are produced. In one aspect, the outputs comprise one or more reports. In one aspect, the
one or more reports comprise one or more of a report of a best fit use of the demand

events using the internal power generation, a report on a best fit use of the demand events
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using the internal generation and the acquired power availability, a report on
opportunities for the utility to sell the internal power generation or the acquired power
availability, or a report on the best fit of demand events using any combination of
generated and/or acquired power. In one aspect, the outputs comprise one or more
control signals for controlling the demand events over the time period based on
differences between the estimated power availability and the estimated power

consumption at various points during the time period.

The above system has been described above as comprised of units. One skilled in the art
will appreciate that this 1s a functional description and that software, hardware, or a
combination of software and hardware can pertorm the respective functions. A unit, such
as computing device 108, meter 106, DRMS 202, load tforecasting and profiling system
204, power generation and acquisition system 206, weather forecasting system 208, etc.,
can be software, hardware, or a combination of software and hardware. The units can
comprise the demand event scheduling software 706 as illustrated in FIG. 7 and described
below. In one exemplary aspect, the units can comprise a computing device 108 as

referenced above and further described below.

FIG. 7 1s a block diagram illustrating an exemplary operating environment for performing
the disclosed methods. This exemplary operating environment 1s only an example of an
operating environment and 1s not intcnded to suggest any limitation as to the scope of use

or functionality of operating environment architecture. Neither should the operating

environment be mterpreted as having any dependency or requirement relating to any one

or combination of components illustrated in the exemplary operating environment.

The present methods and systems can be operational with numcrous other general
purpose or spectal purpose computing system environments or configurations. Examples
of well-known computing systems, environments, and/or configurations that can be
suitable for use with the systems and methods comprise, but are not limited to, personal
computers, server computers, laptop devices, and multiprocessor systems. Additional

examples comprise set top boxes, programmable consumer electronics, network PCs,
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minicomputers, mainframe computers, smart meters, smart-grid components, SCADA

masters, distributed computing environments that comprise any of the above systems or

devices, and the like.

The processing of the disclosed methods and systems can be performed by software
components. The disclosed systems and methods can be described in the general context
of computer-executable instructions, such as program modules, being executed by one or
more computers or other devices. Generally, program modules comprise computer code,
routines, programs, objects, components, data structures, etc. that perform particular tasks
or implement particular abstract data types. The disclosed methods can also be practiced
in grid-based and distributed computing environments where tasks are performed by
remote processing devices that are linked through a communications network. In a
distributed computing environment, program modules can be located in both local and

remote computer storage media including memory storage devices.

Further, one skilled in the art will appreciate that the systems and methods disclosed
herein can be mmplemented via a computing device 108. The components of the
computing device 108 can comprise, but are not limited to, one or more processors or
processing units 703, a system memory 712, and a system bus 713 that couples various
system components including the processor 703 to the system memory 712. In the case of
multiple processing units 703, the system can utilize parallel computing. In one aspect,

the processor 703 1s configured to establish a defined time period; estimate powecr
availability over the time period; estimate power consumption over the time period; and
schedule demand events stored in the memory 712 over the time period based on
differences between the estimated power availability and the estimated power

consumption at various points during the time period.

The system bus 713 represents one or more of several possible types of bus structures,
including a memory bus or memory controller, a peripheral bus, an accelerated graphics

port, and a processor or local bus using any of a variety of bus architectures. By way of

example, such architectures can comprise an Industry Standard Architecture (ISA) bus, a

18



CA 02784548 2012-08-02
251264

Micro Channel Architecture (MCA) bus, an Enhanced ISA (EISA) bus, a Video
Electronics Standards Association (VESA) local bus, an Accelerated Graphics Port

(AGP) bus, and a Peripheral Component Interconnects (PCI), a PCI-Express bus, a
Personal Computer Memory Card Industry Association (PCMCIA), Universal Serial Bus
(USB) and the like. The bus 713, and all buses specified in this description can also be
implemented over a wired or wireless network connection and each of the subsystems,
including the processor 703, a mass storage device 704, an operating system 705, demand
event scheduling software 706, demand event scheduling data 707, a network adapter
708, system memory 712, an Input/Output Interface 710, a display adapter 709, a display
device 711, and a human machine interface 702, can be contained within one or more
remote computing devices or clients 714a,b,c at physically separate locations, connected
through buses of this form, in effect implementing a fully distributed system or

distributed architecture.

The computing device 108 typically comprises a variety of computer readable media.
Exemplary readable media can be any available media that is non-transitory and
accessible by the computing device 108 and comprises, for example and not meant to be
limiting, both volatile and non-volatile media, removable and non-removable media. The
system memory /12 comprises computer readable media in the form of volatile memory,
such as random access memory (RAM), and/or non-volatile memory, such as read only
memory (ROM). The system memory 712 typically contains data such as phase
identification data 707 and/or program modules such as operating system 705 and
demand event scheduling software 706 that arec immediately accessible to and/or are
presently operated on by the processing unit 703. In one aspect, the system memory 712
contains computer executable codes sections for performing the steps of causing a signal
to be transmitted to adjust one or morc operational characteristics of an electrical device:
receiving information about changes in at least one electrical parameter of one or more
phases of a poly-phase electrical system that provides electrical energy to the electrical
device; correlating the changes in the at least one electrical parameter of the one or more

phases ot the poly-phase electrical system that provides electrical energy to the electrical
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device with the adjustment of the one or more operational characteristics of the electrical

device; and 1dentifying the one or more phases of the poly-phase electrical system that
provide electrical energy to the electrical device based upon the correlation of the
changes 1n the at least one electrical parameter of the one or more phases of the poly-
phase electrical system that provides electrical energy to the electrical device with the

adjustment of the one or more operational characteristics of the electrical device.

In another aspect, the computing device 108 can also comprise other non-transitory,
removable/non-removable, volatile/non-volatile computer storage media. By way of
example, FIG. 7 1llustrates a mass storage device 704 that can provide non-volatile
storage of computer code, computer readable instructions, data structures, program
modules, and other data for the computing device 108. For example and not meant to be
limiting, a mass storage device 704 can be a hard disk, a removable magnetic disk, a
removable optical disk, magnetic cassettes or other magnetic storage devices, flash
memory cards, CD)-ROM, digital versatile disks (DVD) or other optical storage, random
access memories (RAM), read only memories (ROM), electrically erasable

programmable read-only memory (EEPROM), and the like.

Optionally, any number of program modules can be stored on the mass storage device
704, 1including by way of example, an operating system 705 and demand event scheduling
software 706. Each of the operating system 705 and demand event scheduling software
706 (or some combination thereof) can comprise elements of the programming and the
demand event scheduling software 706. Demand event scheduling data 707 can also be
stored on the mass storage device 704. Demand event scheduling data 707 can be stored
in any of one or more databases known in the art. Examples of such databases comprise,
DB2® (IBM Corporation, Armonk, NY), Microsoft® Access, Microsoft® SQL Server.
(Microsoft Corporation, Bellevue, Washington), Oracle®, (Oracle Corporation, Redwood
Shores, California), mySQL, PostgreSQL, and the like. The databases can be centralized

or distributed across multiple systems.
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In another aspect, the user can enter commands and information into the computing

device 108 via an input device (not shown). Examples of such input devices comprise,
but are not limited to, a keyboard, pointing device (e.g., a “mouse™), a microphone, a
joystick, a scanner, tactile input devices such as gloves, and other body coverings, and the
like These and other mnput devices can be connected to the processing unit 703 via a
human machine intertace 702 that 1s coupled to the system bus 713, but can be connected
by other interface and bus structures, such as a parallel port, game port, an IEEE 1394

Port (also known as a Firewire port), a serial port, or a universal serial bus (USB).

In yet another aspect, a display device 711 can also be connected to the system bus 713
via an interface, such as a display adapter 709. It is contemplated that the computing
device 108 can have more than one display adapter 709 and the computing device 108
can have more than one display device 711. For example, a display device can be a
monitor, an LCD (Liquid Crystal Display), or a projector. In addition to the display
device 711, other output peripheral devices can comprise components such as speakers
(not shown) and a printer (not shown), which can be connected to the computer 108 via
Input/Output Interface 710. Any step and/or result of the methods can be output in any
form to an output device. Such output can be any form of visual representation,

including, but not limited to, textual, graphical, animation, audio, tactile, and the like.

The computing device 108 can operate in a networked environment using logical
connections o0 one or more remote computing devices or clients 714a,b.c. By way of
example, a remote computing device 714 can be a personal computer, portable computer.,
a server, a router, a network computer, a smart meter, a vendor or manufacture’s
computing device, smart grid components, a SCADA master, a DRMS processor, a DMS
processor, a peer device or other common network node, and so on and can be in support
of one or more of DRMS 202, load forecasting and profiling system 204, power
generation and acquisition system 206, weather forecasting system 208, etc. Logical
connections between the computing device 108 and a remote computing device or client

714a,b,c can be made via a local area network (LAN) and a general wide area network

21



CA 02784548 2012-08-02
251264

(WAN). Such nctwork connections can be through a network adapter 708. A network

adapter 708 can be implemented in both wired and wireless environments. Such
networking environments are conventional and commonplace in offices, enterprise-wide

computer networks, intranets, and other networks 715 such as the Internet, an AMI

network, or the like.

For purposes of illustration, application programs and other executable program
components such as the operating system 705 are illustrated herein as discrete blocks,
although 1t 1s recognized that such programs and components reside at various times in
different storage components of the computing device 701, and are executed by the data
processor(s) of the computer. An implementation of demand event scheduling software
706 can be stored on or transmitted across some form of computer readable media. Any
of the disclosed methods can be performed by computer readable instructions embodied
on computer readable media. Computer readable media can be any available media that
can be accessed by a computer. By way of example and not meant to be limiting,
computer readable media can comprise “computer storage media” and “communications

?

media.” “Computer storage media” comprise volatile and non-volatile, removable and
non-removable media implemented in any methods or technology for storage of
information such as computer readable instructions, data structures, program modules, or
other data. Exemplary computer storage media comprises, but is not limited to, RAM.
ROM, EEPROM, flash memory or other memory technology, CD-ROM, digital versatile
disks (DVD) or other optical storage, magnetic cassettes, magnetic tape, magnetic disk

storage or other magnetic storage devices, or any other medium which can be used to

store the desired information and which can be accessed by a computer.

The methods and systems can employ Artificial Intelligence techniques such as machine

learning and iterative learning. Examples of such techniques include, but are not limited
to, expert systems, case based reasoning, Baycsian networks, behavior based Al, neural

networks, fuzzy systems, evolutionary computation (e.g. genetic algorithms), swarm
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intelligence (e.g. ant algorithms), and hybrid intelligent systems (e.g. Expert inference

rules gencrated through a neural network or production rules from statistical learning).

As described above and as will be appreciated by one skilled in the art, embodiments of
the present mvention may be configured as a system, method, or computer program
product. Accordingly, embodiments of the present invention may be comprised of
various means including entirely of hardware, entirely of software, or any combination of
software and hardware. Furthermore, embodiments of the present invention may take the
form of a computer program product on a computer-readable storage medium having
computer-readable program instructions (e.g., computer software) embodied in the
storage medium. Any suitable non-transitory computer-readable storage medium may be
utilized including hard disks, CD-ROMs, optical storage devices, or magnetic storage

devices.

Embodiments of the present invention have been described above with reference to block
diagrams and flowchart illustrations of methods, apparatuses (i.e., systems) and computer
program products. It will be understood that each block of the block diagrams and
flowchart illustrations, and combinations of blocks in the block diagrams and flowchart
llustrations, respectively, can be implemented by various means including computer
program instructions. These computer program instructions may be loaded onto a general
purpose computer, special purpose computer, or other programmable data processing
apparatus, such as the one or more processors 703 discussed above with reference to FIG.
7, to produce a machine, such that the instructions which execute on the computer or
other programmable data processing apparatus creatc a means for implementing the

functions specified in the flowchart block or blocks.

These computer program instructions may also be stored in a computer-readable Memory
that can direct a computer or other programmable data processing apparatus (e.g., one or
more processors 703 of FIG. 7) to function in a particular manner, such that the
instructions stored in the computer-readable memory produce an article of manufacture

including computer-readable instructions for implementing the function specified in the
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flowchart block or blocks. The computer program instructions may also be loaded onto
a computer or other programmable data processing apparatus to cause a series of
operational steps to be performed on the computer or other programmable apparatus to
produce a computer-implemented process such that the instructions that execute on the
computer or other programmable apparatus provide steps for implementing the functions

specitied in the flowchart block or blocks.

Accordingly, blocks of the block diagrams and flowchart illustrations support
combinations of means for performing the specified functions, combinations of steps for
performing the specified functions and program instruction means for performing the
specitied functions. It will also be understood that each block of the block diagrams and
flowchart illustrations, and combinations of blocks in the block diagrams and flowchart
1llustrations, can be implemented by special purpose hardware-based computer systems
that perform the specified functions or steps, or combinations of special purpose

hardware and computer instructions.

Unless otherwise expressly stated, it is in no way intended that any method set forth
herein be construed as requiring that its steps be performed in a spccific order.
Accordingly, where a method claim does not actually recite an order to be followed by
iIts steps or it is not otherwise specifically stated in the claims or descriptions that the
steps are to be limited to a specific order, it is no way intended that an order be inferred,

in any respect. This holds for any possible non-express basis for interpretation, including:
matters of logic with respect to arrangement of steps or operational flow; plain meaning
derived from grammatical organization or punctuation; the number or type of

embodiments described in the specification.
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Many modifications and other embodiments of the inventions set forth herein will come

to mind to one skilled in the art to which these embodiments of the invention pertain
having the benefit of the teachings presented in the foregoing descriptions and the
assoclated drawings. Therefore, it is to be understood that the embodiments of the
invention are not to be limited to the specific embodiments disclosed and that
modifications and other embodiments are intended to be included within the scope of the
appended claims. Moreover, although the foregoing descriptions and the associated
drawings describe exemplary embodiments in the context of certain exemplary
combinations of elements and/or functions, it should be appreciated that different
combinations of elements and/or functions may be provided by alternative embodiments
without departing from the scope of the appended claims. In this regard, for example,
different combinations of elements and/or functions than those explicitly described above
are also contemplated as may be set forth in some of the appended claims. Although
specific terms are employed herein, they are used in a generic and descriptive sense only

and not for purposes of limitation.
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WHAT IS CLAIMED IS:

1. A method comprising:

establishing a defined time period;

estimating power availability over the time period;

estimating power consumption over the time period; and

scheduling, using a computing device, demand events over the time period based
on differences between the estimated power availability and the estimated power
consumption at various points during the time period, wherein the demand events

comprises an authorized reduction of electrical service of an electrical power consumer.

2. The method of claim 1, wherein estimating power availability over the
time period comprises estimating internal power generation controlled by a utility and
estimating acquired power availability that can be purchased from sources not controlied

by the utility over the time period.

3. The method of claim 2, wherein the internal power generation controlled

by the utility includes fixed power generation and variable power generation.

Z3 The method of claim 3, wherein estimating internal power generation
controlled by the utility comprises estimating an amount and a cost for the fixed power

generation and an amount and a cost for the variable power generation.

5. The method of claim 4, wherein a weather forecast for the defined time

period 1s used to estimate the amount and the cost of the variable power generation.

6. The method of claim 3, wherein the variable power generation comprises
one or more of wind generation, solar generation, hydroelectric generation, pumped-

storage generation, steam-turbine generation and combustion-turbine generation.

7. The method of claim 3, wherein the fixed power generation comprises
one or more of nuclear generation, coal-fired generation, oil-fired generation, and natural-

gas fired generation.
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8. The method ot claim 3, wherein scheduling demand events over the time

power consumption at various points during the time period comprises scheduling the
demand events to maximize revenue for the utility by scheduling a sale of estimated power
availability that exceeds estimated power consumption and scheduling the demand events
to minimize costs to the utility by minimizing purchases of acquired power generation
when the cost of acquired power generation exceeds the cost of internal power generation
and minimizes the use of variable power generation when the cost of variable power

generation exceeds the cost of fixed power generation.

9. The method of claim 3, wherein scheduling demand events over the time
period based on differences between the estimated power availability and the estimated
power consumption at various points during the time period comprises scheduling the
demand events to maximize revenue from sales of power by the utility over the time period
and minimizing costs of fixed power generation, variable power generation and acquired

power generation to the utility over the time period.

10.  The method of claim 2, further comprising generating, by the computing
device, one or more reports based on scheduling the demand events over the time period
based on dilferences between the estimated power availability and the estimated power

consumption at various points during the time period.

11.  The method of claim 10, wherein the one or more reports comprisc one

or more of a report of a best fit use of the demand events using the internal power
generation, a report on a best fit use of the demand events using the internal generation and
the acquired power availability, and a report on opportunities for the utility to sell the

internal power generation or the acquired power availability.

12. The method of claim 1, turther comprising generating, by the computing
device, one or more control signals for controlling the demand events over the time period
based on differences between the estimated power availability and the estimated power

consumption at various points during the time period.
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CA 2784548 2018-08-08



251264

13. The method of claim 1, wherein establishing a defined time period
comprises establishing a time period of one hour, one day, one week, one month, one year,

two years, five years, ten years, or any period of time therebetween.

14.  The method of claim 1, wherein estimating power consumption over the
time period comprises determining a load protile for each of a plurality of electrical power

consumers over the time period and aggregating the plurality of load profiles.

15. The method of claim 14, wherein determining the load profiles for each
of the plurality of electrical power consumers over the time period comprises determining
the load profiles of residential, commercial and industrial consumers of electrical power

over the time period.

16.  The method of claim 14, wherein the demand event comprises a utility
having authorization to discontinue electrical power service to all or part of an electrical
load of one of the plurality of electrical power consumers for a predetermined duration and
scheduling demand events over the time period based on differences between the estimated
power avaltlability and the estimated power consumption at various points during the time
period comprises scheduling the demand events to decrease the estimated power

consumption or increase the estimated power availability.

17. A system comprised of:
a memory; and
a processor operably connected with the memory, wherein the processor is
configured to:
establish a defined time period, wherein at least a portion of the time
period occurs at a future time;
estimate power availability over the time period;
estimate power consumption over the time period; and
schedule demand events stored in the memory over the time period based

on differences between the estimated power availability and the estimated power

consumption at various points during the time period.
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15, 'The system of claim 17, wherein the processor is configured to estimate
power availability over the time period comprises the processor configured to estimate
internal power generation controlled by a utility and estimate acquired power availability

that can be purchased from sources not controlled by the utility over the time period.

19. The system of claim 18, wherein the internal power generation controlled

by the utility includes fixed power generation and variable power generation.

20.  The system of claim 19, wherein the processor is configured to estimate
internal power generation controlled by the utility comprises the processor configured to

estimate an amount and a cost for the fixed power gencration and an amount and a cost for

the variable power generation,

21.  The system of claim 20, wherein the processor is configured to use a
weather torecast for the defined time period to estimate the amount and the cost of the

variable power generation.

22, The system of claim 19, wherein the variable power generation
comprises one or more of wind generation, solar generation, hydroelectric generation,

pumped-storage generation, steam-turbine generation and combustion-turbine generation.

23.  The system of claim 19, wherein the fixed power generation comprises
one or more of nuclear generation, coal-fired generation, oil-fired generation, and natural-

gas fired generation.

24.  The system ot claim 19, wherein the processor 1s configured to schedule
demand events over the time period based on differences between the estimated power
availability and the estimated power consumption at various points during the time period
comprises the processor configured to schedule the demand events to maximize revenue
for the utility by scheduling a sale of estimated power availability that exceeds estimated
power consumption and scheduling the demand events to minimize costs to the utility by

minimizing purchases of acquired power generation when the cost of acquired power
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generation exceeds the cost of internal power generation and minimizes the use of variable

power generation when the cost of variable power gencration exceeds the cost of fixed

power generation.

25.  The system of claim 19, wherein the processor is configured to schedule
demand events over the time period based on differences between the estimated power
availability and the estimated power consumption at various points during the time period
comprises the processor configured to schedule the demand events to maximize revenue
from sales of power by the utility over the time period and minimizing costs of fixed power

generation, variable power generation and acquired power generation to the utility over the

time period.

26.  The system of claim 18, wherein the processor is further configured to
generate one or more reports based on scheduling the demand events over the time period
based on differences between the estimated power availability and the estimated power

consumption at various points during the time period.

2’7. The system of claim 26, wherein the one or more reports comprise one
or more of a report of a best fit use of the demand events using the internal power
generation, a report on a best fit use of the demand events using the internal generation and
the acquired power availability, and a report on opportunities for the utility to sell the

internal power generation or the acquired power availability.

28.  The system of claim 17, wherein the processor is further configured to

generate one or more control signals for controlling the demand events over the time period
based on ditferences between the estimated power availability and the estimated power

consumption at various points during the time period.

29.  The system of claim 17, wherein the processor 1s configured to establish
a defined time period comprises the processor configured to establish a time period of one
hour, one day, one week, one month, one year, two years, five years, ten years, or any

period of time therebetween.
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30.  The system of claim 17, wherein the processor is configured to estimate
power consumption over the time period comprises the processor configured to aggregate

a load profile for each of a plurality of electrical power consumers over the time period.

31.  The system of claim 17, wherein the load profiles for each of a plurality
of electrical power consumers comprises load profiles of residential, commercial and

industrial consumers of electrical power over the time period.

32.  The system of claim 31, wherein the demand event comprises a utility
having authorization to discontinue electrical power service to all or part of an electrical
load ot one of the plurality of electrical power consumers for a predetermined duration and
the processor 1s configured to schedule demand events over the time period based on
differences between the estimated power availability and the estimated power consumption
at various points during the time period comprises the processor configured to schedule the
demand events to decrease the estimated power consumption or increase the estimated

power availability.

33. A computer program product comprised of computer-executable code on
a non-transitory computer-readable medium, said computer-executable code for
performing the steps of:

establishing a defined time period;

estimating power availability over the time period, wherein estimating power

availability over the time period comprises estimating internal power generation controlled

by a utility and estimating acquired power availability that can be purchased from sources
not controlled by the utility over the time period, and wherein the internal power generation
controlled by the utility includes fixed power generation and variable power generation;
estimating power consumption over the time period based at least in part on
measurements taken frrom one or more electricity meters; and
scheduling, using a computing device, demand events over the time period based

on differences between the estimated power availability and the estimated power
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consumption at various points during the time period, wherein the one or more electricity

meters are configured to implement demand events.

34.  The computer program product of claim 33, wherein estimating internal
power generation controlled by the utility comprises estimating an amount and a cost for
the fixed power generation and an amount and a cost for the variable power generation,
and wherein a weather forecast for the defined time period is used to estimate the amount

and the cost of the vartable power generation.

35. The computer program product of claim 33, further comprising
generating, by the computing device, one or more reports based on scheduling the demand
events over the time period based on differences between the estimated power availability
and the estimated power consumption at various points during the time period, wherein the
one or more reports comprise one or more of a report of a best fit use of the demand events
using the internal power generation, a report on a best fit use of the demand events using
the internal generation and the acquired power availability, and a report on opportunities

for the utility to sell the internal power generation or the acquired power availability.

36.  The computer program product of claim 33, wherein scheduling demand
events over the time period based on differences between the estimated power availability
and the estimated power consumption at various points during the time period comprises
scheduling the demand events to maximize revenue for the utility by scheduling a sale of
estimated power availability that exceeds estimated power consumption and scheduling the
demand events to minimize costs to the utility by minimizing purchases of acquired power
generation when the cost of acquired power generation exceeds the cost of internal power
generation and minimizes the use of variable power generation when the cost of variable

power generation exceeds the cost of fixed power generation.

37.  The computer program product of claim 33, wherein scheduling demand
events over the time period based on differences between the estimated power availability
and the estimated power consumption at various points during the time period comprises

scheduling the demand events to maximize revenue from sales of power by the utility over
32
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the time period and minimizing costs of fixed power generation, variable power generation

and acquired power generation to the utility over the time period.

33
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