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VIEW SYNTHESIS USING LOW RESOLUTION DEPTH MAPS
TECHNICAL FIELD

This disclosure concerns coding of 3D video, which in addition to one or multiple

video views contains one or multiple associated depth maps.

BACKGROUND

View synthesis, VS, describes the process of synthesizing a video view at a virtual
camera position, using a video view/texture data and an associated depth map at
a reference camera position. VS can be used as a part of a 3D video compression
scheme and is then denoted as view synthesis prediction, VSP. In some 3D video
compression schemes, such as considered In the work of the moving picture
experts group, MPEG, depth maps are coded at reduced resolution, i.e. lower
resolution than the associated video data. Work is currently going on within the
joint collaborative team on 3D video coding extension development of ITU-T SG
16 WP 3 and ISO/IEC JTC 1/SC 29/WG 11.

However conventional VS and thus VSP algorithms require depth information at
the same resolution as the video data. The problem is how to perform VSP using
low resolution depth map data. VSP may be part of 3D video encoders and
decoders but may also be performed externally. For instance, it may be applied for
image rendering after 3D video decoding. The operation could be performed in a
device such as a mobile phone, a tablet, a laptop, a PC, a set-top-box, or a

television set.

In some more detail, coding and compression of 3D video, involve reducing the
amount of data in image sequences of e.qg. stereoscopic (two cameras) or
multiview (several cameras) image sequences, which in addition to one or multiple
video views containing texture data contain one or multiple associated depth
maps. That is, for one or several of the video views, an associated depth map Is
avallable, describing the depth of the scene from the same camera position as the
associated video view. With the help of the depth maps, the contained video views

can be used to generate additional video views e.g. for positions in between or
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outside the positions for the contained video views. A process of generating

additional views by view synthesis is illustrated in figure 1.

Figure 1 depicts an example with two original camera positions, a first camera
position and a second camera position. For these positions, both video views 102,
100 and associated depth maps 104, 108 exist. Using a single video view and a
depth map, additional views at virtual camera positions can be generated using
view synthesis as illustrated in figure 1 by a video view 112 at a virtual camera
position 0. Alternatively, two or more pairs of video views and depth maps can be
used to generate an additional view 114 at a virtual camera position between the
first and the second camera positions as illustrated in figure 1 by virtual camera

position 0.5.

Typically, in the view synthesis process, for each pixel in a video view, an
associlated depth map pixel exists. The depth map pixel can be transformed into a
disparity value using known techniques. The disparity value can be seen as a
value that maps pixels between original and synthesized positions, €.g. how many
pixels an image point in the original image "moves” in horizontal direction when
the synthesized image is created. The disparity value can be used to determine a
target position of the associated video pixel with respect to the virtual camera
position. Thus, the synthesized view may be formed by reusing the associated

video pixels at the respective target positions.

Traditional ‘'mono’ (one camera) video sequences can be effectively compressed
by predicting the pixel values for an image using previous images and only code
the differences after prediction (inter-frame video coding). For the case of 3D
video with multiple views and both video and depth maps, additional prediction
references can be generated by means of view synthesis. For instance, when two
video views with associated depth maps are compressed, the video view and
associated depth map for the first camera position can be used to generate an
additional prediction reference to be utilized for coding of the second video view.

This process Is the View Synthesis Prediction , which is illustrated in figure 2.

In figure 2, the video view 202 and associated depth map 204 at a first camera

position Is used to synthesize a reference picture in the form of a virtual view 214
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at a virtual second camera position. The synthesized reference picture in the form
of the virtual view 214 is then used as a prediction reference for coding of the
video view 216 and a depth map 218 at the second camera position. Note that this
prediction i1s conceptually similar to “inter-frame” prediction in conventional (mono)
video coding. As In conventional video coding, the prediction is a normative
(standardized) process that is performed both on the encoder and the decoder

side.

In the “3DV” activity in MPEG standardization, VSP is considered as a potential
coding tool. Moreover, the coding of depth maps at reduced resolution Is
considered. That is, the depth maps have a lower resolution than the associated
video views. This is to reduce the amount of data to be coded and transmitted and
to reduce the complexity in the decoding, i.e. reduce decoding time. On the other
hand, view synthesis algorithms typically rely on the fact that video view and depth
map have the same resolution. Thus, In the current test model/reference software
in MPEG (H.264/AVC-based MPEG 3D video encoding/decoding algorithm, under
development), the depth map is upsampled to the full (video view) resolution
before it is used In the VSP.

One approach to perform the depth map upsampling is to use “bilinear” filtering.
Additionally, several algorithms have been proposed in MPEG to improve the
quality of the upsampled depth map, and thus improve the accuracy of VSP

operation, aiming at better 3D video coding efficiency.

In the current test model in MPEG, the depth maps are coded at reduced
resolution. The depth maps themselves are coded by means of inter-frame
prediction. That is, low resolution depth maps need to be stored as reference
frames for future prediction. Additionally, the depth maps are upsampled to full
(video view) resolution, so as to be used for VSP. That means, for a given moment
INn time, both the low resolution depth map and the upsampled depth map need to
be stored (in the encoder and decoder). For example, assuming 8-bit depth
representation, a video resolution of W*H and depth map resolution of W*H/4, the
amount of data to be stored for the low resolution depth map is W*H/4 bytes

(around 500 kbytes for full HD resolution) and the additional amount of data to be
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stored for the full resolution depth map (to be used for VSP) i1s W*H bytes (around
2Mbytes for full HD).

One drawback of such a scheme is the additional storage requirement for the
upsampled depth map. A second drawback Is the computational requirements

associated with the depth map upsampling.

These two drawbacks have influence on the compression efficiency of the 3D
video coding system that utilizes such a scheme. That is, the 3D video coding is
affected by the quality of the VS process used In the VSP, and thus is affected by
the depth maps used for the VS.

SUMMARY

It is an object to obviate at least some of the above disadvantages and therefore
there Is provided, according to a first aspect, a method of performing view
synthesis. The method comprises:

- obtaining texture data comprising pixels arranged along an x direction and
arranged along a y direction,

- obtaining a depth map, the depth map being associated with the obtained
texture data and where the resolution of the depth map is lower than that of the
texture data by a ratio dw Iin the x direction and by a ratio dh in the y direction,

- transforming texture pixel positions X, y into non-integer depth map pixel
positions by performing divisions x/dw and y/dh,

- rounding the non-integer depth map pixel positions to integer depth map
pixel positions, and

- synthesizing a view based at least on the obtained texture data and depth

map values at the integer depth map pixel positions.

In some embodiments, the step of synthesizing is instead based at least on the
obtained texture data and depth map values adjacent to the integer depth map
pixel positions. Variations of such embodiments are performed using also depth
map values at the integer depth map pixel positions. These embodiments include
those wherein the synthesizing of the view Is performed using depth map values
that are functions of the depth map values at the integer depth map pixel

positions, depth map values at positions adjacent to the integer depth map pixel
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positions and rounding errors obtained in the rounding of the non-integer depth

map pixel positions to integer depth map pixel positions.

In other words, to summarize, these aspects avoid the depth map upsampling that
IS required In the prior art, and thus avoiding the problems with additional memory

and computational complexity requirements.

That is, as no high resolution depth map is required (to be stored/transmitted), the
embodiments described herein have the advantage of reduced memory
consumption. The embodiments also involve reduced computational complexity

and good coding efficiency.

According to a second aspect, there is provided a device comprising digital
processing means, memory means and communication means that are configured

to handle texture data and depth map data as summarized above.

According to a third aspect, there Is provided a non-transitory computer program
product comprising software instructions that, when executed Iin a processor,

performs the method as summarized above.

Further aspects provide a video encoder and a video decoder that can be realized

IN a hardware device as well as in software.

The effects and advantages of these further aspects correspond to the effects and

advantages as summarized above in connection with the first aspect.
BRIEF DESCRIPTION OF THE DRAWINGS

Figure 1 is a diagram that schematically illustrates view synthesis,

figure 2 is a diagram that schematically illustrates view synthesis prediction,
figure 3a schematically illustrates a rounding process,

figure 3b Is a flow chart of a method,

figures 4a-d are schematically illustrated rounding processes,

figure 4e is a flow chart of a method,

figure 5a schematically illustrates a rounding process,

figure 3b is a flow chart of a method,

figures 6a and 6b schematically illustrate a 3D video encoder and decoder,
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respectively, and

figure 7 i1s a schematically illustrated block diagram of a device.
DETAILED DESCRIPTION

As Iindicated above, In the VS, when mapping a video pixel at pixel position (x,y)
(assuming x,y are integer index positions) to a virtual camera position, a depth
map value at position (x,y) Is required. If the depth map is available only at a lower
resolution (e.g. resolution reduced by a factor of dw horizontally and dh vertically,
e.g. dw=dh=2), the corresponding depth map pixel position can be determined as
(x/dw, y/dh). If both x/dw and y/dh are integer positions, a corresponding depth
map pixel exists. If either x/dw or y/dh are non-integer, an “intermediate” depth
map value Is required, but not available. Solution 1 Is to use an index rounding, I.e.

to use the depth map value at position (round(x/dw), round(y/dh)) in the VSP.

Here, the operation “round(...)" can represent rounding to the closest integer
position, or rounding to the closest smaller integer position (which Is a preferred
solution since it Is particularly simple to implement by truncating the fractional part
of the number to be rounded, or so-called “integer division”) or rounding to the

closest larger integer position.
The rounding process can be illustrated as in figures 3a and 3Db.

In figure 3a, the dark dots represent integer index positions in the depth map, and
the light dots represent non-integer index positions. That Is, for the dark points,
both x/dw and y/dh are integer values, and for the light points either or both of
x/dw and y/dh are non-integer. For the dark points, the depth values are available
and can be used for the VSP. For the light points, the index positions are rounded
to the closest smaller integer position, as indicated by the dashed arrows for three
of the light points. The rounding is done Iin a similar way for the remaining light

points.

Simulations have shown that using this process yields only slightly worse
compression efficiency than the depth map upsampling based on bilinear
interpolation used in the MPEG test model (around 0.06% bit rate increase), while
being much less demanding in terms of computational complexity and memory

requirements.
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A flow chart of an exemplifying method that embodies such a process is illustrated
in figure 3b. The method commences with two obtaining steps 302, 304 where, In
obtaining step 302 texture data is obtained that comprises pixels arranged along
an x direction and arranged along a y direction. Typically, as the skilled person will
realize, the x and y directions define a rectangular coordinate system and the

texture data can include video frames.

In the obtaining step 304, depth map data in the form of a depth map is obtained.
The depth map is associated with the obtained texture data and the resolution (i.e.
spatial resolution) of the depth map Iis lower than that of the texture data by a ratio

dw In the x direction and by a ratio dh in the y direction.

It is to be noted that, even if the flow chart in figure 3b may give the impression
that the obtaining steps 302, 304 are performed sequentially, these steps 302, 304

can be performed in any order and also performed concurrently, i.e. in parallel.

A transformation step 300 is then performed where texture pixel positions x, y are
transformed into non-integer depth map pixel positions by performing divisions
x/dw and y/dh.

A rounding step 308 is then performed where the non-integer depth map pixel
positions are rounded to integer depth map pixel positions. For example, the
rounding of the non-integer depth map pixel positions to integer depth map pixel
positions can be performed towards the closest integer depth map pixel position

smaller than the non-integer depth map pixel position.

A synthesizing step 310 is then performed where a view Is synthesized based at
least on the obtained texture data and depth map values at the integer depth map

pixel positions.

As a variation to the process exemplified in figures 3a and 3b, after obtaining the
index position in the low resolution depth map (i.e. (round(x/dw), round(y/dh)), i.e.
the associated dark point in figure 3a), a neighborhood of depth map pixels can be
considered to obtain the depth value to be used in the VSP. These variations
iInclude calculations as follows and will be exemplified with reference to figures
4a-4e.
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Let the low resolution depth map be denoted as D(u,v). Let (a,b)=(round(x/dw),
round(y/dh)). Let the resulting depth value used for VSP be V(a,b). V(a,b) can be

calculated e.g. as the examples 1-9 in table 1.

1 | V(a,b) = D(a,b)

2 V(a,b) = max( D(a,b), D(a+1,b), D(a,b+1), D(a+1,b+1) )

3 V(a,b) = mean( D(a,b), D(a+1,b), D(a,b+1), D(a+1,b+1) )

4 V(a,b) = max( D(a,b), D(a+1,b+1) )

5 V(a,b) = mean( D(a,b), D(a+1,b+1) )

6 | V(a,b) = max(D(a-1,b-1), D(a+1,b+1))

14 V(a,b) = sum_{da,db}( D(a+da,b+db) * w(da,db) )

8 | V(a,b) = max(D(a-1,0-1), D(a-1,0+1), D(a+1,b-1), D(a+1,b+1) )

9 V(a,b) = max( D(a,b-1), D(a,b+1), D(a-1,b), D(a+1,b) )

Table 1

Here, "max(...)" represents the maximum operation and "mean(...)" represents the
mean operation over the respective arguments, and “sum_{da,db}( D(a+da,b+db)
*w(da,db) )’ represents a weighted sum D(a,b) over a certain range of values in
the neighborhood of (a,b).

Note that example 1 in table 1 is identical to the procedure illustrated in figures 3a
and 3D.

Note that the examples that use the "max(...)" operator are equivalent to using a
so-called “dilation” operation. The other operations involve a smoothing operation.
These operations can result in quality gains in VSP (more efficient
coding/compression). For example, simulations have shown a 0.20% bitrate

decrease for method 4 in table 1 and 0.25% bitrate decrease for method 3 in table
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1, llustrating that these methods gives better bitrate, lower complexity and less

memory requirement than the MPEG test model.

Example © in table 1 is illustrated in figure 4a, where the dark points are assumed
to be integer index positions, and the central dark point in the figure is assumed to

be (a,b). Note that the encircled points are involved In the calculations.

Similarly, the three figures 4b, 4c and 4d illustrate examples 8, 9 and 2 In table 1,

respectively, with the encircled points being involved in the calculations.

As a variation on figures 4a-4c (illustrating Examples 6, 8 and 9 in table 1,
respectively) the dark centre pixel (a, b) may also be included In the filtering

operations as lllustrated In table 2.

oa | V(a,b) = max( D(a-1,b-1), D(a, b), D(a+1,b+1) )

8a | V(a,b) = max( D(a-1,b-1), D(a-1,b+1), D(a, b), D(a+1,b-1), D(a+1,b+1) )

9a | V(a,b) = max( D(a,b-1), D(a,b+1), D(a, b), D(a-1,b), D(a+1,b) )

Table 2

A flow chart of an exemplifying method that embodies such a process is illustrated
in figure 4e. The method commences with two obtaining steps 402, 404 where, In
obtaining step 402 texture data is obtained that comprises pixels arranged along
an x direction and arranged along a y direction. Typically, as the skilled person will
realize, the x and y directions define a rectangular coordinate system and the

texture data can include video frames.

In the obtaining step 404, depth map data in the form of a depth map Is obtained.
The depth map is associated with the obtained texture data and the resolution (i.e.
spatial resolution) of the depth map is lower than that of the texture data by a ratio

dw In the x direction and by a ratio dh in the y direction.

It is to be noted that, even if the flow chart in figure 4e may give the impression
that the obtaining steps 402, 404 are performed sequentially, these steps 402, 404

can be performed in any order and also performed concurrently, i.e. in parallel.
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A transformation step 406 is then performed where texture pixel positions x, y are

transformed into non-integer depth map pixel positions by performing divisions
x/dw and y/dh.

A rounding step 408 is then performed where the non-integer depth map pixel
positions are rounded to integer depth map pixel positions. For example, the
rounding of the non-integer depth map pixel positions to integer depth map pixel
positions can be performed towards the closest integer depth map pixel position

smaller than the non-integer depth map pixel position.

A synthesizing step 410 is then performed where a view IS synthesized based at
least on the obtained texture data and depth map values aqjacent to the integer
depth map pixel positions. The synthesizing of the view can be performed using
also depth map values at the integer depth map pixel positions, as exemplified In

table 2 above.

The different examples in table 1 and table 2, with associated processes illustrated
in the flow charts of figures 3b and 4e, represent different trade-offs in terms of
computational complexity and compression efficiency. In simulations, it has been
found that dilation operations may be beneficial for compression efficiency but
they may contribute to higher computational complexity. In other words, the depth
values at the integer depth map pixel position and/or adjacent positions can be

combined by means of a filtering operation such as a dilation operation.

Other embodiments of solutions to obtain depth values for the VSP from low
resolution depth maps are those that comprise “on-the-fly” calculation of
Interpolated depth map values, using position-dependent functions. Thus, dilation
operations may be performed to achieve more efficient coding/compression.

Preferably a max operation is used.

For example, let (a,b)=(round(x/dw), round(y/dh)) be the integer index position in
the low resolution depth map, and (dx,dy) = (x — a*dw, y — b*dh) the sub-integer
component (=rounding error). Here, It iIs assumed that dw and dh are integers. In
this case also dx is an integer taking values between —dw+1 and dw-1 depending
on the rounding function used. The corresponding holds for dy. As before, D(a, b)

IS the value of the depth map at position (a, b). Then dependent on the value of
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(dx,dy), a different method for obtaining a value V(x,y) for VSP may be used.
Examples of dilation operations using max operations are given in table 3. Thus,
the depth value used In the view synthesis is a function of the depth map value at
the integer depth map pixel position, the surrounding depth map values, and the

5 rounding error.

(dx,dy) V(X,y)
1 (0,0) D(a,b)
2 (0,1) max( D(a,b), D(a,b+1) )
3 (1,0) max( D(a,b), D(a+1,b) )
4 (1,1) max( D(a,b), D(a+1,b+1) )
5 (0,-1) max( D(a,b), D(a,b-1) )
6 (-1,0) max( D(a,b), D(a-1,b) )
7 (-1,-1) max( D(a,b), D(a-1,b-1) )
3 (1,-1) max( D(a,b), D(a+1,b-1) )
9 (-1, 1) max( D(a,b), D(a-1,b+1) )

Table 3

Some of the examples of table 3 are shown Iin Figure 5a. The dark dots denote
iInteger position pixels, while the light dots denote subinteger position pixels. In this
10 figure the dot-dashed arrows indicate which of the integer position pixels that are
used with the max operation to estimate the depth for the respective intermediate
subinteger position pixels. (This Is in contrast to the other figures, where the
arrows lIllustrate the rounding). Specifically, examples 3, 2, 3, 2 and 4 In table 3

correspond to subinteger positions 501, 502, 503, 504 and 505, respectively.
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A flow chart of this process is illustrated in figure Sb. The method commences with
two obtaining steps 502, 504 where, in obtaining step 502 texture data is obtained
that comprises pixels arranged along an x direction and arranged along a y
direction. Typically, as the skilled person will realize, the x and y directions define

a rectangular coordinate system and the texture data can include video frames.

In the obtaining step 504, depth map data in the form of a depth map Is obtained.
The depth map is associated with the obtained texture data and the resolution (i.e.
spatial resolution) of the depth map Is lower than that of the texture data by a ratio

dw In the x direction and by a ratio dh in the y direction.

It is to be noted that, even if the flow chart in figure 5b may give the impression
that the obtaining steps 502, 504 are performed sequentially, these steps 502, 504

can be performed Iin any order and also performed concurrently, 1.e. in parallel.

A transformation step 500 Is then performed where texture pixel positions x, y are

transformed into non-integer depth map pixel positions by performing divisions
x/dw and y/dh.

A rounding step 508 is then performed where the non-integer depth map pixel
positions are rounded to integer depth map pixel positions. For example, the
rounding of the non-integer depth map pixel positions to integer depth map pixel
positions can be performed towards the closest integer depth map pixel position

smaller than the non-integer depth map pixel position.

As mentioned above, with regard to the rounding function that is used for the
rounding Iin step 508, it is assumed that dw and dh are integers. In this case also
dx is an integer taking values between —dw+1 and dw-1 depending on the

rounding function used. The corresponding holds for dy.

A synthesizing step 510 is then performed where a view IS synthesized based at
least on the obtained texture data and depth map values at and adjacent to the
integer depth map pixel positions as well as rounding errors obtained In the
rounding of the non-integer depth map pixel positions to integer depth map pixel

positions.
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Similar to the embodiments described above in connection with figure 4e, the
depth values at the integer depth map pixel position and/or adjacent positions can

be combined by means of a filtering operation such as a dilation operation.

The methods according to embodiments of the invention may be incorporated In
3D video encoders and decoders and be implemented in devices such as mobile
phones, tablets, laptops, PC:s, set-top-boxes, and television sets. The methods
may also be performed outside of 3D video encoders and decoders in such
devices. For instance, it may be applied for image rendering after 3D video
decoding. The invention is suitably implemented by programming or other
configuration of software and hardware. The hardware can comprise one or many
processors that can be arranged to execute software stored in a readable storage
media. The processor(s) can be implemented by a single dedicated processor, by
a single shared processor, or by a plurality of individual processors, some of which
may be shared or distributed. Moreover, a processor may include, without
limitation, digital signal processor (DSP) hardware, ASIC hardware, read only

memory (ROM), random access memory (RAM), and/or other storage media.

An example of a video encoder 602 is illustrated in figure 6a. The encoder 602
receives Input in the form of sequences of images 604 and performs encoding that
Includes view synthesis prediction processes as described above. The encoder
002 provides output in the form of a bit stream of encoded data 606 that can be
stored and/or transmitted to a receiving entity for decoding and rendering. The
encoder 602 can be realized in the form of software instructions as well as in the

form of a hardware device or a combination thereof.

An example of a video decoder 612 is illustrated in figure 6b. The decoder 612
receives input in the form of a bit stream 614 and performs decoding that includes
view synthesis prediction processes as described above. The decoder 612
provides output in the form of a bit stream 616 that can be provided to a rendering
system for providing a viewer with a 3D viewing experience. The decoder 612 can
be realized In the form of software instructions as well as in the form of a hardware

device or a combination thereof.
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Another example of a hardware device 700 in which the embodiments of the
methods exemplified above is illustrated in figure 7. The device 700 comprises a
processor 702, memory 704 comprising software instructions 705, and
input/output circuitry 706. The device 700 is configured such that it can obtain

5 texture data 708 and depth map data 710 from a media source 712, e.qg data
originating in a bit stream such as the bit stream 614 In figure 6b. Processing
takes place under the control of the software instructions 705 that embody any of
the methods elucidated above in connection with figures 1-5. The device 700

provides output in the form of views 714 that, e.g., can be rendered by a suitable

10 rendering system.
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CLAIMS

1. A method of performing view synthesis, comprising:
- obtaining (402, 502) textura data comprising pixels arranged along an x direction
and arranged along a y direction,

5 - obtaining (404, 504) a depth map, the depth map associated with the obtained
texture data and where the resclution ¢of the depth map is lowar than that of the texture
data by a ratio dw in the X direction and by a ralio dh i the y direction,

- transforming (4086, §068) texture pixel positions x, y into non-integer depth map
pixgl pogitions by performing divisions x/dw and y/dh,
10 - rounding (408, 508) the non-integer dapth map pixel positions to integer depth
map pixel positions, and
- synthesizing (410, 510) a view based at least on the obtained texture data and
lower resolution depth map values adjacent to the integer depth map pixel positions and
lower resolution depth map values at tha integer depth map pixel positions, whereln tha
15' depth values at the inleger depth map pixel position and adjacent positions ara ¢combined
by means of a dllation opsration.

2. The method of claim 1, wherein tha synthesizing (510C) of the view is performad using
depth map valuas that are functions of the depth map values at the integer depth map

pixel positions, depth map values at positions adjacent to the integer depth map pixel
20 positions and rounding errors obtained in the rounding of the non-integer depth map pixsl
positions to infeger depth map pixel positions.

3. The method of any of claims 1 to 2, wherain the rounding of the non-integer depth map
pixal positions to integer depth map pixe!l positions Is performed towards the closest
integer depth map pixel position smaller than the non-integer dapth map pixel position.

25 4. A video encoder (802) configursd to perform the method of any of claims 1 fo 3.
5. A video decoder (612) configured to perform the method of any of ¢laims 1 to 3.

8. A davice (700) comprising digital processing means (702}, memory means (704, 705)
and communication means (708) that are configured tc handle texture data and depth
map data according to any of claims 1 to 3.

30 7. The device of ciaim 6, whereln sald processing means, memory means and
communication means are comprised In a video encoder.
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8. The device of daim 8, wherein said processing means, memory means and
communication means are comprisad in a video decoder.

9. A non-transitory computer program product (705) compriging software instructions that,
whan exscyted in a procassor, parforms the method of any of claims 1 to 3.

5 10. The non-transitory computer pragram product of claim 9, wherein sald software
instructions are comprised in & video encoder.

11. The non-transitory computer program product of claim 9, wherein gaid software
instructians are comprised In a video decoder,
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